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Abstract. In FEM-based electroencephalography (EEG) and magnetoencephalography (MEG)
source analysis, the subtraction approach has been proposed to simulate sensor measurements gener-
ated by neural activity. While this approach possesses a rigorous foundation and produces accurate
results, its major downside is that it is computationally prohibitively expensive in practical applica-
tions. To overcome this, we developed a new approach, called the local subtraction approach. This
approach is designed to preserve the mathematical foundation of the subtraction approach, while also
leading to sparse right-hand sides in the FEM formulation, making it efficiently computable. We
achieve this by introducing a cut-off into the subtraction, restricting its influence to the immediate
neighborhood of the source. We perform validation in multilayer sphere models where analytical so-
lutions exist. There, we demonstrate that the local subtraction approach is vastly more efficient than
the subtraction approach. Moreover, we find that for the EEG forward problem, the local subtraction
approach is less dependent on the global structure of the FEM mesh when compared to the subtrac-
tion approach. Additionally, we show the local subtraction approach to rival, and in many cases even
surpass, the other investigated approaches in terms of accuracy. For the MEG forward problem, we
show the local subtraction approach and the subtraction approach to produce highly accurate ap-
proximations of the volume currents close to the source. The local subtraction approach thus reduces
the computational cost of the subtraction approach to an extent that makes it usable in practical
applications without sacrificing the rigorousness and accuracy the subtraction approach is known for.
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1. Introduction. In electroencephalography (EEG) and magnetoencephalogra-
phy (MEG), the so-called EEG and MEG forward problems consist of simulating the
sensor measurements that a given neural activity would generate [23, 10]. The neural
activity is typically modeled as a linear combination of mathematical point dipoles;
see, e.g., [23, 10, 14]. The problem of forward modeling is thus the computation of
electric potentials (EEG) and magnetic fluxes (MEG) evoked by a single point dipole.
Due to the complex geometry of the head, an accurate approximation of potentials
and fluxes relies on a realistic volume conductor model, where one then employs some
numerical method [23, 10, 37]. There are various approaches to the computation of
these approximations, e.g., boundary element methods (BEMs) [18, 27, 25, 2, 44] or
finite difference methods (FDMs) [31, 46, 11]. The finite element method (FEM) has
been proposed for modeling complex head geometries and tissue anisotropy [10, 4, 49]
and is therefore in the focus of this work. A central difficulty for FEM, however, is
the embedding of the highly singular point dipole [8, 16]. We call a strategy for this
embedding a FEM potential approach. Potential approaches can be roughly divided
into so-called direct approaches and subtraction approaches. In direct approaches, the
point dipole is directly incorporated into the FEM right-hand side. State-of-the-art
direct approaches, such as the multipolar Venant approach [51] and the H(div) ap-
proach [30], achieve this by substituting the point dipole with a regularized dipole-like
object. Subtraction approaches, on the other hand, analytically handle the dipole by
``subtracting"" the singularity out of the problem formulation, arriving at a regular
problem, and then postprocess the resulting FEM solution to add the singularity
back in. A substantial amount of work has gone into the development and evaluation
of subtraction approaches [45, 43, 3, 28, 40, 53, 16, 17, 9, 8]. In these studies, sub-
traction approaches were shown to possess a rigorous mathematical foundation and to
produce highly accurate results. Despite this, they are typically not used in practical
applications.

The main reason for this is their high computational cost. In source analysis,
one typically needs to compute forward solutions for tens of thousands of source po-
sitions, and, even when employing a fast transfer matrix approach [19, 16], the time
it takes to assemble all FEM right-hand sides for subtraction-type approaches in re-
alistic head models becomes computationally infeasible. Different approaches have
been suggested to remedy this drawback of subtraction methods. The projected sub-
traction approach [53] and the projected gradient subtraction approach [9] substitute
complicated integrals with simpler ones and thus introduce an error into the FEM
right-hand side, which sacrifices accuracy, but gains computational efficiency. The
analytical subtraction approach [8], on the other hand, derives analytical formulas for
the FEM right-hand side integrals, which are slower to evaluate than the projected
(gradient) subtraction integrals, but still faster and more accurate than numerical
quadrature. While these approaches all reduce computational costs, none of them has
succeeded in making subtraction methods viable in practice.
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B162 H\"OLTERSHINKEN ET AL.

The fundamental reason for this is that all previous subtraction approaches lead to
FEM formulations that produce dense right-hand sides. Assembling these right-hand
sides requires an iteration over the whole mesh for every dipole under consideration,
where for each element an integration needs to be performed. Especially for realistic
head models, often consisting of millions of elements (e.g., [35]), this leads to the
aforementioned high computational costs. State-of-the-art direct approaches, on the
other hand, produce sparse right-hand sides, befitting the focality of a point dipole.
These sparse right-hand sides can then be assembled rapidly.

Aside from the high computational complexity, another problem of the different
subtraction approaches arises for the MEG forward problem. When utilizing a finite
element method to compute magnetic fluxes, one typically first computes an approx-
imation to the electric potential and then employs the Biot--Savart law [23]. Using a
direct approach, this poses no difficulty, as the numerical solution directly yields the
electric current in a form suitable for the evaluation of Biot--Savart law. In contrast,
subtraction approaches produce potentials that are singular at the dipole position, and
since the Biot--Savart law requires integration over the whole head volume, a direct
application of this law leads to integrals over singular functions, which is numerically
undesirable.

In this paper, we build on top of these observations and propose a new potential
approach, called the local subtraction approach, that will alleviate the aforementioned
problems. The construction of this approach is based on the point dipole being only
singular in the source position. Hence we can subtract the singularity out of the prob-
lem formulation in a spatially confined manner, in contrast to previous subtraction
approaches, where this subtraction was performed on the whole head domain. This
local form of the subtraction is the central step in reducing the computational burden
of subtraction approaches.

Furthermore, we present an approach for handling the singular integral arising
in the MEG forward problem when employing a subtraction-type potential approach.
Building on top of the derivation of the classical Geselowitz formulas [20], the singular
part is extracted out of the integral and rewritten in terms of nonsingular surface
integrals.

In sections 2 and 3, we will derive the corresponding formulas for the EEG and
MEG cases. In particular, we see that, when employing a finite element method for the
EEG forward problem, the local subtraction approach produces right-hand sides that
are only nonzero for degrees of freedom in the close proximity of the dipole, leading to
sparse right-hand sides. This renders the FEM right-hand sides efficiently computable.
In section 5, we will then show that the local subtraction approach yields a consider-
able increase in speed when compared to previous subtraction approaches. Further-
more, we will show the local subtraction approach to be similarly accurate, and in
many cases even more accurate, than other state-of-the-art potential approaches, such
as the analytical subtraction approach [8] and the multipolar Venant approach [51].

2. The EEG forward problem.

2.1. Definition of the problem. Let \Omega be the head domain and \partial \Omega its bound-
ary. In the EEG forward problem we are interested in determining the electric poten-
tial u : \Omega \rightarrow \BbbR , or at least its values at some predetermined electrode positions, due to
some given neural activity. As described in the introduction, in current practice this
reduces to the computation of potentials generated by mathematical point dipoles.
Let \sigma : \Omega \rightarrow \BbbR 3\times 3 be the symmetric positive definite conductivity tensor. We now
consider a point dipole at position x0 \in \Omega with moment M \in \BbbR 3. Using a quasistatic
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THE LOCAL SUBTRACTION APPROACH B163

approximation of Maxwell's equations [23], the electric potential u due to the point
dipole can be described by

div (\sigma \nabla u) = div (M \cdot \delta x0
) on \Omega ,(2.1)

\langle \sigma \nabla u, \eta \rangle = 0 on \partial \Omega ,(2.2)

where \delta x0
is the Dirac distribution at x0 and \eta is the unit outer normal of the head

domain.

2.2. Deriving a weak formulation. When trying to solve a partial differen-
tial equation using a finite element approach, the first step consists of deriving a
suitable weak formulation. In doing so, we have to deal with the highly singular term
div(M \cdot \delta x0

) arising from (2.1). The defining feature of subtraction approaches is
that they do not directly incorporate this term, or an approximation of it, into the
weak formulation, but instead use (2.1) and (2.2) to derive a weak formulation for the
function u - \varphi , where \varphi is some suitable function which ``subtracts"" the singularity
out of the problem. We will now discuss how such a \varphi can be constructed.

We assume the conductivity \sigma to be constant on a neighborhood of x0. Let
\sigma \infty \in \BbbR 3\times 3 be its value on this neighborhood. Now consider the equation

div (\sigma \infty \nabla u\infty ) = div (M \cdot \delta x0
) on \BbbR 3,(2.3)

which is the equivalent of (2.1) in an unbounded homogeneous conductor. In this
context, it is straightforward to derive analytical formulas for u\infty (e.g., [16, 53]1).
Since the right-hand side in (2.3) is the same as in (2.1), the idea is to use this u\infty to
eliminate the singularity.

One might now simply set \varphi = u\infty . All previous subtraction methods used this
approach, and this is what led to their high computational demand. The reason
for this is that u\infty is nonzero almost everywhere. Hence, weak formulations, and
in a second step FEM discretizations, derived from this approach contain integrals
against functions that are nonzero on a large portion of the head domain [16, 53].
When evaluating these integrals for the FEM basis functions, a large number of them
will be nonzero, leading to dense right-hand side vectors, even though the original
right-hand side in (2.1) vanishes outside of \{ x0\} .

We instead propose constructing \varphi in a different manner. Since div (M \cdot \delta x0) is
only singular at the source position x0, we suggest only using the local distribution
of u\infty around the source position to remove the singularity from the problem. We
make this more precise. Let \chi : \Omega \rightarrow \BbbR be a function with \chi = 1 on a neighborhood
of the source position x0. The conceptual idea is to choose \chi in such a way that it
is only nonzero in a small region around x0. Then \chi \cdot u\infty is also only nonzero in a
small region around x0, ultimately leading to a sparse right-hand side. Furthermore,
it shares the local behavior of u\infty close to the source position and can thus also
be used to eliminate the singularity from the problem formulation. Depending on
whether one aims for a (classical) continuous Galerkin or a discontinuous Galerkin

1In fact, if N(y,x) =  - 1
4\pi 

1
\| x - y\| is the three-dimensional Newton potential, one can show that

fx0,M (x) =  - \langle M,\nabla yN(x0, x)\rangle solves \Delta fx0,M = div(M \cdot \delta x0 ) on \BbbR 3. If now \sigma \infty \in \BbbR 3\times 3 is an

arbitrary symmetric positive definite matrix, its inverse can be decomposed as (\sigma \infty ) - 1 =A\intercal A with
an invertible matrix A. Transforming the Laplace operator under the map \Phi A(x) =A\cdot x then directly
yields that u\infty (x) = 1

| \mathrm{d}\mathrm{e}\mathrm{t}(A - 1)| \cdot fA\cdot x0,A\cdot M \circ \Phi A is a solution of div(\sigma \infty \nabla u\infty ) = div(M \cdot \delta x0 ) on \BbbR 3.

Additionally, a direct computation shows that u\infty can be evaluated without needing to explicitly
compute A, leading to the formula stated in [53] and (2.7).
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B164 H\"OLTERSHINKEN ET AL.

Patch Ω∞

Transition Region Ω

Patch boundary ∂Ω∞

Source position x0

Fig. 2.1. 2-dimensional visualization of a realization of the construction described in subsection
2.2. The whole square is \Omega . In the yellow region we have \chi = 1, in the white region we have \chi = 0,
and in the green transition region, \chi transitions from 1 at the patch boundary \partial \Omega \infty to 0 at the outer
interface. Note that the yellow patch region \Omega \infty can contain different tissue compartments. We
additionally assume that a small area around the source can be found with homogeneous conductivity
(not shown in Figure 2.1). (Color available online.)

[34] finite element discretization, one has to impose different regularity constraints
on \chi . We focus on the continuous Galerkin case and refer the reader to [32] for the
discontinuous Galerkin case. In the continuous Galerkin case, we further require \chi to
be continuous and to be contained in the Sobolev space H1(\Omega ). We now make the
approach \varphi = \chi \cdot u\infty and define the correction potential uc by

uc := u - \chi \cdot u\infty .

We now want to derive a weak formulation for this correction potential. We first
fix some notation. Let \Omega \infty \subset \Omega be a neighborhood of x0 so that on \Omega \infty we have \chi = 1.

Furthermore, let \widetilde \Omega \subset \Omega be such that \chi = 0 on \Omega \setminus (\Omega \infty \cup \widetilde \Omega ) and \Omega \infty \cap \widetilde \Omega = \emptyset . In
the following, we call \Omega \infty the patch, and \widetilde \Omega the transition region, where \chi transitions
from 1 to 0. These definitions are illustrated in Figure 2.1. We want to emphasize
that this definition of \Omega \infty differs from the one given in [53]. Specifically, we do not
assume the conductivity \sigma to be constant on \Omega \infty . Instead, we just assume that \Omega \infty 

contains a neighborhood of x0 where the conductivity is constant. \Omega \infty could thus
include tissue compartments of different conductivity. Furthermore, note that the
patch \Omega \infty is allowed to touch the boundary of \Omega .

Now let \sigma c := \sigma  - \sigma \infty . Since u= uc +\chi \cdot u\infty and div(\sigma \infty \nabla u\infty ) = div(M \cdot \delta x0) we
have

div(\sigma \nabla u) = div(\sigma \nabla uc) + div(\sigma c\nabla \chi u\infty ) + div(\sigma \infty \nabla \chi u\infty )

= div(\sigma \nabla uc) + div(\sigma c\nabla \chi u\infty ) + div(\sigma \infty \nabla (\chi  - 1)u\infty ) + div(M \cdot \delta x0).

Thus (2.1) and (2.2) are equivalent to

div (\sigma \nabla uc) = - div (\sigma c\nabla \chi u\infty ) - div (\sigma \infty \nabla (\chi  - 1)u\infty ) on \Omega ,(2.4)

\langle \sigma \nabla uc, \eta \rangle = - \langle \sigma \nabla \chi u\infty , \eta \rangle on \partial \Omega .(2.5)

© 2025 SIAM. Published by SIAM under the terms of the Creative Commons 4.0 license
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THE LOCAL SUBTRACTION APPROACH B165

Note that, since on a neighborhood of x0 we have \sigma c = 0 and \chi  - 1 = 0, the singularity
in the environment of x0 present in (2.1) was eliminated from the equation. Multi-
plying the left-hand side of (2.4) with a test function \phi and integrating by parts then
yields \int 

\Omega 

div(\sigma \nabla uc)\phi dV =

\int 
\partial \Omega 

\langle \sigma \nabla uc, \eta \rangle \phi dS  - 
\int 
\Omega 

\langle \sigma \nabla uc,\nabla \phi \rangle dV

= - 
\int 
\partial \Omega 

\langle \sigma \nabla \chi u\infty , \eta \rangle \phi dS  - 
\int 
\Omega 

\langle \sigma \nabla uc,\nabla \phi \rangle dV.

Multiplying the right-hand side of (2.4) by a test function \phi and integrating by parts
yields\int 

\Omega 

 - div(\sigma c\nabla \chi u\infty )\phi  - div(\sigma \infty \nabla (\chi  - 1)u\infty )\phi dV

= - 
\int 
\partial \Omega 

\langle \sigma c\nabla \chi u\infty , \eta \rangle \phi dS  - 
\int 
\partial \Omega 

\langle \sigma \infty \nabla (\chi  - 1)u\infty , \eta \rangle \phi dS

+

\int 
\Omega 

\langle \sigma c\nabla \chi u\infty ,\nabla \phi \rangle dV +

\int 
\Omega 

\langle \sigma \infty \nabla (\chi  - 1)u\infty ,\nabla \phi \rangle dV

\chi = 1 on \Omega \infty 
=  - 

\int 
\partial \Omega 

\langle \sigma \nabla \chi u\infty , \eta \rangle \phi dS +

\int 
\partial \Omega 

\langle \sigma \infty \nabla u\infty , \eta \rangle \phi dS

+

\int 
\Omega \infty 

\langle \sigma c\nabla u\infty ,\nabla \phi \rangle dV +

\int 
\Omega \setminus \Omega \infty 

\langle \sigma \nabla \chi u\infty ,\nabla \phi \rangle dV  - 
\int 
\Omega \setminus \Omega \infty 

\langle \sigma \infty \nabla u\infty ,\nabla \phi \rangle dV.

Now let \partial \Omega \infty 
ext = \partial \Omega \infty \cap \partial \Omega and \partial \Omega \infty 

int = \partial \Omega \infty \setminus \partial \Omega \infty 
ext. Note that we then have

\partial (\Omega \setminus \Omega \infty ) = (\partial \Omega \setminus \partial \Omega \infty 
ext)\cup \partial \Omega \infty 

int. We call the unit outer normal field again \eta . Since
on \Omega \setminus \Omega \infty we have div(\sigma \infty \nabla u\infty ) = 0, we can now compute\int 

\partial \Omega 

\langle \sigma \infty \nabla u\infty , \eta \rangle \phi dS  - 
\int 
\Omega \setminus \Omega \infty 

\langle \sigma \infty \nabla u\infty ,\nabla \phi \rangle dV

=

\int 
\partial \Omega 

\langle \sigma \infty \nabla u\infty , \eta \rangle \phi dS\underbrace{}  \underbrace{}  
=
\int 
\partial \Omega \infty 

\mathrm{e}\mathrm{x}\mathrm{t}
+

\int 
\partial \Omega \setminus \partial \Omega \infty 

\mathrm{e}\mathrm{x}\mathrm{t}

 - 
\int 
\partial (\Omega \setminus \Omega \infty )

\langle \sigma \infty \nabla u\infty , \eta \Omega \setminus \Omega \infty \rangle \phi dS\underbrace{}  \underbrace{}  
=
\int 
\partial \Omega \setminus \partial \Omega \infty 

\mathrm{e}\mathrm{x}\mathrm{t}
+

\int 
\partial \Omega \infty 

\mathrm{i}\mathrm{n}\mathrm{t}

 - 
\int 
\Omega \setminus \Omega \infty 

div(\sigma \infty \nabla u\infty )\phi dV\underbrace{}  \underbrace{}  
=0

=

\int 
\partial \Omega \infty 

\langle \sigma \infty \nabla u\infty , \eta \Omega \infty \rangle \phi dS.

Equating the left-hand and right-hand sides of (2.4) now gives\int 
\Omega 

\langle \sigma \nabla uc,\nabla \phi \rangle dV

= - 
\int 
\widetilde \Omega \langle \sigma \nabla \chi u\infty ,\nabla \phi \rangle dV  - 

\int 
\partial \Omega \infty 

\langle \sigma \infty \nabla u\infty , \eta \Omega \infty \rangle \phi dS  - 
\int 
\Omega \infty 

\langle \sigma c\nabla u\infty ,\nabla \phi \rangle dV,

where we have used \chi = 0 on \Omega \setminus (\Omega \infty \cup \widetilde \Omega ). But now the right-hand side of this
equation defines a continuous linear functional on H1(\Omega ), and we have arrived at the
following weak formulation.

Definition 2.1. Define a bilinear form a :H1(\Omega )\times H1(\Omega )\rightarrow \BbbR by

a(w,v) =

\int 
\Omega 

\langle \sigma \nabla w,\nabla v\rangle dV

© 2025 SIAM. Published by SIAM under the terms of the Creative Commons 4.0 license
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B166 H\"OLTERSHINKEN ET AL.

and a linear form l :H1(\Omega )\rightarrow \BbbR by

l(v) = - 
\int 
\widetilde \Omega \langle \sigma \nabla (\chi \cdot u\infty ) ,\nabla v\rangle dV  - 

\int 
\partial \Omega \infty 

\langle \sigma \infty \nabla u\infty , \eta \rangle v dS  - 
\int 
\Omega \infty 

\langle \sigma c\nabla u\infty ,\nabla v\rangle dV,

where \eta is the unit outer normal of \Omega \infty . Then the continuous Galerkin local subtrac-
tion approach is given by the problem of finding uc \in H1(\Omega ) such that for all v \in H1(\Omega )
we have

a(uc, v) = l(v).(2.6)

Note that the choice \chi = 1, \Omega \infty =\Omega , and \widetilde \Omega = \emptyset leads to the classical subtraction
approach as described in [45, 43, 3, 28, 40, 53, 16, 17, 9, 8]. Hence the classical
subtraction approach can be seen as a special case of the local subtraction approach.
Looking at the above definition of l, we furthermore see that for v \in H1(\Omega ) with v= 0
almost everywhere on \Omega \infty \cup \widetilde \Omega we have l(v) = 0. Hence if we use (2.6) in a FEM
approach, only those test functions whose support intersects either the patch or the
transition region will give a nonzero contribution to the corresponding right-hand side
vector. If we thus choose \Omega \infty and \widetilde \Omega to be small, the resulting FEM right-hand side
will be a sparse vector.

2.3. Existence and uniqueness of solutions. Since for all w \in H1(\Omega ) we
have a(w,1) = 0, a necessary (and in fact sufficient) condition for the existence of
solutions to (2.6) is that l(1) = 0.

Lemma 2.2. Let l be the functional from Definition 2.1. Then l vanishes on
constant functions.

Proof. Using \nabla 1 = 0 we get

l(1) = 0 \Leftarrow \Rightarrow 
\int 
\partial \Omega \infty 

\langle \sigma \infty \nabla u\infty , \eta \rangle dS = 0.

Now let R > 0 be large enough so that \Omega \infty is contained inside the ball of radius R
around x0, called Br(x0). Let W =Br(x0)\setminus \Omega \infty . Since div(\sigma \infty \nabla u\infty ) = 0 on \BbbR 3\setminus \{ x0\} ,
the divergence theorem then implies

0 =

\int 
W

div (\sigma \infty \nabla u\infty ) dV =

\int 
\partial W

\langle \sigma \infty \nabla u\infty , \eta \rangle dS,

where \eta denotes the outer normal of W . Since we have \partial W = SR(x0)\cup \partial \Omega \infty , where
SR(x0) = \partial BR(x0), and the outer normal of W on \partial \Omega \infty is the negative of the outer
normal of \Omega \infty , this implies\int 

\partial \Omega \infty 
\langle \sigma \infty \nabla u\infty , \eta \rangle dS =

\int 
SR(x0)

\langle \sigma \infty \nabla u\infty , \eta \rangle dS,

where \eta again denotes the corresponding unit outer normals. We now have for x \in 
\BbbR 3 \setminus \{ x0\} that

u\infty (x) =
1

4\pi 
\surd 
det\sigma \infty \cdot \langle M, (\sigma \infty )

 - 1
(x - x0)\rangle 

\| (\sigma \infty )
 - 1

2 (x - x0)\| 3
;(2.7)

see, e.g., [53]. Denoting R = \| x  - x0\| , a straightforward computation shows that
\langle \sigma \infty \nabla u\infty , \eta \rangle \in \scrO 

\bigl( 
1
R3

\bigr) 
. This implies\int 

SR(x0)

\langle \sigma \infty \nabla u\infty , \eta \rangle dS \in \scrO 
\biggl( 
1

R

\biggr) 
,
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THE LOCAL SUBTRACTION APPROACH B167

and hence \int 
\partial \Omega \infty 

\langle \sigma \infty \nabla u\infty , \eta \rangle dS =

\int 
SR(x0)

\langle \sigma \infty \nabla u\infty , \eta \rangle dS R\rightarrow \infty  - \rightarrow 0.

This is only possible if \int 
\partial \Omega \infty 

\langle \sigma \infty \nabla u\infty , \eta \rangle dS = 0.

Remark 2.3. An alternative proof of this lemma, based on the symmetry of u\infty ,
can be extracted from the proof of Theorem 3.7 in [53].

Since l(1) = 0, it follows from standard theory2 that the set of solutions of (2.6)
is of the form uc

0 + \BbbR \cdot 1, reflecting the arbitrary choice of a reference electrode. We
have thus derived a weak formulation and have seen that it produces solutions in the
expected form. Note that the weak formulation (2.6) depends on the choice of \chi ,
\Omega \infty , and \widetilde \Omega . We now want to show that the electric potential defined by the local
subtraction approach is nevertheless independent of this choice.

Lemma 2.4. Let \Omega \infty 
1 , \widetilde \Omega 1, \chi 1 and \Omega \infty 

2 , \widetilde \Omega 2, \chi 2 be two choices of patch, transition
region, and cutoff function. Let uc

1 and uc
2 be solutions to the corresponding weak

formulations. We then have

uc
1 + \chi 1 \cdot u\infty +\BbbR \cdot 1 = uc

2 + \chi 2 \cdot u\infty +\BbbR \cdot 1.

The potentials defined by the local subtraction approach thus do not depend on the
choice of the patch, transition region, and cutoff function.

Proof. It obviously suffices to show that any local subtraction approach produces
the same solution family as the ordinary subtraction approach. We can thus without
loss of generality assume \Omega \infty 

2 =\Omega , \widetilde \Omega 2 = \emptyset , and \chi 2 = 1.
Now note that

uc
1  - uc

2 + (\chi 1  - 1) \cdot u\infty \in H1(\Omega ),

since \chi 1  - 1 vanishes on an environment of x0. Then we have for v \in H1(\Omega )

a(uc
1  - uc

2 + (\chi 1  - 1) \cdot u\infty , v)(2.8)

= a(uc
1, v) - a(uc

2, v) +

\int 
\Omega 

\langle \sigma \nabla (\chi 1  - 1)u\infty ,\nabla v\rangle dV.

Since uc
1 and uc

2 are solutions to their respective weak problems, we get

a(uc
1, v) - a(uc

2, v)

= - 
\int 
\widetilde \Omega 1

\langle \sigma \nabla \chi 1 \cdot u\infty ,\nabla v\rangle dV  - 
\int 
\partial \Omega \infty 

1

\langle \sigma \infty \nabla u\infty , \eta \rangle v dS  - 
\int 
\Omega \infty 

1

\langle \sigma c\nabla u\infty ,\nabla v\rangle dV

+

\int 
\Omega 

\langle \sigma c\nabla u\infty ,\nabla v\rangle dV +

\int 
\partial \Omega 

\langle \sigma \infty \nabla u\infty , \eta \rangle v dS

2In short: Poincar\'e's inequality implies that a is coercive on H1
\ast (\Omega ) = \{ u\in H1(\Omega )| 

\int 
\Omega udV = 0\} .

Then, by the Lax--Milgram theorem, there exists a unique solution of (2.6) in H1
\ast (\Omega ). Since l(1) = 0,

this shows the existence of a solution in H1(\Omega ), which is unique up to a constant. For details we
refer the reader to [53]. An alternative argument, using a relaxed assumption on the conductivity \sigma ,
can be found in [47].
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B168 H\"OLTERSHINKEN ET AL.

=

\Biggl( \int 
\partial \Omega 

\langle \sigma \infty \nabla u\infty , \eta \rangle v dS  - 
\int 
\partial \Omega \infty 

1

\langle \sigma \infty \nabla u\infty , \eta \rangle v dS
\Biggr) 

+

\int 
\Omega \setminus \Omega \infty 

1

\langle \sigma c\nabla u\infty ,\nabla v\rangle dV  - 
\int 
\widetilde \Omega 1

\langle \sigma \nabla \chi 1 \cdot u\infty ,\nabla v\rangle dV

=

\int 
\Omega \setminus \Omega \infty 

1

\langle \sigma \infty \nabla u\infty ,\nabla v\rangle dV +

\int 
\Omega \setminus \Omega \infty 

1

\langle \sigma c\nabla u\infty ,\nabla v\rangle dV  - 
\int 
\widetilde \Omega 1

\langle \sigma \nabla \chi 1 \cdot u\infty ,\nabla v\rangle dV

=

\int 
\Omega \setminus \Omega \infty 

1

\langle \sigma \nabla (1 - \chi 1)u
\infty ) ,\nabla v\rangle dV.

Inserting this into (2.8) and noting that \chi 1  - 1 = 0 on \Omega \infty 
1 , we see that

a(uc
1  - uc

2 + (\chi 1  - 1) \cdot u\infty , v) = 0.

This implies that (uc
1 +\chi 1 \cdot u\infty ) - (uc

2 + u\infty ) = c for some constant c\in \BbbR , completing
the proof.

2.4. FEM discretization. To use (2.6) in a computational algorithm, we need
a way to construct \chi ,\Omega \infty , and \widetilde \Omega . We want to propose a strategy for this. Since
we want to use a FEM approach, we can assume that a mesh of the head domain
is given. We then construct \Omega \infty and \widetilde \Omega using so-called vertex extensions. If we are
given a certain subset \scrT of mesh elements, we define the vertex extension \scrT \prime of T to
be the set of all mesh elements that share at least one vertex with an element from
\scrT . Note that \scrT \subseteq \scrT \prime . Now let x0 \in \Omega be a given source position. We then take
the mesh element containing x0 and perform a certain number of vertex extensions.
We take the result of this as the patch \Omega \infty . We then perform an additional vertex
extension on the patch and define \widetilde \Omega to be the union over all elements contained in
the vertex extension of the patch that are not contained in the patch itself. We then
choose \chi as a linear combination of FEM basis functions which takes the value 1 on
every patch vertex and 0 on the remaining vertices. Note that in the common cases of
piecewise linear basis functions on tetrahedra and piecewise multilinear basis functions
on hexahedra, this already uniquely determines \chi . The result of this construction is
illustrated in Figure 2.1. Note that in this figure two vertex extensions were used to
construct the patch \Omega \infty . This construction leaves the question of how many vertex
extensions should be used to construct the patch. From a computational perspective,
it is beneficial to perform as few vertex extensions as possible since larger patches lead
to a more costly integration during the FEM right-hand side assembly. Furthermore,
for larger patches the accuracy of the approximation becomes more dependent on the
underlying mesh, since, e.g., at conductivity jumps uc = u  - \chi \cdot u\infty might exhibit
an intricate structure, requiring a high resolution to properly resolve. On the other
hand, choosing small patches might also lead to suboptimal approximations, since in
this case \chi \cdot u\infty is only nonzero in a small vicinity of the source, which forces the
singular behavior of the potential near the dipole onto the correction potential uc.
Hence it becomes more difficult to approximate uc by finite element trial functions,
thus degrading the performance of the approach. In subsection 5.1, we will investigate
how we can optimally balance these effects.

Finally, we want to elaborate on the computation of the FEM right-hand side.
Let K be a mesh element and F a face of a mesh element. When the right-hand side
assembly is performed elementwise, as is typical in the FEM, and \varphi is a FEM test
function, we need to compute integrals of the form
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THE LOCAL SUBTRACTION APPROACH B169

IT =

\int 
K

\langle \sigma \nabla (\chi \cdot u\infty ) ,\nabla \varphi \rangle dV,(2.9)

IS =

\int 
F

\langle \sigma \infty \nabla u\infty , \eta \rangle \varphi dS,(2.10)

IP =

\int 
K

\langle \sigma c\nabla u\infty ,\nabla \varphi \rangle dV.(2.11)

We call IT a transition integral, IS a surface integral, and IP a patch integral.
In the case of isotropic \sigma \infty and piecewise affine test functions on tetrahedral

meshes, analytical expressions for the patch and surface integrals were derived in [8],
yielding the analytical subtraction approach. We slightly adapted the corresponding
formulas to arrive at a more stable implementation. Furthermore, building on top of
[52, 22], we extended the derivation given in [8] to compute an analytical expression
for the transition integral, enabling a completely analytic computation of the local
subtraction EEG right-hand side. We refer the reader to the supplementary material
section SM1 for an in-depth derivation of these formulas.

If the mesh is not tetrahedral, or the conductivity in the neighborhood of the
source is not isotropic, or the trial functions are not affine, we resort to numerical
integration using the quadrature rules implemented in the DUNE framework [7, 6],
on which the DUNEuro implementation is built [42]. A discussion on how to choose
suitable integration orders can be found in the supplementary material section SM2.

3. The MEG forward problem.

3.1. Definition of the problem. In magnetoencephalography, one measures
magnetic fluxes through magnetometers. To simulate magnetic fluxes, values of the
form \int 

F

\langle B,\eta \rangle dS(3.1)

need to be approximated, where B is the magnetic field, F is some surface enclosed
by a pickup coil, and \eta is the normal to this surface (see, e.g., [23, 10]). In FEM
approaches, this is typically done using some quadrature rule on the integral (3.1),
and then using the Biot--Savart law to compute the magnetic field B at the quadrature
points [38]. This law states that, for the electric current j in the volume conductor
\Omega , the magnetic field at some point x outside \Omega is given by

B(x) =
\mu 0

4\pi 

\int 
\Omega 

j(y)\times x - y

\| x - y\| 3 dV (y),(3.2)

where \mu 0 is the magnetic permeability of the vacuum [23, 10]. In bioelectromagnetism,
the current is typically split into the so-called primary current jP generated by the
neural activity, and the passive volume currents generated by the electric field and
hence given by  - \sigma \nabla u, where u is the electric potential [23, 10]. Since the magnetic
field depends linearly on the primary current, we can again concentrate on the case
of a point dipole jP = M \cdot \delta x0

. Inserting the splitting j = jP  - \sigma \nabla u into (3.2),
we get a splitting B = BP + BS into the so-called primary magnetic field BP and
secondary magnetic field BS. Here, the primary field can be efficiently computed
using analytical expressions and hence poses no problem. The difficult part of the
MEG forward problem is thus to compute the integral\int 

\Omega 

\sigma (y)\nabla u(y)\times x - y

\| x - y\| 3 dV (y).(3.3)
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B170 H\"OLTERSHINKEN ET AL.

3.2. The boundary subtraction approach. To compute the integral in (3.3),
we need the gradient of the electric potential u, which we can, e.g., approximate using
a FEM approach. With an increasing distance to the source, the magnitude of the
volume current decreases. Hence the behavior of \sigma \nabla u close to the source position
has a comparatively high contribution in the integral (3.3), and it is of interest to
ensure that the FEM approximation is accurate in the vicinity of the dipole. The
local behavior of the numerical solution depends on how the FEM right-hand side
was derived from the dipole, which means it depends on the potential approach.
Since the current state-of-the-art direct approaches, such as the multipolar Venant
approach [51], are based on substituting the dipole with a more easily manageable
object, their local behavior around the source position by construction deviates from
that of a true dipole. Subtraction methods in contrast incorporate the mathematical
point dipole into the problem formulation and can thus be expected to produce highly
accurate approximations of the true current density in the proximity of the dipole.
This is illustrated in Figure 3.1, where we see that the current computed using the
local subtraction approach has the expected dipolar pattern even in the close vicinity
of the source position. Hence, when employing a dipolar source model for the neural
activity, subtraction approaches are a natural choice for computing currents and their
resulting magnetic fields.

This again introduces a singularity into the problem, as subtraction approaches
produce approximations of the form uh = uc

h + \chi \cdot u\infty , where uc
h is the result of the

finite element discretization. Hence we need to compute\int 
\Omega 

\sigma (y)\nabla (uc
h + \chi u\infty ) (y)\times x - y

\| x - y\| 3 dV (y).(3.4)

Since uc
h is a linear combination of FEM basis functions, it poses no problem for

the integration, which can be performed efficiently using a transfer matrix approach
[16, 19, 53]. The function \nabla (\chi \cdot u\infty ) on the other hand contains a singularity at
the source position, so that numerical integration is undesirable. One way to deal
with this is projecting either \chi \cdot u\infty or its gradient into a space of easily integrable

Fig. 3.1. Visualization of the volume currents as computed by the local subtraction approach.
The colors of the lines indicate the magnitude of the current and the colors in the background
show the conductivity of the volume conductor. The numerical simulation was performed in the
multilayer sphere model mesh init shown in Figure 4.1(a), for a radial dipole with a 1 mm distance
to the conductivity jump. Details on this mesh can be found in subsection 4.2. The current was
visualized by generating 5,000 points in a sphere of radius 2.5 mm around the dipole position and
applying a Runge--Kutta method, using the streamtrace filter implemented in the ParaView software
[1]. (Color available online.)
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THE LOCAL SUBTRACTION APPROACH B171

functions, similar to what is done in [53] or [9]. Since especially in the vicinity of the
singularity the function u\infty is quite different from its projection, this can introduce a
significant error, as was observed in [16, 9] in the EEG context. Under the assumption
of isotropic \sigma \infty we can instead eliminate the singularity from (3.4) altogether. For a
set A, let 1A denote its indicator function, which is 1 on A and 0 everywhere else.
Then, if \Omega \infty and \widetilde \Omega are the patch and transition region, by construction, we have the
decomposition

\sigma \nabla (\chi u\infty ) = \sigma \nabla (\chi u\infty ) \cdot 1\widetilde \Omega + \sigma c\nabla u\infty \cdot 1\Omega \infty + \sigma \infty \nabla u\infty \cdot 1\Omega \infty .

Note that \sigma \nabla (\chi u\infty ) \cdot 1\widetilde \Omega and \sigma c\nabla u\infty \cdot 1\Omega \infty do not contain a singularity, since 1\widetilde \Omega and
\sigma c vanish on an environment of the singularity. Thus the singularity of the integrand
in (3.4) can be split off into \sigma \infty \nabla u\infty \cdot 1\Omega \infty . But this expression can be handled by
mimicking the derivation of the classical Geselowitz formula from [20]. This idea was
introduced by [33], where it is used for MEG forward simulations in the context of
the full subtraction approach [16]. More concretely, we have the following.

Lemma 3.1. Let \eta be the unit outer normal of \Omega \infty . We then have\int 
\Omega \infty 

\sigma \infty \nabla u\infty (y)\times x - y

\| x - y\| 3 dV (y) =

\int 
\partial \Omega \infty 

\sigma \infty u\infty (y) \cdot \eta (y)\times x - y

\| x - y\| 3 dS(y).

A proof of this lemma can be found in [12], where the authors take special care
to properly handle the singularity at the source position.

In total, we thus arrive at the following approach for computing the secondary
magnetic field:

 - 4\pi 

\mu 0
BS(x) =

\int 
\Omega 

\sigma (y)\nabla uc(y)\times x - y

\| x - y\| 3 dV (y)

+

\int 
\Omega \infty 

\sigma c(y)\nabla u\infty (y)\times x - y

\| x - y\| 3 dV (y)

+

\int 
\partial \Omega \infty 

\sigma \infty u\infty (y) \cdot \eta (y)\times x - y

\| x - y\| 3 dS(y)

+

\int 
\widetilde \Omega \sigma (y)\nabla (\chi \cdot u\infty ) (y)\times x - y

\| x - y\| 3 dV (y).

(3.5)

Note in particular that the right-hand side of (3.5) contains no singularity. We call
this the boundary subtraction approach for the MEG forward problem since the key
step consists in rewriting the singular volume integral as a boundary integral.

The first summand in (3.5) can be assembled using a standard MEG transfer
matrix approach. Similar to the EEG case, we call the second summand patch flux,
the third surface flux, and the fourth transition flux. These can be assembled in an
elementwise manner using numerical integration, which raises the question of how to
choose suitable integration orders. A corresponding discussion can be found in the
supplementary material section SM2.

4. Methods.

4.1. Implementation. All formulas derived in section 2, section 3, and the
supplementary material (SISC Localized Subtraction Supplementary.pdf [local/web
740KB]) were implemented into the DUNEuro toolbox [42],3 an open-source C++
toolbox for neuroscience applications built upon the DUNE framework [7, 6].

3https://gitlab.dune-project.org/duneuro/duneuro/-/tree/feature/localized-assembler
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Table 4.1
Multilayer sphere parameters.

Compartment Conductivity Radius

Brain 0.33 S/m 0 - 78 mm
CSF 1.79 S/m 78 - 80 mm

Skull 0.01 S/m 80 - 86 mm

Skin 0.43 S/m 86 - 92 mm

4.2. Validation in spherical models. For numerical validation, we used a
four-layer sphere model, where the layers represent the brain, cerebrospinal fluid
(CSF), skull, and skin. The model parameters are described in Table 4.1. In multi-
layer sphere models, one can derive analytical solutions for the EEG [13] and MEG
[39] forward problems. They can thus be used to assess the accuracy of potential
approaches.

To employ a finite element approach, one needs to construct a mesh. It is well
known that the mesh construction itself can already introduce a bias in favor of certain
potential approaches [26, 15]. More concretely, in [26] it was found that meshes
that concentrate their nodes in the proximity of conductivity jumps favor subtraction
approaches, while meshes with evenly distributed nodes favor direct approaches, such
as the multipolar Venant approach [51].

This can be explained by the fact that the subtraction approach does not solve
for the potential itself, but for the difference in the head potential and the potential
in an infinite homogeneous medium. To produce accurate results, the FEM needs a
high resolution in those areas where the function to be approximated shows a compli-
cated behavior. In particular, in the proximity of conductivity jumps we expect the
head potential to deviate from the potential in a homogeneous medium. Hence we
expect their difference to exhibit a quite nontrivial behavior at conductivity jumps,
which needs a high mesh resolution to properly capture. In the brain layer, on the
other hand, we expect the homogeneous potential and the head potential to be quite
similar, and hence, as long as the dipole is not too close to a conductivity jump, a
comparatively low brain resolution is required to achieve good numerical accuracy for
the subtraction approach.

The multipolar Venant approach, on the other hand, relies on good node positions
for the placement of monopolar loads, and can hence utilize meshes that are more
refined inside the brain compartment.

For the local subtraction approach, similar considerations as for the subtraction
approach apply. But in contrast to the subtraction approach, which solves for the
whole difference u  - u\infty , the local subtraction approach solves for u  - \chi \cdot u\infty , which
only differs from u in the proximity of the source. For dipoles with a large distance
to the conductivity jump, all potential approaches generally produce highly accurate
results, and hence the mesh structure is mainly relevant for the sources close to
a conductivity jump. We thus expect the local subtraction approach to produce
accurate results as long as the mesh has a high resolution at the conductivity jumps
close to the source positions.

These considerations show the difficulty in choosing a ``fair"" mesh for comparing
the accuracies of the different potential approaches. We will use three different meshes,
built in such a way as to provide favorable circumstances for the different potential
approaches introduced before (see Figure 4.1). First, a tetrahedral mesh consisting of
787k nodes was constructed using Gmsh [21] (Figure 4.1(a)). This mesh has a high
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THE LOCAL SUBTRACTION APPROACH B173

Fig. 4.1. Circular sections of the spherical meshes used in the numerical tests. (a) shows the
initial mesh with a high concentration of nodes in the CSF and skull compartment. (b) shows
the mesh from (a) after refining the brain compartment. (c) shows the mesh from (a) after refining
the skin compartment. Mesh (a) consists of ca. 800k nodes, mesh (b) consists of ca. 1.8 million
nodes, and mesh (c) consists of ca. 1.3 million nodes.

concentration of nodes in the CSF and skull compartments. We then used the UG
software [5] to generate two more meshes from this initial mesh, one by refining the
brain compartment (benefitting the multipolar Venant approach, Figure 4.1(b)) and
one by refining the skin compartment (benefitting the subtraction approach, Figure
4.1(c)). In the following, we call the mesh in Figure 4.1(a) mesh init, the one in Figure
4.1(b) mesh brain, and the one in Figure 4.1(c) mesh skin.

For the EEG forward problem we used 200 electrode positions on the sphere sur-
face, and for the MEG forward problem we used 256 coil positions at a distance of 110
mm to the sphere center. The electrode positions and the coil positions respectively
were chosen to be approximately uniformly distributed on their corresponding sphere.

We always considered dipoles in the brain compartment. We grouped dipoles
by eccentricity, which we computed as the distance of the dipole from the center of
the sphere divided by the radius of the brain compartment. Based on physiological
reasoning, [34] argues that sources with a distance of 1-2 mm from the CSF compart-
ment are the most relevant for the generation of neural electromagnetic fields. We
will thus particularly focus on eccentricities inside this range. Furthermore, it is well
known that the numerical simulation of potentials and fluxes becomes more difficult
for sources close to a conductivity jump, as is, e.g., noted in [53]. It can now happen,
e.g., due to segmentation inaccuracies, that sources are placed at a distance of below
1 mm to a conductivity jump. To also cover these extreme cases, we test sources
up to an eccentricity of 0.99, corresponding to a distance of about 0.8 mm to the
conductivity jump.

4.3. Subtraction approaches in realistic volume conductor models. In
subsection 4.2, we described that, at tissue interfaces with a big jump in conductivity,
we expect the head potential u of a dipolar source and the corresponding homogeneous
potential u\infty to be quite different. This is especially relevant in realistic models of the
human head, where the complex folding of the cortex leads to a complicated brain-
CSF interface, and the low-conducting skull can heavily distort the current flow in the
head compared to a homogeneous medium. We want to study the influence of these
effects on the correction potential of the analytical subtraction approach, and how it
differs from the correction potential of the local subtraction approach. To this end,
we measured T1 and T2 MRI scans of a healthy adult male subject who gave written
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(a) 3d mesh, head opened
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Compacta Spongiosa WM GM Scalp Blood CSF

Tissue

Fig. 4.2. Visualization of the realistic volume conductor model used in the numerical simula-
tions. (a) shows a 3D view of the volume conductor model, where we removed parts of the skin,
skull, and CSF to visualize the embedding of the brain inside the head. Note that the opening of the
head was done only for the visualization and not for the numerical simulation. (b) shows an axial
slice through the model. On this slice we sampled the conductivity with a resolution of 0.1mm. From
the resulting image, we first extracted boundaries and then dilated them to increase visibility. The
corresponding image processing was performed in Python using the scikit-image library [48]. The
colorbar at the bottom shows how colors are mapped to compartments and applies to (a) and (b).
(Color available online.)

informed consent according to the declaration of Helsinki prior to the measurement,
which was approved by the ethics committee of the University of M\"unster (\#2015-
263-f-S). These scans were then used to construct a realistic volume conductor model;
see Figure 4.2. The model was created using the CHARM pipeline [36], and consists
of ca. 730k nodes and 4.1 million tetrahedral elements.

A typical application of EEG and MEG is the analysis of somatosensory evoked
responses, for example to perform presurgical functional brain mapping [29], or to
calibrate tissue conductivity values [41]. In the literature, the corresponding neural
activity at 20ms post-stimulus (P20) is mainly attributed to the posterior bank of the
central sulcus, with the current flowing roughly tangential to the skull surface [24].
With this application in mind we placed a dipole at the corresponding position in the
volume conductor model shown in Figure 4.2. Following the recommendation in [50],
we ensured that the mesh node closest to the source position belongs exclusively to
gray matter elements. We used a strength of 20nAm for the dipole moment [24].

5. Results and discussion.

5.1. Patch construction. We first want to investigate the number of vertex
extensions one should perform during the construction of the patch for the local
subtraction approach (see subsection 2.4 and Figure 2.1). For the spherical model
described in Table 4.1, we generated 1000 tangential and 1000 radial dipoles at an
eccentricity of 0.99, each approximately uniformly distributed on the corresponding
sphere. For each of the three meshes shown in Figure 4.1, we then performed an in-
creasing number of vertex extensions for each dipole and computed the corresponding
local subtraction EEG FEM solution. We also computed the FEM solutions for the
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Fig. 5.1. Relative error of the local subtraction approach in the EEG case for 1,000 tangential
dipoles at 0.99 eccentricity for different numbers of vertex extensions during patch construction,
computed using mesh init (see Figure 4.1(a)). The rightmost yellow boxplot shows the errors when
employing the analytical subtraction approach from [8]. (Color available online.)

analytical subtraction approach from [8] for comparison. Once the numerical results
were computed, the relative error with respect to the analytical solution at the elec-
trode positions was calculated. The results for the tangential dipoles and mesh init
are shown in Figure 5.1.

We see that when going from 0 extensions, meaning the patch consists only of the
element containing the dipole, to two extensions, the error decreases. It then stays
almost constant up to 5 extensions. The error then significantly increases from 6 to
8 extensions, and then gradually approaches the error of the analytical subtraction
approach. Note that if enough vertex extensions are performed to cover the whole
volume conductor, the error of the local subtraction and the analytical subtraction
approach would be identical. Furthermore, radial dipoles show similar behavior.

The initial decrease can be explained by the singular behavior in the correction
potential, which comes from the need to approximate the dipole potential in the close
proximity of the singularity. Furthermore, for mesh init, 6--8 extensions are the point
where the patches for dipoles at an eccentricity of 0.99 start to grow into the skin
compartment. As seen in Figure 4.1(a), the skin compartment of this mesh has a
comparatively low resolution. This makes an approximation of u  - \chi \cdot u\infty , which
might exhibit quite a complicated behavior at conductivity jumps, difficult. Indeed,
when performing the same experiment for mesh skin, we see that the error for larger
patches significantly decreases, while the error for smaller patches barely changes
(see Figure A.2). In contrast, if one performs this experiment for mesh brain and
compares against Figure 5.1, the error for larger patches barely changes, while the
error for smaller patches decreases (see Figure A.1). The reason for this is that small
patches can exploit the higher resolution in the brain area, while larger patches are
still limited by the low skin resolution.

Additionally, when comparing the FEM solutions from a small patch with those
from a large patch, we see that the relative difference is high in the skin elements close
to the source and adjacent to the skull. This also explains why, after the increase in
the error at 6--9 extensions, the error continuously drops, since with growing patches
we need to approximate u - u\infty , and not the more complicated u - \chi \cdot u\infty , in the skin
elements close to the source and adjacent to the skull.
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B176 H\"OLTERSHINKEN ET AL.

In total, these experiments illustrate that larger patch sizes make the approach
more dependent on the global mesh structure, while small patch sizes mainly depend
on the local mesh structure in the proximity of the source. In particular, this is one of
the main advantages of the local subtraction approach over the analytical subtraction
approach.

Importantly, an increase in vertex extensions is always accompanied by an increase
in computational costs. The results shown in Figure 5.1 suggest using two vertex
extensions for the patch construction to achieve the best speed and accuracy. The
corresponding results for mesh brain in Figure A.1 indicate that this conclusion is
stable with respect to the mesh resolution. Furthermore, the benefit of the first few
vertex extensions stems from removing the singular behavior of the potential around
the dipole position from the FEM simulation. We expect this to also apply to more
general volume conductor models, such as realistic head models. We thus recommend
using two vertex extensions for the patch construction.

5.2. Comparison to other potential approaches. We evaluate the local sub-
traction approach against the most accurate competitors from the class of subtraction
approaches, namely the analytical subtraction approach [8], and from the class of di-
rect approaches, namely the multipolar Venant approach [51]. In the following, we
abbreviate the local subtraction approach as ``loc. sub.,"" the analytical subtraction
approach as ``ana. sub.,"" and the multipolar Venant approach as ``mul. Venant.""

5.2.1. Accuracy comparison. We first want to compare the accuracies of the
different potential approaches. For this, we computed forward solutions for radial and
tangential dipoles at different, logarithmically scaled eccentricities ranging from 0.8803
to 0.9900. At each eccentricity, we used 1000 approximately uniformly distributed
dipoles and computed the relative error with respect to the analytic solutions. For the
EEG forward simulation, we shifted all forward solutions to have zero mean. For the
MEG forward simulation, we computed the whole magnetic field vector. Furthermore,
we only solved the MEG forward problem for tangential dipoles, since radial dipoles
produce no magnetic field outside of a spherically symmetric volume conductor [39].
The results for mesh init (see Figure 4.1(a)) are shown in Figure 5.2 and Figure 5.3.

0.8803 0.936 0.9639 0.9778 0.9848 0.9883 0.99

eccentricity

0.00

0.01
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v
e
er
ro
r

EEG, radial dipoles, mesh init

approach
ana. sub.

mul. Venant

loc. sub.

Fig. 5.2. Accuracy comparison of EEG forward simulations using the analytical subtraction,
multipolar Venant, and local subtraction potential approaches for radial dipoles at different eccen-
tricities using mesh init (see Figure 4.1(a)). The y-axis shows the relative error. The physiologically
relevant sources at 1--2 mm distance from the CSF are highlighted.
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Fig. 5.3. Accuracy comparison of MEG forward simulations using the analytical subtraction,
multipolar Venant, and local subtraction potential approaches for tangential dipoles at different eccen-
tricities using mesh init (see Figure 4.1(a)). The y-axis shows the relative error. The physiologically
relevant sources at 1--2 mm distance from the CSF are highlighted.

We first discuss the EEG case. For radial sources, we see in Figure 5.2 that
in mesh init the local subtraction approach outperforms the analytical subtraction
and multipolar Venant approaches over all investigated eccentricities and produces a
median relative error of below 1\% even for sources at 0.99 eccentricity (meaning a
distance of 0.8 mm to the conductivity jump). Note that we computed the right-hand
sides for the analytical subtraction approach using the analytical formulas from [8];
their larger errors are thus not due to an inaccurate integration but instead result
from a relatively low resolution in the skin compartment, as described in subsection
5.1. The EEG results for tangential dipoles show similar behavior, with the errors
being overall smaller (see Figure B.1).

Performing the same comparison in mesh brain shows that, when compared to
the results in Figure 5.2, refining the brain leads to a large decrease in the errors of
the multipolar Venant approach, a small decrease for the local subtraction approach,
and a barely noticeable decrease for the analytical subtraction approach (see Figure
B.2 and Figure B.3 for the results and Figure 4.1(b) for the mesh). Furthermore, in
this mesh, the local subtraction approach and the multipolar Venant approach show
approximately the same accuracy. Comparing Figure 5.2 against the corresponding
results obtained using mesh skin, we instead see that the errors for the multipolar
Venant approach and the local subtraction approach barely change, while the errors
for the analytical subtraction approach notably decrease (see Figure B.5 and Figure
B.6 for the results and Figure 4.1(c) for the mesh). In particular, in this mesh, the
analytical subtraction approach even surpasses the multipolar Venant approach at
some eccentricities with regard to accuracy but does not reach the accuracy of the
local subtraction approach at any eccentricity.

These results illustrate the limitations of the different potential approaches. Re-
fining the brain compartment enables a more favorable placement of monopolar loads,
which leads to a decrease in errors for the multipolar Venant approach when going
from mesh init to mesh brain. Since the resolution in the brain compartment is the
limiting factor for the placement of monopolar loads, this also explains why the error
for the multipole approach hardly changes when refining the skin compartment. The
analytical subtraction approach, on the other hand, shows the opposite behavior. In
this case, the low resolution of the skull-skin interface in mesh init is the limiting
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B178 H\"OLTERSHINKEN ET AL.

factor, and hence we see a large error decrease after refining the skin, and only a
very minor decrease after refining the brain. Similar to the analytical subtraction
approach, the local subtraction approach depends on a high resolution in the region
where the correction potential shows a complicated behavior. But in contrast to the
analytical subtraction approach, this region is confined to the close proximity of the
source positions, and hence the high CSF resolution in mesh init already suffices to
achieve a good approximation of uc = u - \chi \cdot u\infty . In particular, this explains why the
errors for the local subtraction approach only slightly decrease when refining either
the brain or the skin.

We now discuss the MEG case. Figure 5.3 shows the accuracy comparisons for
mesh init. We see that, in this mesh, both the analytical subtraction and local sub-
traction approach produce highly accurate results and are in particular more accurate
than the multipolar Venant approach in the region of 1-2 mm distance to the conduc-
tivity jump. It is especially noteworthy that the analytical subtraction approach is
able to produce such accurate results, as it produced larger errors in the EEG forward
problem in this mesh. The reason for the EEG errors not having a noticeable influence
on the MEG accuracy is that the errors in the EEG forward problem for the analytical
subtraction approach are mainly located in the skin compartment. But since the skin
compartment is distant from the source, with the low-conducting skull in between,
the volume currents in the skin are low in magnitude and hence their contribution
to the magnetic field is relatively small. In particular, these results demonstrate the
strong influence of the volume currents in the close proximity of the source on the
magnetic field. The accuracy of the analytical subtraction and local subtraction MEG
forward solutions also shows the impact of faithful current modeling, which was al-
ready suggested by Figure 3.1. Furthermore, in contrast to the EEG case, the larger
errors of the analytical subtraction approach for the higher eccentricities are entirely
due to the numerical quadrature. When choosing a sufficiently large integration order
for both approaches, the MEG analytical subtraction approach4 is as accurate as the
local subtraction approach. In Figure 5.3, for the analytical subtraction approach
an integration order of 5 was chosen to achieve a somewhat reasonable computation
time, while the integration orders for the local subtraction approach were chosen as
described in section SM2 of the supplementary material.

When performing the same comparison for mesh skin, we see that the errors
are essentially the same as in Figure 5.3 (see Figure B.7). If we furthermore look
separately at the three potential approaches and compare the errors in mesh init
and mesh brain, we see that for all three investigated approaches the errors were
smaller in mesh brain. Moreover, in mesh brain the different potential approaches are
comparable with regard to accuracy (see Figure B.4).

The results in mesh skin and mesh brain again highlight the dominant role of the
volume currents in the close vicinity of the source. Refining the skin does not enable
a better representation of the volume currents close to the sources while refining the
brain does. This explains why the errors do not change when refining mesh init to
mesh skin, but decrease when refining mesh init to mesh brain. Furthermore, these
results are in line with previous investigations, where it was shown that the MEG
forward problem is most sensitive to conductivity uncertainties in the proximity of
the dipole location [19], and is insensitive to the conductivities of the skull and the
skin [10].

4Note that the analytical subtraction approach analytically computes the EEG right-hand sides.
If one then uses the Biot--Savart law to compute the magnetic field, a numerical integration is still
required.
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THE LOCAL SUBTRACTION APPROACH B179

Finally, we want to discuss the implications of these results on realistic head
models. In mesh brain, the local subtraction approach and the multipolar Venant
approach produce highly accurate results in both EEG and MEG. But when the brain
compartment is less refined, as in mesh init, the multipolar Venant approach produces
comparatively large errors and outliers, while the local subtraction approach leads to
only mildly worse results. Considering realistic meshes, we thus expect both the local
subtraction approach and the multipolar Venant approach to produce accurate results
as long as the resolution of the brain compartment in the environment of the dipole
position is sufficiently high. However, if the mesh does not provide enough brain
compartment nodes in the environment of the dipole position, the multipolar Venant
approach might deteriorate, while we still anticipate the local subtraction approach
to be accurate. This is especially relevant for brain regions with a thin cortex, where
a meshing tool might place only a few brain elements. Hence, we expect the local
subtraction approach to be more robust concerning the mesh creation when compared
to the multipolar Venant approach. For the analytical subtraction approach, we
saw how the global form of the subtraction introduces a greater dependency on the
global mesh structure when compared to the local subtraction approach, in particular
at tissue boundaries. Because in realistic head models the structure of the tissue
boundaries becomes more complicated, we expect this effect to only become more
pronounced there.

5.2.2. Efficiency comparison. Finally, we now want to compare the compu-
tational effort of the different potential approaches. For this we measured the time
it took to solve the EEG and MEG forward problems for 1000 right-hand sides for
sources at an eccentricity of 0.99, assuming the transfer matrix has already been com-
puted. Hence, we are measuring the time it takes to assemble the right-hand sides
and then compute the product of these right-hand sides with the transfer matrix. We
chose an eccentricity of 0.99 since the effort needed for the local subtraction right-hand
side assembly depends on the distance of the source to the conductivity jump. One
needs to assemble the patch, the boundary, and the transition integrals and fluxes as
described in (2.9)--(2.11) and (3.5). The computational effort for the surface and tran-
sition integrals does not depend on the eccentricity, but the effort of computing the
patch integrals increases for sources closer to the conductivity jump. More concretely,
the patch integrals vanish for every element in the same compartment as the source, as
there we have \sigma c = 0. Hence we see a larger number of nonzero patch integrals when
increasing the eccentricity, as a larger portion of the patch grows outside the brain
compartment. Furthermore, for highly eccentric sources the patch elements with a
nonzero integral get close to the source, and hence we need a high integration order on
these elements.5 By measuring the computation time for sources with an eccentricity
of 0.99, which is slightly above the physiologically relevant range, we thus arrive at
a worst-case estimate for the runtime of the local subtraction approach. The exper-
iments were run on an AMD Ryzen Threadripper 3960X CPU. The results for the
different meshes (see Figure 4.1) are shown in Tables 5.1--5.3. We see that the times
needed for the multipole approach and for the EEG local subtraction approach are
essentially independent of the mesh size.6 Furthermore, we see that the computation
time for the MEG local subtraction approach is the smallest for mesh brain. This can

5We refer the reader to section SM2 of the supplementary material for an in-depth discussion of
integration orders.

6Note that the mesh size of course still influences the time needed for the computation of the
transfer matrices.
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Table 5.1
Forward simulation times for 1,000 sources at an eccentricity of 0.99 in mesh init.

Approach Loc. sub. Ana. sub. Mul. Venant

EEG time (s) 0.93 655 0.02
MEG time (s) 13 18925 0.04

Table 5.2
Forward simulation times for 1,000 sources at an eccentricity of 0.99 in mesh brain.

Approach Loc. sub. Ana. sub. Mul. Venant

EEG time (s) 0.96 1396 0.02

MEG time (s) 6.8 43175 0.04

Table 5.3
Forward simulation times for 1,000 sources at an eccentricity of 0.99 in mesh skin.

Approach Loc. sub. Ana. sub. Mul. Venant

EEG time (s) 0.98 1142 0.02
MEG time (s) 12.8 30709 0.04

be explained by the fact that a higher resolution in the brain compartment leads to a
larger portion of patch elements lying in the same compartment as the source, which
eliminates the need for an expensive numerical quadrature on these elements. And
most importantly, we see that in all meshes the local subtraction approach is orders of
magnitude faster than the analytical subtraction approach. Hence the local subtrac-
tion approach achieves its central goal of being a computationally efficient approach
based on subtraction of the singularity. Furthermore, note that the time needed for
the computation of the transfer matrices is considerably larger than the time needed
for the subsequent local subtraction right-hand side assembly. In mesh init, for ex-
ample, the computation of the EEG transfer matrix took ca. 15 minutes, and the
computation of the MEG transfer matrix took ca. 57 minutes, where in both cases
we used a relative defect reduction of 10 - 16 as a stopping criterion. Since for state-
of-the-art direct potential approaches, such as the multipolar Venant approach [51],
the total time needed to solve the forward problems is also dominated by the time
needed to compute the transfer matrices, the local subtraction approach is thus a
viable alternative to direct FEM potential approaches in practical applications.

5.3. Correction potentials at realistic tissue boundaries. In the preceding
subsections, we saw how the resolution of different regions of the FEM mesh influ-
ences the accuracy of subtraction-type approaches. In particular, for the analytical
subtraction approach, we saw that the resolution of the skin-skull interface is critical,
which is in contrast to the local subtraction approach. This behavior arises due to the
low-conducting skull, which heavily distorts the current flow in the head compared
to a homogeneous medium. For the analytical subtraction approach, this imposes a
complicated structure onto the correction potential. The local subtraction approach,
in comparison, directly solves for the head potential in these regions, as they are not
in the immediate environment of a source position.

We want to investigate how these effects manifest in a realistic volume conductor.
We used the model and primary source as described in subsection 4.3. We then solved
the EEG forward problem using the analytical and the local subtraction approach.
Afterwards, we sampled the corresponding solutions with a resolution of 0.1mm on
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Fig. 5.4. Correction potential uc, homogeneous potential u\infty , and head potential u = uc +
u\infty , as computed by the analytical subtraction approach for the head model and primary source as
described in subsection 4.3. The potentials are evaluated by sampling the axial slice from Figure
4.2 with a resolution of 0.1mm. The black lines represent tissue boundaries and are extracted from
Figure 4.2(b).

the axial slice shown in Figure 4.2(b). Figure 5.4 shows the result for the analyti-
cal subtraction approach, and Figure 5.5 shows the result for the local subtraction
approach.

First, note that even though the correction potentials, computed using a FEM
approach, are different, the simulated head potentials are congruent. In particular,
we see how the contours of the head potential align with the skin-skull interface.
Furthermore, comparing the homogeneous potential with the head potential, we see
the insulating effect of the skull on the electric potential.

Regarding the analytical subtraction correction potential in Figure 5.4, we see that
it produces a spotty image with large color gradients. These are especially noticeable
at the posterior wall of the gyrus containing the dipolar source, where the brain-CSF
interface distorts the electric current, and at the skin-skull interface adjacent to the
source, where the gradient of the homogeneous potential is corrected to produce a
current flowing orthogonal to the interface. If we instead look at Figure 5.5, we see
that the local subtraction correction potential produces a largely homogeneous image
that only differs from the head potential in the immediate environment of the source
position.

These considerations demonstrate that the electric potential is highly sensitive to
the conductivity profile of the head. Furthermore, they also illustrate the complex
behavior of the analytical subtraction correction potential even at mesh positions that
are distant to the dipole, which does not occur for the local subtraction approach.

6. Conclusion. We presented a new FEM-based approach for the EEG and
MEG forward problem, based on a local form of the well-known subtraction ap-
proach. We investigated the theory of this new approach and validated and compared
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Fig. 5.5. Correction potential uc, cut off homogeneous potential \chi \cdot u\infty , and head potential
u = uc + \chi \cdot u\infty , as computed by the local subtraction approach for the head model and primary
source as described in subsection 4.3. The potentials are evaluated by sampling the axial slice from
Figure 4.2 with a resolution of 0.1mm. The black lines represent tissue boundaries and are extracted
from Figure 4.2(b).

it against established approaches. In spherical head models, the new approach was
shown to rival, and in some cases even surpass, existing approaches in terms of ac-
curacy while being largely more efficient than the subtraction approach. In spherical
head models as well as in a realistic head model, we showed how the global form of
the classical subtraction approach renders it sensitive to the global mesh structure
and how the local subtraction approach narrows this sensitivity down to the imme-
diate environment of the source. We believe the local subtraction approach to be the
superior way of analytically dealing with the singularity of the mathematical point
dipole and a competitive alternative in practical applications.

Appendix A. Vertex extension comparison. In subsection 5.1, we investi-
gated the influence of the number of vertex extensions on the accuracy of the local
subtraction approach. In particular, we referred to this appendix for the figures
showing the corresponding error curves for mesh brain and mesh skin. The results for
mesh brain can be seen in Figure A.1, and the results for mesh skin can be seen in
Figure A.2.

Appendix B. Accuracy comparison for different potential approaches.
In the main paper, we showed the accuracy comparison of the local subtraction ap-
proach against the multipolar Venant and analytical subtraction approaches in the
EEG case for radial sources and in the MEG case for tangential sources in mesh init.
To keep the presentation focused, we moved the figures showing the remaining com-
parisons into this appendix. The comparison for tangential sources in the EEG case
in mesh init can be found in Figure B.1. Figures B.2, B.3, and B.4 show the results
for mesh brain. Figures B.5, B.6, and B.7 show the results for mesh skin.
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Fig. A.1. Relative error of the local subtraction approach in the EEG case for 1,000 tangential
dipoles at 0.99 eccentricity for different numbers of vertex extensions during patch construction,
computed using mesh brain (see Figure 4.1(b)). The rightmost yellow boxplot shows the errors when
employing the analytical subtraction approach from [8]. (Color available online.)
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Fig. A.2. Relative error of the local subtraction approach in the EEG case for 1,000 tangential
dipoles at 0.99 eccentricity for different numbers of vertex extensions during patch construction,
computed using mesh skin (see Figure 4.1(c)). The rightmost yellow boxplot shows the errors when
employing the analytical subtraction approach from [8]. (Color available online.)
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Fig. B.1. Accuracy comparison of EEG forward simulations using the analytical subtraction,
multipolar Venant, and local subtraction potential approaches for tangential dipoles at different eccen-
tricities using mesh init (see Figure 4.1(a)). The y-axis shows the relative error. The physiologically
relevant sources at 1--2 mm distance from the CSF are highlighted.
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Fig. B.2. Accuracy comparison of EEG forward simulations using the analytical subtraction,
multipolar Venant, and local subtraction potential approaches for radial dipoles at different eccentric-
ities using mesh brain (see Figure 4.1(b)). The y-axis shows the relative error. The physiologically
relevant sources at 1--2 mm distance from the CSF are highlighted.
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Fig. B.3. Accuracy comparison of EEG forward simulations using the analytical subtraction,
multipolar Venant, and local subtraction potential approaches for tangential dipoles at different ec-
centricities using mesh brain (see Figure 4.1(b)). The y-axis shows the relative error. The physio-
logically relevant sources at 1--2 mm distance from the CSF are highlighted.
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approach is available at https://doi.org/10.5281/zenodo.12580792. The data used in
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used to run the experiments is available at https://doi.org/10.5281/zenodo.12575669.
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Fig. B.4. Accuracy comparison of MEG forward simulations using the analytical subtraction,
multipolar Venant, and local subtraction potential approaches for tangential dipoles at different ec-
centricities using mesh brain (see Figure 4.1(b)). The y-axis shows the relative error. The physio-
logically relevant sources at 1--2 mm distance from the CSF are highlighted.
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Fig. B.5. Accuracy comparison of EEG forward simulations using the analytical subtraction,
multipolar Venant, and local subtraction potential approaches for radial dipoles at different eccen-
tricities using mesh skin (see Figure 4.1(c)). The y-axis shows the relative error. The physiologically
relevant sources at 1--2 mm distance from the CSF are highlighted.
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Fig. B.6. Accuracy comparison of EEG forward simulations using the analytical subtraction,
multipolar Venant, and local subtraction potential approaches for tangential dipoles at different eccen-
tricities using mesh skin (see Figure 4.1(c)). The y-axis shows the relative error. The physiologically
relevant sources at 1--2 mm distance from the CSF are highlighted.
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Fig. B.7. Accuracy comparison of MEG forward simulations using the analytical subtraction,
multipolar Venant, and local subtraction potential approaches for tangential dipoles at different eccen-
tricities using mesh skin (see Figure 4.1(c)). The y-axis shows the relative error. The physiologically
relevant sources at 1--2 mm distance from the CSF are highlighted.

paper are available at https://zenodo.org/records/12575669 and in the supplemental
material (SISC Localized Subtraction Supplementary.pdf [local/web 740KB]).
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SUPPLEMENTARY MATERIALS: THE LOCAL SUBTRACTION
APPROACH FOR EEG AND MEG FORWARD MODELING∗

MALTE B. HÖLTERSHINKEN† , PIA LANGE†‡ , TIM ERDBRÜGGER† , YVONNE

BUSCHERMÖHLE†§ , FABRICE WALLOIS¶, ALENA BUYX‖, SAMPSA PURSIAINEN#,

JOHANNES VORWERK††, CHRISTIAN ENGWER‡‡, AND CARSTEN H. WOLTERS†

SM1. Analytical expressions for EEG FEM. In the main paper, we noted
that in the case of affine test functions on tetrahedral meshes with isotropic σ∞ we
compute the FEM right-hand side using analytical expression. We have to assemble
three types of integrals, namely

IP =

∫
K

〈σc∇u∞,∇ϕ〉 dV,(SM1.1)

IS =

∫
F

〈σ∞∇u∞, η〉ϕdS,(SM1.2)

IT =

∫
K

〈σ∇ (χ · u∞) ,∇ϕ〉 dV,(SM1.3)

where K is some tetrahedron and F is some triangle. We call IP a patch integral, IS
a surface integral and IT a transition integral. One can find analytical expressions
for the patch integral and the surface integral in [SM1]. We slightly modified those
expressions and used the techniques described in [SM1, SM2, SM3] to derive an ana-
lytical expression for the transition integral1. To set the stage for these formulas we
first have to introduce some notation. In the following, we always assume a dipolar
source at position x0 with moment M , and we assume x0 6∈ F .
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Let F be some triangle. Let p1, p2, p3 be an arbitrary numbering of the vertices
of F . Then set

s1 =
p3 − p2
‖p3 − p2‖

, γ1 = ‖p3 − p2‖,

s2 =
p1 − p3
‖p1 − p3‖

, γ2 = ‖p1 − p3‖,

s3 =
p2 − p1
‖p2 − p1‖

, γ3 = ‖p2 − p1‖.

Now set u = s3, w = s1×s2
‖s1×s2‖ and v = w × u, and let

mi = si × w

for i ∈ {1, 2, 3}. Then set

u3 =〈u, p3 − p1〉,
v3 =〈v, p3 − p1〉,
u0 =〈u, x0 − p1〉,
v0 =〈v, x0 − p1〉,
w0 =− 〈w, x0 − p1〉.

Then define

t1 =
v0(u3 − γ3) + v3(γ3 − u0)

γ1
,

t2 =
u0v3 − v0u3

γ2
,

t3 =v0.

and

γ−1 =− (γ3 − u0)(γ3 − u3) + v0v3
γ1

γ+1 =
(u3 − u0)(u3 − γ3) + v3(v3 − v0)

γ1

γ−2 =− u3(u3 − u0) + v3(v3 − v0)

γ2

γ+2 =
u0u3 + v0v3

γ2

γ−3 =− u0
γ+3 =γ3 − u0.

We refer to [SM1] for a geometric intuition behind these values (note that there is an
error in the formula for γ−2 in [SM1], compare e.g. against [SM2]). Essentially, we
have constructed a map of the triangle and computed the coordinates of its vertices
and parametrizations of its edges. We then set for 1 ≤ i ≤ 3

Ri =
√
t2i + w2

0

R±i =

√
t2i + w2

0 +
(
γ±i
)2
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fi =

ln
(
R+
i +γ+

i

R−i +γ−i

)
if γ−i ≥ 0

ln
(
R−i −γ

−
i

R+
i −γ

+
i

)
if γ−i < 0

(SM1.4)

βi = arctan

(
tiγ

+
i

R2
i + |w0|R+

i

)
− arctan

(
tiγ
−
i

R2
i + |w0|R−i

)
β =β1 + β2 + β3.

Note in particular that our definition of fi (see (SM1.4)) differs from the one given
in [SM1, SM2, SM3], where no case distinction is made and the first case is always
taken. Carefully looking at the formulas, we see that R−i is the distance of the
source position x0 to the point pi+1 and R+

i is the distance from the point pi+2 (with
p4 := p1, p5 := p2). Furthermore, γ−i is the oriented distance from the projection of
the source position onto the affine line defined by pi+1 and pi+2, where the positive
orientation is given by pi+2 − pi+1, to the point pi+1. Now assume that the source
position lies (approximately) on a line defined by some edge of the triangle and hap-
pens to lie on the ray defined by the edge and the positive direction. In this case, we
have R+

i ≈ −γ
+
i and R−i ≈ −γ

−
i for this edge, and the computation of fi using the

first case becomes unstable or even undefined. Taking a close look at the derivation
of the formulas in [SM1, SM2, SM3], we see that fi arises from the computation of
the integral ∫ γ+

i

γ−i

1√
w2

0 + t2i + t2
dt.

A straightforward computation reveals that for a > 0 we have

d

dx

(
1

2
ln

(√
x2 + a+ x√
x2 + a− x

))
=

1√
x2 + a

,

which can be used for the computation of the aforementioned integral. Expanding

the argument of the logarithm by
√
x2+a+x√
x2+a+x

leads to the first expression for fi given

in (SM1.4), while expanding with
√
x2+a−x√
x2+a−x leads to the second expression. If w0 6= 0

or ti 6= 0, the computation of fi is unproblematic. Otherwise the assumption x0 6∈ F
forces either γ+i , γ

−
i > 0 or γ+i , γ

−
i < 0. In the first case, the first expression for fi

provides a stable way to compute fi, and in the second case, the second expression for
fi provides a stable way to compute fi. The formula for fi given above thus avoids
problems arising from the case where the source position lies on the line defined by
some edge of the triangle.

Now set

a =

− 1
γ3
1
γ3

0

 , b =


u3
γ3
−1
v3
− u3

γ3v3
1
v3

 , ϕ(u0, v0) =

1
0
0

+ u0a+ v0b.

We can now give the analytical formulas for the transition integrals (see (SM1.3)).

Lemma SM1.1. We want to compute the integral∫
K

〈σ∇ (χ · u∞) ,∇ϕ〉 dV,
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where K is some tetrahedron, ϕ is a nodal Lagrange basis function, and χ is affine
on K. Let F1, F2, F3, F4 be the faces of the tetrahedron. Let 1 ≤ j ≤ 4. Let
p1(Fj), p2(Fj), p3(Fj) be some numbering of the vertices of Fj. Then set

c(Fj) =

χ(p1(Fj))
χ(p2(Fj))
χ(p3(Fj))

 .

Furthermore, let M(Fj) = (M0,Mu,Mv) ∈ R3×3, where

M0 = sign(w0)βw −
3∑
i=1

fimi,

Mu =

3∑
i=1

〈u, si〉
(
fitisi − (R+

i −R
−
i )mi

)
− |w0|βu−

(
3∑
i=1

〈u,mi〉fi

)
w0w,

Mv =

3∑
i=1

〈v, si〉
(
fitisi − (R+

i −R
−
i )mi

)
− |w0|βv −

(
3∑
i=1

〈v,mi〉fi

)
w0w,

where it is understood that all values in the above equations depend on the face Fj and
are computed as defined above. Then set

I(Fj) = M(Fj) ·

〈ϕ(u0, v0), c(Fj)〉
〈a, c(Fj)〉
〈b, c(Fj)〉

 .

Now let µK : K̂ → K be the affine map from the reference tetrahedron to K. Let
A ∈ R3×3 be its (constant) Jacobian. Let ϕ̂1, ϕ̂2, ϕ̂3, ϕ̂4 be the shape functions on the
reference element and let G = (∇ϕ̂1,∇ϕ̂2,∇ϕ̂3,∇ϕ̂4) ∈ R3×4 be the matrix containing
their (constant) Jacobians. Denote by η(Fj) the (constant) unit outer normal of the
face Fj.

Then we have
∫
K
〈σ∇ (χ · u∞) ,∇ϕ1〉 dV∫

K
〈σ∇ (χ · u∞) ,∇ϕ2〉 dV∫

K
〈σ∇ (χ · u∞) ,∇ϕ3〉 dV∫

K
〈σ∇ (χ · u∞) ,∇ϕ4〉 dV

 =

(
σA−TG

)T
4πσ∞

4∑
j=1

〈I(Fj),M〉η(Fj).

Proof. We have
∫
K
〈σ∇ (χ · u∞) ,∇ϕ1〉 dV∫

K
〈σ∇ (χ · u∞) ,∇ϕ2〉 dV∫

K
〈σ∇ (χ · u∞) ,∇ϕ3〉 dV∫

K
〈σ∇ (χ · u∞) ,∇ϕ4〉 dV

 =


∇ϕT1
∇ϕT2
∇ϕT3
∇ϕT4

 · σ · ∫
K

∇ (χ · u∞) dV

=

(
σA−TG

)T
4πσ∞

∫
K

∇
(
χ · 〈M,x− x0〉
‖x− x0‖3

)
dV,
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where in the last line we have used the chain rule, the symmetry of σ, and the definition
of u∞. Now the divergence theorem yields∫

K

∇
(
χ · 〈M,x− x0〉
‖x− x0‖3

)
dV =

4∑
j=1

∫
Fj

χ · 〈M,x− x0〉
‖x− x0‖3

· η(Fj) dS

=

4∑
j=1

η(Fj)〈M,

∫
Fj

χ · x− x0
‖x− x0‖3

dS〉.

We thus need to compute integrals of the form∫
F

χ · x− x0
‖x− x0‖3

dS.

for a triangle F . Let p1, p2, p3 denote the vertices of this triangle and let ψi be the
unique affine function that is 1 on pi and zero on the remaining vertices. Since by
construction χ is affine on the face F , we have

χ =

3∑
i=1

χ(pi) · ψi = 〈

ψ1

ψ2

ψ3

 , c(F )〉.

Now set O = (u, v, w) and define

Φ : R2 → R3; (z1, z2) 7→ p1 +O ·

z1z2
0

 .

Let F̂ ′ := conv{(0, 0), (γ3, 0), (u3, v3)}. The values defined above were chosen in such
a way that Φ|F̂ ′ defines a map of the triangle F . To make the following computation
easier we follow [SM1] and introduce an additional translation

τρ : R2 → R3; z 7→ z + ρ,

where ρ = (u0, v0) are the coordinates of the projection of the source position x0 onto

the plane defined by the triangle. We now set F̂ = τ−1ρ (F̂ ′) and set Φρ = Φ◦τρ. Then
Φρ|F̂ defines a map of F . Note that the gramian of this map is 1, and hence we can
compute ∫

F

χ · x− x0
‖x− x0‖3

dS. =

∫
F̂

χ(Φρ(z))
Φρ(z)− x0
‖Φρ(z)− x0‖3

dz.

One can easily check thatψ1

ψ2

ψ3

 (Φ(z1, z2)) = (e1, a, b) ·

 1
z1
z2

 ,

where e1 = (1, 0, 0) is the first unit vector, see e.g. [SM1], and henceψ1

ψ2

ψ3

 (Φρ(z1, z2)) = ϕ(u0, v0) + z1a+ z2b,
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where ϕ(u0, v0) is the value defined just before the statement of the lemma. Putting
this together, we get∫

F

χ · x− x0
‖x− x0‖3

dS =

∫
F̂

χ(Φρ(z))
Φρ(z)− x0
‖Φρ(z)− x0‖3

dz

=

∫
F̂

Φρ(z)− x0
‖Φρ(z)− x0‖3

dz · 〈ϕ(u0, v0), c(F )〉

+

∫
F̂

z1
Φρ(z)− x0
‖Φρ(z)− x0‖3

dz · 〈a, c(F )〉

+

∫
F̂

z2
Φρ(z)− x0
‖Φρ(z)− x0‖3

dz · 〈b, c(F )〉.

Hence we need to compute the values

M0 =

∫
F̂

Φρ(z)− x0
‖Φρ(z)− x0‖3

dz

Mu =

∫
F̂

z1
Φρ(z)− x0
‖Φρ(z)− x0‖3

dz

Mv =

∫
F̂

z2
Φρ(z)− x0
‖Φρ(z)− x0‖3

dz.

The value of M0 reported in the statement of the lemma is then a direct consequence
of combining (25), (26), and (30) from [SM2] (note that we followed the convention of
[SM1], meaning our definition of w0 and the definition of [SM2] differ by a factor of
−1). Similarly, the values of Mu and Mv can be computed by combining (25), (27),
(31), and (32) from [SM2]. This completes the derivation.

SM2. Choosing integration orders. In the main paper it was described that
if we want to solve the EEG forward problem and are given a tetrahedral mesh, piece-
wise affine test functions, and isotropic conductivity in the element containing the
source position, we can assemble the local subtraction FEM right-hand side analyti-
cally. If these conditions for the EEG forward problem are not met, e.g. if we use a
hexahedral mesh, or if we want to solve the MEG forward problem, we resort to nu-
merical integration. This of course raises the question of choosing suitable integration
orders, which we want to discuss in this section.

Let K be a mesh element and let F be a face of a mesh element. In the EEG
case, we are concerned with the integrals

IP =

∫
K

〈σc∇u∞,∇ϕ〉 dV,(SM2.1)

IS =

∫
F

〈σ∞∇u∞, η〉ϕdS,(SM2.2)

IT =

∫
K

〈σ∇ (χ · u∞) ,∇ϕ〉 dV,(SM2.3)

where ϕ is a test function. We call IP a patch integral, IS a surface integral and IT a
transition integral. In the MEG case, we are concerned with the integrals
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FP =

∫
K

σc(y)∇u∞(y)× x− y
‖x− y‖3

dV (y),(SM2.4)

FS =

∫
F

σ∞u∞(y) · η(y)× x− y
‖x− y‖3

dS(y),(SM2.5)

FT =

∫
K

σ(y)∇ (χ · u∞) (y)× x− y
‖x− y‖3

dV (y), ,(SM2.6)

where we call FP a patch flux, FS a surface flux and FT a transition flux.
In [SM1], the author investigated the error introduced by numerical quadrature for

the patch integrals and surface integrals. In particular, the author shows experimen-
tally that the central quantity for assessing the accuracy of the numerical quadrature
is the ratio d/a, where d is the distance of the source position to the element under
consideration and a is the edge length of this element. Here, smaller ratios demand
higher integration orders to achieve the same accuracy.

This observation is indeed a mathematical necessity. When performing numerical
quadrature, one typically chooses a map of the element K (resp. the face F ) to pull
back the integral to the reference element, and then performs the numerical integration
on the reference element. A straightforward computation now shows that when scaling
the source position and the element K (resp. the face F ) with a scalar λ 6= 0, the
integrands (SM2.1)-(SM2.3), when pulled back to the reference element, are scaled
by a factor of 1/λ, at least for affine and multilinear test functions. This implies that
the analytic and numeric integrals are also scaled by a factor of 1/λ. This in turn
implies that the relative error introduced by numerical integration is scale-invariant.
If the coil position is also scaled, another straightforward computation shows that
the integrands (SM2.4)-(SM2.6) on the reference element are scaled by a factor of
1/λ2, again implying scale-invariance of the relative error introduced by numerical
integration.

This observation enables us to specify rules for choosing integration orders inde-
pendently of a concrete mesh since the scale-invariance of the relative error enables
us to investigate the accuracy of different integration orders at a reference scale.

Our tests showed that, when compared to the dipole distance or the maximum
edge length, the element shape and the dipole orientation only had a minor influence
on the relative integration error. Among the elements of fixed maximum edge length,
the equilateral ones tended to produce the largest errors, which we suppose is a
consequence of them having the lowest density of quadrature points2. We will thus
derive quadrature rules by investigating the relative error introduced by numerical
integration for a single equilateral element of side length a = 1 for different dipoles at
distance d = d/a.

More concretely, we used equilateral tetrahedral and hexahedral elements and
computed the relative error introduced by numerical integration for different integra-
tion orders and different values of d

a . In particular, we used the tetrahedron with
vertices

2The underlying heuristic here is that a higher density of quadrature points should enable a
more accurate numerical integration. The density of quadrature points is given by the number
of quadrature points divided by the element volume. When performing numerical integration by
pulling back to a reference element, the number of quadrature points for a given integration order
is independent of the element shape, and hence the quadrature point density for a given integration
order only depends on the reciprocal of the element volume.
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p1 =
(

0, − 1
2 , −

√
3
6

)
,

p2 =
(

0, 1
2 , −

√
3
6

)
,

p3 =
(

0, 0, −
√
3
3

)
,

p4 =
(
−
√
6
3 , 0, 0

)
,

and for the surface integrals the triangle with vertices p1, p2, p3.
Furthermore, we took the cube with vertices

q1 =
(
−1, −0.5,−0.5

)
q2 =

(
0, −0.5, −0.5

)
q3 =

(
−1, 0.5, −0.5

)
q4 =

(
0, 0.5, −0.5

)
q5 =

(
−1, −0.5, 0.5

)
q6 =

(
0, −0.5, 0.5

)
q7 =

(
−1, 0.5, 0.5

)
q8 =

(
0, 0.5, 0.5

)
and for the surface integrals the square possessing the vertices q2, q4, q6, q8. We used
the source position

x0 = d ·
(
1, 0.1, 0.1

)
.

Note that we did not choose (1, 0, 0), since for this position some integration orders
perform unusually well due to what we suppose are symmetry reasons. Furthermore,
we used the point (

20, 0, 0
)

as a coil position for the computation of the magnetic field. Our experiments suggest
that, as long as the distance of the source to the element is significantly smaller than
the distance of the coil to the element, the concrete coil position only has a minor
influence on the error. Furthermore, with increasing distance of the coil to the element,
the error tended to decrease. Considering the setup of modern MEG machines, it
thus seems justified to use a single coil at a distance of 2cm from the element in our
experiments. Relative errors were computed by comparing against pseudo-analytic
integrals obtained by using an integration order of 50. For the transition integrals
and fluxes, we defined χ to be the affine resp. the multilinear function which is 1 on
all vertices belonging to the face closest to the dipole and 0 on the remaining vertices.
The code used for the computations in this section was implemented as a DUNE
module3.

Since we perform two vertex extensions, we can expect the distance-edge length
ratios for the transition and surface integrals to be distributed around 2. To check our
intuition, we took mesh init from the main paper and 1000 dipoles at 0.99 eccentricity.
For each of these dipoles, we built the corresponding patch and computed for every
element in the transition region the ratio d/a. The result is shown in Figure SM2.1.
We computed a as the longest edge length and d as the minimum value of the distances
of the source position to the corners and the centers of the faces of the tetrahedron.

3https://github.com/MalteHoel/local integration test

https://github.com/MalteHoel/local_integration_test
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Fig. SM2.1. Histogram visualizing the relative frequency of distance-edge length ratios during
the computation of surface and transition integrals ( (SM2.5) and (SM2.6)) in a tetrahedral mesh.
To generate this image, 1000 dipoles at an eccentricity of 0.99 were considered.

0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0

d/a

10−8

10−6

10−4

10−2

100

10−3

re
la

ti
v
e

er
ro

r

MEG surface flux for tet. elem.

Intorder 2

Intorder 3

Intorder 4

Intorder 5

Intorder 6

Fig. SM2.2. Relative error introduced by numerical integration for the MEG surface flux
(SM2.5) for a tetrahedral element for different integration orders. On the x-axis we have the
distance-edge length ratio and on the y-axis we have the relative error.

We see that the distribution peaks around 2, and only a very small fraction of
element-source pairs have a ratio less than 1, as we expected. Hence if we choose an
integration order that is accurate for a ratio of 1 (and slightly below 1), we can expect
the relative error for the surface and transition integrals to be small.

We first want to derive integration orders for the MEG fluxes (SM2.4)-(SM2.6) in
the case of a tetrahedral mesh. In Figure SM2.2 and Figure SM2.3 we see the relative
errors for different integration orders for the surface (SM2.5) and transition fluxes
(SM2.6). Based on this, we suggest using an integration order of 6 for the surface
integrals and an integration order of 5 for the transition integrals.

For the patch fluxes, we cannot expect d/a to be nicely bounded below. Instead,
we suggest choosing an individual integration order for each element-source combina-
tion. More concretely, once d/a has been computed, one can use the results shown
in Figure SM2.4 to choose an appropriate integration order. This leads to the rule
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Fig. SM2.3. Relative error introduced by numerical integration of the MEG transition flux
(SM2.6) for a tetrahedral element for different integration orders. On the x-axis we have the
distance-edge length ratio and on the y-axis we have the relative error.
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Fig. SM2.4. Relative error introduced by numerical integration of the MEG patch flux (SM2.4)
for a tetrahedral element for different integration orders. On the x-axis we have the distance-edge
length ratio and on the y-axis we have the relative error.

Table SM2.1
Tetrahedral MEG patch flux integration order.

distance
edge length

(
d
a

)
d
a
≥ 0.5 d

a
≥ 0.4 d

a
≥ 0.33 d

a
≥ 0.25 d

a
≥ 0.17

Intorder 8 9 11 13 20

described in table SM2.1. This rule gives accurate integration orders as long as d
a ≥

1
6 ,

which should suffice for all meshes and sources used in practical applications.
We now consider the hexahedral case. In this case, we need to specify integration

orders for the EEG and the MEG case. We again perform two vertex extensions to
construct the patch. Note that we can expect a larger lower bound for the d/a-ratio
for the surface and transition integrals since hexahedral meshes are typically generated
from voxel-based segmentation followed by a potential geometry adaption. To check
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Fig. SM2.5. Histogram visualizing the relative frequency of distance-edge length ratios during
the computation of surface and transition integrals ( (SM2.5) and (SM2.6)) in a geometry-adapted
hexahedral mesh. To generate this image, 1000 dipoles at an eccentricity of 0.99 were considered.
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Fig. SM2.6. Relative error introduced by numerical integration of the EEG surface integral
(SM2.2) for a hexahedral element for different integration orders. On the x-axis we have the distance-
edge length ratio and on the y-axis we have the relative error.
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Fig. SM2.7. Relative error introduced by numerical integration of the EEG transition integral
(SM2.3) for a hexahedral element for different integration orders. On the x-axis we have the distance-
edge length ratio and on the y-axis we have the relative error.
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Fig. SM2.8. Relative error introduced by numerical integration of the EEG patch integral
(SM2.1) for a hexahedral element for different integration orders. On the x-axis we have the distance-
edge length ratio and on the y-axis we have the relative error.
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Fig. SM2.9. Relative error introduced by numerical integration of the MEG surface flux
(SM2.5) for a hexahedral element for different integration orders. On the x-axis we have the distance-
edge length ratio and on the y-axis we have the relative error.

this assumption, we constructed a geometry-adapted 1 mm hexahedral mesh with a
node shift factor of 0.33, as described in [SM4]. Similar to the tetrahedral case, we then
took 1000 dipoles at an eccentricity of 0.99 and constructed the corresponding patches
and transition regions. For each dipole and each element inside the corresponding
transition region, we then computed the ratio d/a, using the same approach as in the
tetrahedral case. The result is shown in Figure SM2.5. We see that the distribution
peaks at 2.5, and that the vast majority of elements have a ratio above 1.5. Moreover,
not a single element had a ratio below 1. If we thus choose integration orders which are
accurate up to a ratio of 1, we can expect the numerical integration to only produce
a small relative error for the surface and transition integrals (SM2.2), (SM2.3) and
fluxes (SM2.5), (SM2.6).

Furthermore, it was discussed in the main paper that physiologically relevant
sources have a distance of at least 1 mm to the conductivity jump. Under the as-
sumption that hexahedral meshes used in practice have an edge length of at most
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Fig. SM2.10. Relative error introduced by numerical integration of the MEG transition flux
(SM2.6) for a hexahedral element for different integration orders. On the x-axis we have the distance-
edge length ratio and on the y-axis we have the relative error.
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Fig. SM2.11. Relative error introduced by numerical integration of the MEG patch flux (SM2.4)
for a hexahedral element for different integration orders. On the x-axis we have the distance-edge
length ratio and on the y-axis we have the relative error.

2 mm, an integration order that is accurate up to a ratio of 0.5 thus suffices for an
accurate computation of the patch integral (SM2.1) and patch flux (SM2.4).4

Similar to the tetrahedral case, we computed the relative error introduced by
numerical integration on a single hexahedral element for different d/a-values. Fig-
ure SM2.6, Figure SM2.7, and Figure SM2.8 show the corresponding results for the
EEG case, while Figure SM2.9, Figure SM2.10, and Figure SM2.11 show the results
for the MEG case.

Based on the discussion in the previous paragraphs and the results in these figures,
we thus suggest choosing an integration order according to Table SM2.2. Note that
we can be conservative when choosing orders since when using the local subtraction
approach the computation times are small enough to not be a serious concern anymore.

4Note however that we strongly recommend using a 1 mm mesh over a 2 mm mesh.
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Table SM2.2
Hexahedral integration orders.

Surface Transition Patch
EEG 6 6 8
MEG 6 6 8
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