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Practice of domain knowledge in trustworthy deep learning for
CT-free PET imaging

Song Xue', Rui Guo?, Hasan Sari®, Axel Rominger1, Biao Li?, Kuangyu Shi’

1University of Bern, Bern, Switzerland
2Shanghai Jiao Tong University School of Medicine, Shanghai, China
8Advanced Clinical Imaging Technology Siemens Healthcare AG, Lausanne, Switzerland

Introduction

Artificial intelligence (AI) -based methods have been proposed to substitute CT-based PET attenuation correction to
achieve CT-free PET imaging. A critical bottleneck for these Al-based methods is their limited capability in the applica-
tion in heterogenous domain of PET imaging, i.e. a variety of scanners and tracers.

Methods

This study employs a simple way to integrate domain knowledge in deep learning for CT-free PET imaging. In contrast
to conventional direct deep learning methods, we decomposed the complex end-to-end generation into two components,
anatomy-independent textures (relating to tracers and diseases) and anatomy-dependent correction. Compared to direct
approaches, estimation of only low-frequency anatomy-dependent correction using 3D deep neural network can be more
efficient and robust, which is verified in tests of external imaging tracers on different scanners. Whole body PET images
of 829 patients using '8F-FDG, 'F-PSMA, %Ga-DOTA-TOC, **Ga-DOTA-TATE, %Ga-FAPI, acquired using clinical
PET scanners, including Biograph Vision (Siemens Healthineers), United Imaging uMI 780 (United Imaging), Discovery
MI (General Electric Healthcare) in Shanghai and Bern, were included for the development and testing of the proposed
method.

Results

Although the method was developed using one tracer (‘3 F-FDG) and one scanner, it achieved average whole-body normal-
ized root mean squared error (NRMSE) and peak signal-to-noise ratio (PSNR) of 0.3%=+0.2% and 51.5+6.4 respectively
for different scanners, and 0.6%=0.4% and 47.5+7.4 for different tracers, which have significantly improved over con-
ventional deep learning methods.

Conclusion

The proposed decomposition-based method provides a simple approach to incorporate domain knowledge in deep learn-
ing, which can significantly improve the performance and robustness of CT-free PET correction. The trustworthy Al
development may enhance the potential of clinical translation.



Generative-Adversarial-Network-Based Data Augmentation for
the Classification of Craniosynostosis

Christian Kaiser!, Matthias Schaufelbergeﬂ, Reinald Peter Kiihle?, Andreas Wachter', Frederic Weichel?,
Niclas Hagen3, Friedemann Ringwald3, Urs Eisenmann®, Michael Engelz, Christian Freudlspergerz, Werner
Nahm'

Tinstitute of Biomedical Engineering (IBT), Karlsruhe Institute of Technology (KIT), Karlsruhe, Germany
2Department of Oral and Maxillofacial Surgery, Heidelberg University Hospital, Heidelberg, Germany
3Institute of Medical Informatics, Heidelberg University Hospital, Heidelberg, Germany

Introduction

Craniosynostosis is a congenital disease characterized by the premature closure of one or multiple sutures of the infant’s
skull. For diagnosis, 3D photogrammetric scans are a radiation-free alternative to computed tomography. However, data
is only sparsely available and the role of data augmentation for the classification of craniosynostosis has not yet been
analyzed.

Methods

In this work, we use a 2D distance map representation of the infants’ heads with a convolutional-neural-network-based
classifier and employ a generative adversarial network (GAN) for data augmentation. We simulate two data scarcity
scenarios with 15 % and 10 % training data and test the influence of different degrees of added synthetic data and balancing
underrepresented classes. We used total accuracy and F1-score as a metric to evaluate the final classifier.

Results

For 15 % training data, the GAN-augmented dataset showed an increased F1-score up to 0.1 and classification accuracy
up to 3 %. For 10 % training data, both metrics decreased.

Conclusion

We present a deep convolutional GAN capable of creating synthetic data for the classification of craniosynostosis. Us-
ing a moderate amount of synthetic data using a GAN showed slightly better performance, but had little effect overall.
The simulated scarcity scenario of 10 % training data may have limited the model’s ability to learn the underlying data
distribution.



Determine the Electrode Position in DBS via Multimodal Image
Fusion Using Artificial Intelligence Techniques

Fadil Al-Jaberi', Melanie Fachet', Matthias Moeskes?, Martin Skalej3, Christoph Hoeschen'

'0tto von Guericke University Magdeburg, Faculty of Electrical Engineering and Information Technology,
Institute for Medical Technology, Chair of Medical Systems Technology, Magdeburg, Germany

20tto von Guericke University, Medical Faculty, Magdeburg, Germany
SMartin Luther University Halle-Wittenberg, Medical Faculty, Neuroradiology, Halle, Germany

Introduction

Deep Brain Stimulation (DBS) is a neurosurgical procedure that involves the placement of a medical device referred to
as a neurostimulator. It consists of a lead, a subcutaneous extension, an electrode, and a pulse generator. DBS is capable
of directly altering brain activity in a controlled manner. DBS is used to treat many conditions with movement disorders
such as Parkinson’s disease, dystonia, tremor, etc.

Methods

During the planning of DBS therapy and interventional surgery, various imaging modalities such as computed tomography
(CT), angiography, and magnetic resonance imaging (MRI) are often used. Combining different images is therefore
challenging and requires image fusion strategies. While manual approaches to image fusion are often tedious and error-
prone process steps, deep learning techniques seem to be a promising alternative. Our goal is to determine the precise
orientation of electrodes utilizing deep learning algorithms. Our methodology involves spatial tracking of electrodes in
CT and DynaCT images by identifying a region of interest (ROI), i.e., the region of similarity, by establishing a ground
truth, and applying an image segmentation model using U-Net. The multimodal image fusion approach combines the
advantages of CT imaging with a wider scan range with the high-resolution properties of DynaCT imaging.

Results

A comprehensive workflow consisting of image analysis, pre-processing, segmentation by Convolutional Neural Net-
works using supervised learning, Image registration to cope with misalignment, similarity measurement using Structural
Similarity Index (SSIM), and image fusion using bit processes to fuse CT and DynaCT slices was developed and tested
on selected brain image datasets.

Conclusion

Determining the exact electrode position based on deep learning will help reduce the risk of complications caused by
unwanted stimulation-related side effects. Therefore, this work is crucial for patient-specific clinical imaging workflows
and improves therapeutic outcomes by detecting misplaced electrodes, identifying target regions in the brain, or assessing
complications.



Segmentation of Living and ablated Tumor parts in CT images
Using ResLU-Net

Naghmeh Mahmoodian', Harshita Thadesar?, Maryam Sadeghi3, Marilena Georgiadesz, Maciej Pech?, Christoph
Hoeschen?

10tto von Guericke University Magdeburg, Faculty of Electrical Engineering and Information Technology,
Institute for Medical Technology, Chair of Medical Systems Technology, Magdeburg, Germany

20tto von Guericke University Magdeburg, Magdeburg, Germany
SMedical University of Innsbruck, Innsbruck, Austria

Abstract

Computed tomography (CT) is widely used as the imaging modality for the treatment of tumors in Microwave Ablation
(MWA) therapy. In order to accurately perform ablation of liver tumors and prevent tumor recurrence, it is necessary
to segment both the living tumor and the ablated tissue on the CT images. The U-Net model has outperformed other
methods in biomedical image segmentation. However, because of the low contrast between tumor and liver tissue texture,
the traditional U-net network cannot perform an accurate segmentation of the CT images of liver during MWA therapy.
The aim of this study is to improve the U-net model network to achieve a higher segmentation performance on the CT
images of liver tumor in MWA therapy. To achieve this, the residual block is added in the first steps of up-sampling to
deepen the network depth and enhance the segmentation result. We compare the proposed method named as ‘ResLU-
Net’ with a conventional U-Net model. The results show that the ResLU-Net method has a good performance in tumor
segmentation with a structure similarity index (SSIM) value of 0.97. This new method can help physicians in the MWA
therapy process.



Transparent Processing of Reflux Data by Artificial Intelligence
Timo L[]ders1, Alexander Keilz, Kai Hahn2, Rainer Briick®

"medocs GmbH Medical Data & Software Services, Siegen, Germany
2University of Siegen, Siegen, Germany

Introduction

While digitization and automated processes are omnipresent in many areas of everyday life, medicine is undergoing
a radical change. Artificial intelligence methods offer new perspectives for processing the ever-increasing volume of
data. When it comes to medical contexts, there is a strict expectation towards self-learning algorithms from patients and
doctors, as methods of artificial intelligence or machine learning are usually black-box models. Evidence-based medicine,
however, works in a contrary way, as every decision made by a doctor is based on experience and rules.

Methods

A trend is emerging that describes the shift in the healthcare system towards data-driven systems. An intelligent machine
that takes over or accompanies this process must also be able to formulate an explainable decision. Furthermore, data is
often available in an unstructured form, which must first be processed in elaborate preliminary analyses. This paper picks
up on the importance of the described topic and presents an analysis of methods such as deep learning, support vector
machines, and decision trees, incorporating three specifically defined criteria.

Results

The methods are evaluated based on three criteria. One criterion involves the prediction quality of the trained models,
another assesses the scalability to big data for use in the cloud. The third criterion deals with the evaluation of a transparent
presentation of the different approaches. Thus, an explanatory value can be assessed for the result, according to which
rule-based methods can be presented more transparently compared to deep learning models.

Conclusion

The algorithms are trained and evaluated using a data set on reflux disease. In this way, specific characteristics and medical
peculiarities for the use of artificial intelligence will be explained in more detail. The algorithms use data from the reflux
database, which was provided by the Reflux Centre Siegerland.



A participatory approach to redesign a tube connecting system
for home parenteral nutrition

Diana Vélz'

! Frankfurt University of Applied Sciences, Frankfurt, Germany

Introduction

Patients undergoing home parenteral nutrition suffer a lower quality of life due to continuous daily therapy for up to
16 hours. Interruption of nutrition therapy for daily routine activities is not possible, as any interruption poses a health
risk to the patient. Therefore, an outpatient care service comes twice a day for both connecting and disconnecting.
The dependency of the care system disturbs patients way of life. The project focusses on challenges of self-determined
interruption of the nutrition therapy to figure out designing parameters for a new tube connecting system.

Methods

To analyze the handling of connecting and disconnecting for patients, an ergonomics study in cooperation of engineers
and health care scientists was conducted using the experimental design method. Nineteen probands were selected with
respect to age, finger strength, frequency and experience with common closure systems. Clamping and the time required
for dis-/connecting were measured for three common closure systems. The full factorial experiment plan with center
points runs three times for each system. In addition, probands were questioned about their feeling during the connection
process. Results gave hints for designing a tube connecting system for home parenteral nutrition pump system. The
opening process of the system was virtually simulated by minimum and maximum finger force gained by the probands.
This should always assure a safe connection and disconnection.

Results

In sum, using this participatory approach to design the closure system, fears and wishes from patients were taken in
account. New tube connecting system has to always assure a safe connection and disconnection, regardless of patients*
skillfulness and finger strength.

Conclusion

Next step should be to detect optimal flushing parameters to program and constructively integrate necessary components
into a mobile feeding pump. Overall, an automatic flushing and the special closure system should enable patient self-
determination in spite of home parenteral nutrition.
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Multiple parallel hidden layers autoencoder for denoising ECG
signal

Fars Samann1’2, Thomas Schanze'

Technische Hochschule Mittelhessen (THM) - University of Applied Sciences, GieBen, Germany
2University of Duhok- Department of Biomedical Engineering, Duhok, Iraq

Introduction

Single/multiple hidden layers denoising autoencoders (S/MHL-DAE) have shown good denoising performance of biosig-
nals, e.g., electrocardiogram (ECG). Here, we propose a DAE model with multiple parallel hidden layers (MPHL-DAE)
employing activation function f = tanh(cj) with various scale ¢ to improve denoising performance.

Methods

An S/MHL-DAE consist of a single or multiple cascaded hidden layers between input and output layer, which have length
I, to process input signal X € R'*!. A DAE encodes the corrupted signal to a latent represention by &k hidden neurons
(HN) denoted coding layer, h = f(Wx + b), and then decoded back to the reconstructed signal, y = (Wh + b). We
defined a MPHL-DAE with three hidden layers consisting of two intermediate hidden layers h; and hy (#HN: [/2), and a
middle hidden layer ho (#HN: k) as a coding layer. The three hidden layers of the MPHL-DAE consist of P = 4 parallel
hidden streams, hy,, k=1,...,3,p=1,...,P, c=1, 0.5, 0.3, 0.1, to enable a better matching to the different ECG
features, e.g., QRS-complex of ECG. The parallel hidden processing streams are combined by a merging layer to compute
the output.

Results

Apnea-ECG database is used to create 4,800 ECG segments ( fsqmpiing = 100 Hz, | = 80 samples) from 48 records. The
data were splitted to training, validation and testing set with 3,024, 816 and 960 ECG segments, respectively. Gaussian
white noise was used to generate noisy data of noise level 5%, 10%, 50% o (x). The MHL-DAE with ¢ = 1 & 0.1 achieved
signal-to-noise ratio SNR,,,,, = 10& 6.3 dB respectively, in case of 50% o(x)& k = 6, while the MPHL-DAE achieved
SNR;,,, = 10 dB . However, in case of 5% o (x)& k = 16, the MPHL-DAE achieved excellent SNR;,,,, = 4.5 dB in
contrast to SSMHL-DAE, which achieved SNR;,,,, = —0.2 & 0.5 dB respectively.

Conclusion

The MPHL-DAE model is a new promising tool for signal denoising, even though when the number of hidden neurons
per hidden layer is small, and, in addition, for various noise levels.
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Development of an Al-supported exercise therapy for advanced
cancer patients

Felix V;Iichum1, Nico De Lazzraiz, Miriam Géttes, Corinna David4, Christian Wiede1, Karsten Seidl1*5, Mitra
Tewes

Fraunhofer IMS, Duisburg, Germany

2Westdeutsches Tumorzentrum - Comprehensive Cancer Center, Innere Klinik (Tumorforschung),
Universitatsklinikum Essen, Essen, Germany
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Universitatsklinikum Essen, Essen, Germany

4FH Miinster, Fachbereich Physikingenieurwesen, Minster, Germany
5Department of Electronic Components and Circuits, University of Duisburg-Essen, Duisburg, Germany

Introduction

The onset of fatigue symptoms is a major barrier in physical exercise therapy for oncological palliative patients. The daily
varying symptom severity complicates the adjustment of an optimal exercise load and represents, a major barrier for the
participation in exercise therapy interventions. However, exercise is known to significantly reduce severity of prevalent
symptoms. Therefore, the aim of this study was to analyse the feasibility of artificial intelligence in the classification of
training states based on electrocardiogram (ECG).

Methods

An ECG is recorded via a Polar H10 chest strap and cardiac and pulmonary features are extracted. A classification into
three intensity levels is performed using neural networks. Therefore, a sequential backward floating feature selection
is applied with a consecutive hyperparameter optimization. In addition to the regular measurement, an input baseline
measurement is considered.

Results

For Al-driven training in five locally advanced or metastatic patients during supervised exercise therapy as part of rou-
tine care, a very high classification quality is achieved with an F1 score of 0.95 4 0.05 with the union of pulmonary
and cardiac vital signs. This combination achieves more accurate classification results than the individual data sets for
cardiac parameters (0.93 4 0.06) and pulmonary parameters (0.72 4 0.06). Overall, it shows that considering a baseline
measurement has a positive effect on classification accuracy. 5-fold cross-validation is used to evaluate the results.

Conclusion

This study represents the first investigation into the use of artificial intelligence to classify exercise science content in pal-
liative oncology patients. This vulnerable group of patients may benefit from objective assessment of exercise level using
cardiovascular system parameters. The inaccuracy of pulmonary parameters is due to speech and motion artifacts. In the
future, additional parameters such as subjective perception, age, height and gender will further improve the classification.
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Automated anatomical quantification of the scapula for the
management of shoulder disorders

Osman Berk Satir', Alexandre Terrier?, Pezhman Eghbalishamsabadiz, Arnaud Meylan3, Fabio Becce®, Patrick
Goetti®, Robin Diot®, Philippe Biichler’

TARTORG Center for Biomedical Engineering Research, University of Bern, Bern, Switzerland
2Ecole polytechnique fédérale de Lausanne (EPFL), Lausanne, Switzerland
3Lausanne University Hospital (CHUV), Lausanne, Switzerland

Introduction

Assessing the bone morphometry by imaging is useful for diagnosis and treatment of bone and joint disorders, includ-
ing those in the shoulder. However, manual bone segmentation and quantification of morphological parameters is time
consuming, and reliability is influenced by the subjective assessment and experience of the expert. Deep learning-based
architectures has been proven successful for problems such as image segmentation and landmark detection. Therefore, we
developed deep learning-based image analysis approaches for automatic quantification of scapular morphological markers
from CT scans.

Methods

First, scapula and humerus were segmented from shoulder CT scans using nnU-Net, trained with 60 healthy and 56
osteoarthritic shoulder CT scans. In a second step, six landmarks allowing the quantification of scapular morphology were
positioned on the scapula by four clinical experts. A unique reference position was determined for each landmark using a
weighted average, and an algorithm was developed to automatically position these landmarks based on U-Net architecture.
Finally, these landmarks were combined with segmented glenoid surface to automatically calculate morphological markers
of the scapula such as inclination and version. Validation was performed using 5-fold cross-validation over the entire
dataset.

Results

Validation showed excellent segmentation accuracy (Dice>0.97), and automatic landmark detection achieved equal or
better accuracy than clinical experts, with an average prediction error <3 mm from landmarks’ reference positions. Mor-
phological markers quantified by clinical experts and those predicted automatically also agreed well: regression between
manual and automatic measurements yielded slopes around 0.95 and R2>0.90.

Conclusion

These results demonstrate the feasibility of accurate morphometric quantification of the scapula based on CT scans using
deep learning. Future work will focus on automating the segmentation of the glenoid surface from the scapula surface
and applying this analysis to a large cohort of patients with glenohumeral osteoarthritis to evaluate the predictive power
of these markers on clinical outcomes.

13



Improving transparency and performance of biomedical patent
text classifications with explanation methods

Fu-sung Kim-Benjamin Tang1, Robert Farkas1, Mark Bukowski1, Thomas Schmitz-Rode'

TAME - Institute of Applied Medical Engineering - Helmholtz Institute - RWTH Aachen University | University
Hospital Aachen, Aachen, Germany

Introduction

Especially in biomedicine, automated data-driven approaches must provide transparency and traceability according to
legal requirements. This is particularly difficult for applying artificial intelligence (AI) in medicine. Although e.g.,
machine learning classifiers help to master data deluge in healthcare towards even ground-breaking improvements in
treatment, their black-box nature poses a crucial explainability problem.

However, research on this topic is lagging. Thus, we investigated the explainability of a text mining use case by imple-
menting an explanation method for a patent classifier working on a biomedical domain model. Subsequently, knowledge
gained from explanations for individual predictions was compared with knowledge of domain experts.

Methods

Patent texts from the Worldwide Patent Statistical Database PATSTAT were classified into six biomedical innovation
fields from our previously published domain model using a support vector machine. The contributions of the features,
i.e., pre-processed terms, to the prediction were computed via Shapley Additive exPlanations and aggregated for each
class. Features that contributed positively to correct classification were contrasted with keywords extracted from expert
knowledge. Moreover, we analysed the potential of improving classification performance regarding the F1 score by
excluding features with low distinctiveness from the model.

Results

Feature analysis revealed a 56% match of identical features between the classifier’s explanations and keywords extracted
from expert knowledge. Lower match of features contributing to correct classifications compared to innovation field key-
words correlates with higher performance on average, suggesting that semantically non-significant features can contribute
to correct predictions. Using class-specific feature boosting to modify the classification process based on newly gained
insights, achieved an overall improvement of the F1 score of up to 2%.

Conclusion

Our findings show that computing explanations for classifications provides transparency and the potential to reveal short-
comings and make improvements. Understanding how the classifier makes predictions could improve confidence in Al,
i.e., in clinical decision support systems, in the future.
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Supervised Machine Learning for Predicting Carbohydrate
Malabsorptions Using Hydrogen Breath Tests

Michael Netzer1, Friedrich Hanser1, Maximilian Ledochowskiz, Daniel Baumgarten1

Tinstitute of Electrical and Biomedical Engineering, UMIT TIROL - Private University for Health Sciences,
Medical Informatics and Technology, Hall in Tirol, Austria

2 Akademie fiir Ernadhrungsmedizin, Innsbruck, Austria

Abstract

Carbohydrate malabsorptions symptoms include intestinal fluid retention, causing diarrhea and abdominal distention. The
aim of this work is to create a machine learning model that predicts carbohydrate malabsorption using H, measurements
from lactose and fructose tolerance tests. We compare the predictive ability of popular classifiers with classifiers that
are specifically designed for time series data. Our approach was implemented using sklearn and sktime Python machine
learning libraries. The highest predictive ability for the fructose dataset was achieved using a Random Forest Classifier
(balanced accuracy = 0.91). In contrast, the highest predictive ability (balanced accuracy = 0.81) for the lactose dataset
was obtained using an IndividualTDE time classifier. Our results indicate a high predictive ability for distinguishing
between carbohydrate malabsorptions. However, the detection of SIBO is challenging but adapted time classifier models
could reach higher performances compared to standard methods. Our results could establish the basis of an expert system
for diagnosing carbohydrate malabsorptions and SIBO, respectively.
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Annotation Efforts in Image Segmentation can be Reduced by
Neural Network Bootstrapping

Luca Rettenbergeﬂ, Marcel Peter Schilling1, Markus Reischl’

TInstitute for Automation and Applied Informatics, Karlsruhe Institute of Technology,
Eggenstein-Leopoldshafen, Germany

Introduction

Modern medical technology offers potential for the automatic generation of datasets that can be deployed into deep
learning systems. However, even though raw data for supporting diagnostics can be obtained with manageable effort,
generating annotations is burdensome and time-consuming. Since annotating images for localization and delineation
(semantic segmentation) is particularly exhausting, methods to reduce the human effort are especially valuable. We pro-
pose a combined framework that utilizes thresholding methods and unsupervised deep learning to automatically generate
segmentation masks.

Methods

The interaction of those simple thresholding methods (Otsu thresholding / k-means clustering) and the U-Net architec-
ture is used and investigated. The U-Net employs the erroneous annotations generated by the thresholding methods to
generalize beyond the noise and thus obtains much better segmentation masks.

Results

It is shown through two experiments with biomedical data that our framework is capable of generating useful annotations.
The segmentation masks are not flawless but could speed up a potential annotation process noticeably.

Conclusion

We show that extending the generation of pre-annotations with the help of deep neural networks can reduce the work of
annotating without requiring additional effort since CNNs like U-Net are capable of learning associations that simple pro-
cesses like thresholding cannot depict. Using our framework, unannotated datasets can be provided with pre-annotations
fully unsupervised thus reducing the human effort to a minimum.
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Automatic detection of subviral particles in fluorescence
microscopy images of Marburg virus infected cells using a
convolutional neural network

Sarah Naber1, Nils Buschz, Andreas Rauschz, Thomas Schanze®

Technische Hochschule Mittelhessen, GieBen, Germany

2Institute for Biomedical Engineering (IBMT), Technische Hochschule Mittelhessen (THM) - University of
Applied Sciences, GieBBen, Germany

3Technische Hochschule Mittelnessen (THM) - University of Applied Sciences, GieBen, Germany

Introduction

In this work, we have shown that a neural network can be trained to detect difficult data with high object density and
minimal object size using synthetic data. This offers new possibilities in the field of detection and tracking, since a
successfully trained network requires comparativley little time for predictions and could enable evaluations and analyses
in real time. In the future, it could be interesting to investigate and compare other target sizes and network architectures.

Methods

A convolutional-neural-network (CNN) was trained to predict only a delta-peak for the particle position. For training,
synthetic data were generated by randomly placing previously selected particle image sections on particle-free image
backgrounds distributed around cell structures. In parallel a mask containing only one delta-peak at the centre of mass of
the respective particle was created. 250 images with corresponding masks were generated synthetically. 200 images were
choosen for training and validation, while 50 images have been used for testing the network performance on the synthetic
images.

Results

In general, the network is able to localise up to 90% of the particles. However, particles are often marked by more than
one delta-peak. The particle detection rate depends on the choice of threshold for the sigmoid output. For low thresholds,
the particle detection rate increases, but so does the number of multiple detections per particle. This can be solved by
post-processing and combining several delta-peaks, which are generally directly adjacent, into a single one.

Conclusion

In this work, we have shown that a neural-network can be trained to process difficult data successfully, i.e., images with
high object density and small object size, using synthetic data. This offers new possibilities and could enable evaluations
and analyses of true data in real time. It could be interesting to investigate and compare other target sizes and network
architectures in the future.

17



Stochastic variational deep kernel learning based diabetic
retinopathy severity grading

Marlin Siebert’, Nikolay Tesmer’, Philipp Rostalski’

Tinstitute for Electrical Engineering in Medicine, Universitat zu Libeck, Libeck, Germany

Introduction

Diabetic retinopathy (DR) is a disease of the retina causing an alteration of vascular tissue and is one of the most probable
causes of blindness. Due to the rising trend of diabetes, the early detection and severity classification of DR is crucial
for choosing the most successful therapy and preventing vision loss. Automatic detection of DR on fundus images of the
eye is mostly done by convolutional neural networks (CNNs). However, CNNs do not provide well-calibrated uncertainty
estimates, which are essential for a thoughtful diagnosis.

Methods

This study in contrast uses stochastic variational deep kernel learning (SVDKL) for DR classification, which combines a
deep CNN with Gaussian processes (GPs) into a single scalable end-to-end trainable model, which promises to provide
predictions with reliable uncertainty estimates by exploiting approximate Bayesian inference. The experiments in this
study aimed to estimate the benefit of SVDKL compared to the plain CNN, regarding uncertainty calibration as well as
diagnostic performance for the task of DR severity grading.

Results

Training on the Kaggle DR dataset shows promising results.

We observed a naturally enhanced uncertainty calibration for the SVDKL models, more robust predictions, and an im-
proved overall diagnostic performance over regular CNNs concerning the measured QWK score. Despite the SVDKL
achieving a slightly reduced accuracy, the incorrect predictions were in closer proximity to the target stages, which is
beneficial for clinical diagnosis as it minimizes the cost related to severe misclassifications.

Conclusion

From these preliminary results, we reason that using SVDKL can indeed be beneficial for clinical diagnoses and improve
the quality of uncertainty estimates over using plain CNNs. However, further research has to be conducted on improving
model performance and a more detailed evaluation of the uncertainty calibration is required.
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Robustness evaluation on different training state of a CNN
model

Ning Ding", Knut Méller

Tinstitute of Technical Medicine (ITeM), Furtwangen University, Villingen-Schwenningen, Germany

Introduction

Convolutional neural networks have proved to be successful in many applications such as image processing. However,
even imperceptible perturbations applied to the images can make the neural network performance unreliable. To guarantee
an accurate performance in safety critical fields, it is necessary to assess the robustness of CNN solutions before launching.
Adversarial attack is a machine learning approach to generate perturbations on real samples to detect the vulnerability of
CNN. In this paper, we will use gradient method as an adversarial attack technique to evaluate the CNN robustness and
training states.

Methods

A fine-tuned Alexnet model was trained with laparoscopic video images for surgical tool classification. About 25,000
training images from the Cholec80 database were used to train the model. A snapshot of the model was recorded when
the training accuracy first reached 75%, 85%, 95%, and 99%. The gradient method was applied on a legitimate image
to modify it from its original classification to a wrong classification. The difference between original image and the final
adversarial image can be developed into a robust index.

Results

The results showed the adversarial image have larger difference with the original image at a better training state. That
means the model gained more robustness in the training process. However, the results highly relied on the parameter
setting. For instance, to evaluate the minimum perturbation could be generated by gradient method, the further experi-
ments to determine the parameter o will be required. Furthermore, the number of samples evaluated is too small to get the
generalized conclusion, the wrongly classified images need to be considered too.

Conclusion

The experiments demonstrate the relation between training states and robustness, i.e. the robustness improved at higher
training states, especially for some particular classes. In future work, additional training with generated adversarial images
may improve the robustness of the model.
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Introduction

A biometric identification system provides security to information and property, since biometric data is unique to an
individual. The state-of-art biometric sensing technologies suffer from limitations such as forgery, lifelong persistence
and effects of external conditions. Therefore, further research in this area is needed. In previous work, we demonstrated
the potential of blood flow sounds for biometric authentication acquired by a custom-built auscultation device. For this
purpose, we calculated the frequency spectrum for each cardiac cycle represented within the measurements based on
continuous wavelet transform. The resulting spectral images were used to train a convolutional neural network based on
measurements from seven users.

Methods

In this work, we investigate which areas of those images are relevant for the network to correctly identify a user. Since
they describe the frequencies’ energy within a cardiac cycle, this information can be used to gain knowledge on biometric
properties within the signal. Therefore, we calculate the saliency maps for each input image and investigate their mean
for each user.

Results

The obtained results indicate a strong relevance of the S2 segment of the cardiac cycle, especially the first half of this
segment. The (first half of) S1 seems to be of relevance as well, while the diastole and systole seem not to include as
much information relevant to the CNN’s decision for the correct user. While the frequency bands of interest differ between
the users in the dataset, no frequencies below 13 Hz or above 109 Hz seem to be of high relevance.

Conclusion

Those first results provide a starting point for further investigations, e.g. adressing the variance for samples from the same
user and and validating the results with data from more different users.
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Introduction

Precise identification of the lung parenchym is the basis of quantitative computer tomographic (CT) data analysis that
requires morphological information about the lung tissue especially in injured lungs. Therefor segmentation is performed
semi-automatically by consensus of trained radiologists in clinical context (ground truth - GT). Thereto we describe the
development of a deep-learning based algorithm for automatic pathologic lung segmentation and discuss relevant quality
metrics for algorithm comparison.

Methods

Two sequential convolutional U-networks working on different dimensionality were implemented using Matlab Deep
Learning Toolbox and trained on 180 CT scans acquired in two past experimental studies of our group on a model of
ARDS and on lung healthy pigs (u2ZNet;s). Similarly, the algorithm has been trained and evaluated on a clinical data
set containing 150 CT scans (u2Netyyman). Finally, the u2Net,;, algorithm was taken and transfer learned on the clinical
data set (u2Nety,,s). Compared to GT, similarity was assessed by Jaccard index (JI), contour agreement with average
symmetric surface distance (ASSD), as well as linear dependence on each CT scan relative non-aerated compartment size
of JI and ASSD (Sj; and Sassp). Effective end-expiratory lung volume (EELV) and change of non- and poorly aerated
lung compartments (ANA) were compared with regression analysis.

Results

Lung segmentation with u2Nety;, resulted in generally good median JI=0.91 and ASSD=0.89, respectively. On clini-
cal data u2Netpyman performed segmentation with decreased JI=0.88 and ASSD=1.7mm. Dependence on non-aerated
compartment size was Sy; =-0.20 and Sassp=4.0. u2Nety.,s improved JI=0.92 as well as ASSD=1.5mm, but decreased
Sy1=-0.34 and Sassp=6.3. R? for EELV and ANA was 0.99 and 0.98, respectively.

Conclusion

Efficient automated segmentation of physiologic and pathologic lung parenchym is possible using uNets. Segmenta-
tion quality should be evaluated with respect to similarity, contour agreement and non-aerated lung compartment size.
Clinically relevant measures can be derive using automatic lung segmentation.
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Introduction

Ultrasound (US) imaging is used for the diagnosis and also evaluation of thyroid nodules. A Thyroid Imaging Reporting
and Data System (TIRADS) is used for the risk stratification of thyroid nodules through US images. The composition of
thyroid nodules plays an important role in the risk-stratification process. The percentages of cystic and solid components
in a thyroid nodule are one of the features that are can be indicative of the risk of malignancy.

Methods

In this work, we attempt to classify and estimate solid and cystic regions within nodules. 20x20 texture patches were
extracted from solid and cystic regions and converted into signals. These signals are decomposed into low, mid, and high-
frequency bands using Continuous Wavelet Transform (CWT). A total of 36 features were extracted from the decomposed
signals using Auto-Regressive Modeling. The features were fed into three different Machine Learning (ML) algorithms
(Artificial Neural Networks, K-Nearest Neighbors, and Random Forest Classifier) to provide us with a classification of
solid versus cystic regions in thyroid nodule US images. Bispectrum features were also extracted from the texture patch
database and fed into the same models solely for the purpose of comparison.

Results

The Random Forest Classifier obtained an Accuracy, Sensitivity, and Specificity of 90.41%, 99% and 91% respectively
which was the highest among the three chosen ML algorithms and the bispectrum features. The output from the classi-
fication phase could also be used to determine the percentage of cystic and solid regions with a given thyroid nodule US
image.

Conclusion

This work is aimed at reducing subjectivity between physicians and hence improving the risk stratification of thyroid
nodules with US images. Additionally, this will also help in better calculating the dose for radioiodine therapy. The
proposed approach works well with limited data because of the patch approach compared to whole images.
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Introduction

In endoscopic procedures of the nasal sinuses, a critical issue for classification tasks is the ambiguous anatomical repre-
sentations due to their complex composition. We investigated the potential of multi-label image-based classifications of
sinus landmark combinations together with explainability methods for machine learning in an assistance function at the
application level. By combining image classification and pixel attribution in a navigation function, we provide the surgeon
with label predictions and additional localization cues of important pixels relevant to the model output with regard to the
input image.

Methods

We used 3500 label annotated video sequences from 30 recorded sinus surgeries to fine-tune a pretrained ResNet50 as
the feature extractor and a classification head using binary cross-entropy on one-hot encoded target vectors of landmark
classes with a RAdam optimizer over 28-32 epochs. Image augmentation and a focal loss function were added to counter
over-fitting. An explainability function then used the trained model to produce pixel attribution maps for predicted classes.
These gradient maps were summed over all classes, and pixel values above 0.20 were clustered using weighted k-means
based on the gradient value of each pixel coordinate. The resulting cluster centroids were then overlayed into the endo-
scopic image together with the predicted landmark classes. Three surgeons investigated three different overlay scenarios
in a validation study.

Results

The top-1 class predictions reached a mean f1-score of 0.47 with a range of 0.71 and 0.28. Prediction results were largely
dependent on over- and underrepresented classes. The provided explainability function at the application level showed
the strong potential of providing visual cues from prediction results to surgeons at runtime to support human-machine
interaction.

Conclusion

The classification task remains challenging due to ambiguous and imbalanced class representations. Provided explanations
of classification results support surgeon-machine interaction and may improve the perceived model performance.
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Introduction

Single/multiple hidden layers denoising autoencoders (S/MHL-DAE) have shown encouraging results in denoising elec-
trocardiogram (ECG) signals. Here, we investigate the performance of S/MHL-DAE with scalable activation function
(AF), e.g., tanh(cf) with scale c .

Methods

A denoising autoencoder is a neural network with a single hidden layer or multiple hidden layers between input and
output layer. It is trained with corrupted signals x € RE*!, which is, in case of SHL-DAE, encoded to the hidden layer,
h = f(Wx + b), with N hidden neurons, and then decoded to denoised signals, i.e., y = f(Wh + b). We proposed MHL-
DAE with three hidden layers: two intermediate hidden layers hy & hs and one hidden layer hs called coding layer.
The performance of S/MHL-DAE with scaled AF, e.g., tanh(c) with ¢ = 0.1 & 1, is evaluated by signal-to-noise-ratio
improvement SN R;,,, and Pearson correlation coefficient o(x,y). Assessment of MHL-DAE is also considered for
different AF.

Results

The PTB-XL database was considered to create 500 QRS-aligned ECG segments from 50 healthy subjects with ten
segments each (fsampting = 100 Hz, L = 80 samples). These segments are corrupted with Gaussian white noise of
different levels, e.g., o, = 0.03,0.1,&0.3. We created training, testing, and validation datasets from 300, 100 and
100 ECG segments. In case of o,, = 0.03, the SHL-DAE with N = 8& 32 achieved SN R;;,,, = —1.54&3.64dB
respectively, while MHL-DAE achieved —3.64 & 1.07 d B. However, having o,, = 0.3 , SHL-DAE achieved SN R;,,,), =
13.97 & 14.00 dB, while MHL-DAE, in contrast, achieved 14.76 & 16.01 dB. Scaled AF, e.g., tanh(cf) with ¢ = 1
showed the best performance among other AF.

Conclusion

MHL-DAE is more suitable for ECG denoising. Low-noise signals generally require a higher number of hidden neurons
than high-noise signals. The model parameters, e.g., the number of hidden neurons and the activation function, must be
chosen carefully. For clinical applications, this has to be done automatically and reliably.
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Introduction

Myocardial infarction (MI) occurring due to blockage in the coronary artery presents itself as alterations in the heart
rhythmicity. etection of MI within the stipulated golden hour is essential to prevent fatality. Electrocardiogram (ECG) is
an important tool that aids in capturing the rhythmicity of the heart. Deep Neural Network (DNN) provides an efficient
way to detect the minute variations in the ECG waveform. In addition, the interpretability of the DNN using explainable
Al techniques could highlight the intricate details in the ECG signal.

Methods

In this work, Residual Neural Network (ResNet), a DNN is trained and tested for its efficacy in extracting the features
within ECG waveform to identify Ml-related cardiac events. The interpretability of the ResNet model is studied using
Gradient-weighted Class Activation Mapping (Grad-CAM). For this purpose, a public dataset containing 12- lead ECG
records of 10 seconds duration is collected and utilized. It is inputted into ResNet50 model that contains 48 convolutional
layers along with an Average Pooling layer and a Max pooling layer. The fully connected layer takes the extracted features
as input from the pooling layer. The model is trained for 50 epochs and the evaluation metrics are obtained.

Results

The results indicate that the trained ResNet50 model can distinguish the ECG records as normal and MI. It is seen that the
model accuracy increases as the number of epochs increases and reaches 92.86% at the 50th epoch. Grad-CAM reveals
that the QRS segment in the ECG signal aids in the positive prediction of MI.

Conclusion

The adopted ResNet50 model can be effectively used to develop a computer-aided wearable system that monitors the QRS
complex of heartbeat to monitor and categorize MI-related cardiac events using ECG.

25



Using deepMTJ for Accelerated Muscle-Tendon Junction
Analyses

Christoph Leitner’, Christian Baumgartner1

Tinstitute of Health Care Engineering with European Testing Center of Medical Devices, Graz University of
Technology, Graz, Austria

Introduction

Biomechanical researchers observe muscles and tendons to study their behaviour. To distinguish between contributions
of muscles and tendons, the muscle-tendon junctions’ movement is usually recorded and tracked in ultrasound images. It
has been shown that manual labelling is time demanding and can be prone to errors even when experts annotate datasets.
Therefore, we recently introduced deepMT]J, an automatic muscle-tendon junction tracking tool based on deep learning.
This contribution provides an overview of the open-source repository, the free-to-use online service, and the available
dataset accessible via: https://deepmtj.org/.

Methods

The code repository of deepMT]J is accessible via: GitHub: https://github.com/luuleitner/deepMT]J. The provided func-
tions allow users to extend our networks, retrain our model or predict muscle-tendon junctions in ultrasound images.
Moreover, we have open-sourced the complete test dataset (1344 images, including ground truth labels) to benchmark fu-
ture models (accessible via https://osf.io/wgy4d/). Our proposed method has a similar performance in identifying muscle-
tendon junctions as four human specialists and is approximately one hundred times faster than manual labelling.

Results

To increase the accessibility and reduce the amount of code knowledge necessary to operate deepMTJ, we implemented
deepMT]J as a software-as-a-service via a web application running in the google cloud. Moreover, we provide the complete
deepMTJ package as executable cell code via a google Colab Notebook.

Conclusion

Recent user feedback has demonstrated the proposed generalizability of our method by applying the deepMTJ model to
previously unseen data from an Ultrasonix ultrasound system.
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Introduction

Dementia occurs due to irreversible neurodegeneration of brain tissue primarily affecting the person’s memory, cogni-
tion, and movement skills. Accessible, cost-effective, and non-invasive approaches for the automatic identification of
Alzheimer’s disease (AD) induced dementia have been the subject of extensive research. Recent studies show that the
speech and language centers of the brain are affected in the early stages of the disease condition. Speech data collected
can be utilized to discriminate between healthy and dementic subjects.

Methods

In this work, audio signals from normal ad AD are collected from a public source database. These signals are pre-
processed for voice activity detection to identify the speaker of interest. Targeted features such as Gammatone Fre-
quency Cepstral Coefficients (GFCC), Linear Predictive Codes, ad Perceptual Linear Prediction are extracted from the
pre-processed signals. These features are tested for statistical significance ad ae validated using Random Forest classifier.

Results

Results indicate that pre-processed signals effectively contain the audio information from the subject in concern. Among
the considered features, the GFCC showed high statistical significance. The speaker information is embodied through
different energy levels and extraction of the GFCC aids in extracting the significant speaker information. Random forest
classifier attained an accuracy of 77% in differentiating dementic subjects.

Conclusion

The utility of the GFCC in the refinement of necessary relative features aided in improving the accuracy and hence artificial
intelligence systems defined based on the human auditory system could enhance the diagnosis of dementic condition.
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Introduction

Cardiovascular diseases are among the most common diseases with high mortality, including aortic valve stenosis and
insufficiency. Minimally invasive implantation of transcatheter aortic valve prosthesis (TAVI) has become the standard
procedure for patients with increased risk for open surgery. It is commonly accepted that the long-term outcome of aortic
valve replacement depends on hemodynamic performance. This motivates the analysis of the velocity field in the vicinity
of the TAVI. Computational fluid dynamics (CFD) methods have been established in the past, but show limitations in
terms of computational effort when rapid design optimization or patient-specific decision making in real time is required.

Methods

In this study we show the usage of PINNs for predicting fluid flow through a TAVI device. We also show a method of
enforcing boundary conditions for this specific problem. Due to the physics involved in the training process, this principle
does in theory not require additional training data. To validate the method, we performed CFD simulations that solved the
Navier-Stokes equations by means of finite volume methods.

Results

Besides the good estimation of the main flow components, discrepancies between CFD and PINN results are present.

Conclusion

Nevertheless, the flow structures have certain similarities in the coarse spatial localization of the vortex patterns occurring
in flow through the TAVI device.
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Introduction

Auscultation methods enable non-invasive diagnosis of diseases, e.g. of the heart, based on heartbeat sounds. Regular,
early examinations using machine learning techniques could help to detect diseases at an early stage to prevent serious
health conditions and then provide optimal therapy through continuous monitoring. There is already a lot of work on
human data using Al algorithms to detect patterns in signals or images. However, there is hardly no work on detecting
heart murmurs with digital such as Myxomatous Mitral Valve Disease (MMVD).

Methods

In this paper, we present a canine auscultation project that aims to provide a tool to establish a baseline of classifica-
tion parameters from audio signals that could be used to monitor canine health status by analyzing deviations from this
baseline.

Results

The recorded signals are processed and analyzed using continuous wavelet transform, which provides spectral information
about the recorded audio signals. Based on the audio signal and its spectrum, it is clear that in non-pathological heart
sounds, the two heart sounds S1 and S2 are detected. In dogs with severe myxomatic mitral valve disease, the S2 sound
is no longer detectable.

Conclusion

These preliminary observations suggest that the acquired signals not only contain significant heart sounds but also char-
acterize biomarkers such as MM VD detection, which can also be detected with Al algorithms.
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Introduction

Sleep quality has a significant impact on human physical and mental health. The detection of sleep-wake states is thus of
significant importance in the study of sleep. The performance of classical machine learning models for automated sleep
detection depends on the signals considered and feature Extraction methods. Moreover, hand-crafted features are highly
dependent on the experts and their prior knowledge about different physiological signals and conditions of the subjects.

Methods

To overcome this limitation, this paper develops an end-to-end deep learning approach for automated feature extraction
and detection of sleep-wake states using single channel raw EEG signals. Moreover, we leverage transfer learning to train
and fine tune the proposed model to avoid the complexities associated with building a deep learning model from scratch.

Results

Using polysomnography (PSG) data of 20 patients, our results demonstrate the effectiveness of the proposed deep learning
pipeline, achieving an excellent test performance in detecting sleep events with an overall sensitivity and precision of
92.7% and 92.1% respectively.

Conclusion

The results demonstrate that the proposed approach can achieve superior performance compared to state-of-the-art studies
on Sleep-Wake classification. Furthermore, it can attain reliable results as an alternative to classical methods that heavily
rely on expert defined features.
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Introduction

The production of dentures is a complex process where layer is added onto layer under pressure. Therefore, various
visually notable errors such as discolorations or cavities can occur. While quality control is at present performed manually,
it is feasible to automate this process by using computer vision and convolutional neural networks (CNNs). This work
proposes proof of concept for the image-based classification of produced dentures into defect-free products and rejections.

Methods

During generation of the dataset, challenges such as reflections and shadows were addressed using a diffuse light as well
as a diffusion screen. For this work, merely staining error rejections were included. The 154 defect-free and 219 rejected
dentures were photographed, giving a resulting dataset of 614 defect-free images while 609 images showed rejections.
The percentages of training and test set are 82,4% and 17.6%, respectively. Data augmentation was employed to prevent
overfitting. The best CNN setup is comprised of three convolutional layers with kernels of different sizes.

Results

The F1-score achieved for the classification of defect-free dentures is at 80.29%. When employing transfer learning, the
score improved up to 92.61%.

Conclusion

In conclusion, this work demonstrates that CNNs have the potential to classify produced dentures accurately. In contrast
to classical image analysis, the CNNs show a robustness against rotations. While the current performance is not yet
sufficient for industrial utilization, future work should address shortcomings by improving the training set, including
transfer learning and testing other network architectures. Furthermore, additional error types should be included.
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Introduction

The motor imagery (MI) based brain-computer interface (BCI) provides the possibility for people to control external
devices by translating brain signals to external commands. Due to its low cost and high temporal resolution, multichannel
electroencephalogram (EEG) is widely used as the control signal in MI-BCIs. Common spatial pattern (CSP) is the most
powerful approach for feature extraction in MI-BClIs. Despite its efficiency, CSP is still suffering drawbacks such as outlier
sensitivity and limitation to binary classification. In this work, we proposed a novel multi-class extension framework of
CSP which is applicable for all general single-trial settings that require discrimination of brain states from EEG based on
modulations of brain rhythms.

Methods

We proved that the proposed framework is equivalent to CSP in the binary case. For multi-class classification, the method
was evaluated on BCI competition IV Dataset-2a (4 MI classes) against two common multi-class extension strategies
using pair-wise and one-versus-rest techniques which separate the original multi-class problem into several binary ones.
The competing methods were applied for the EEG signals bandpass-filtered between 8-30 Hz. After spatial filtering, the
variances of signals are computed and concentrated into a feature vector set, which is finally fed into a linear discriminant
analysis classifier for classification.

Results

The experimental results demonstrated the effectiveness of the proposed framework for computing spatial filters in multi-
class classification to improve the classification accuracy compared to conventional pair-wise and one-versus-rest strate-
gies for multi-class extension of CSP.

Conclusion

The proposed method is a promising approach to provide reliable EEG signal decoding results for MI-based BCIs. In
future work, the framework will be implemented into MNE-Scan, an open-source and cross-platform application allowing
for the real-time processing of EEG/MEG signals. In combination with MagCPP, which provides the external control of
Magstim TMS device, a MI-based closed-loop TMS-EEG paradigm will be future evaluated.
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Introduction

Pickering stabilisation is a manufacturing process involving the adsorption of colloidal particles at gas-liquid interfaces. It
is used to create the shells of stable, long-lived ultrasound contrast agent microbubbles. The purpose of the present study
is to determine whether high-amplitude sonication influences the integrity of Pickering-stabilised shells.

Methods

Microbubbles, Pickering-stabilised with hydrophobised silica, were reconstructed from freeze-dried material by dissolv-
ing 5 mg in 5 mL distilled water. The microbubbles were measured to have radii of less than 10 pm. Quantities of 200
uL were observed with a high-speed camera operating at 10 million frames per second whilst being subjected to 3-cycle,
1-MHz, 1-MPa focussed ultrasound pulses. Radial bubble excursions were extracted from the video footage. In addition,
radial excursions as a function of time were simulated using the Rayleigh-Plesset equation for free gas microbubbles and
microbubbles encapsulated by 7.6-N/m shells.

Results

Some 40% of the microbubbles had expanded to excursions computed for encapsulated microbubbles. The remaining
microbubbles had expanded to greater excursions, with only three microbubbles reaching free-gas bubble excursions.
Microbubbles of the same initial radius were observed to expand to different maxima. Gas release from these disrupted
microbubbles was not observed.

Lack of gas release might indicate that the particle structuring remained on the interface during radial oscillation. While
these high-amplitude results indicate that optically identical microbubbles may have different shell properties, outcomes
from low-amplitude experiments show consistent oscillation expansion for microbubbles of the same size.

Conclusion

We thus conclude that optically identical microbubbles may undergo shell disruption of different severity. Furthermore,
we conclude that the disruption occurs during sonication and not prior to it. These findings may aid in the developement
of pickering-stabilised agents that facilitate ultrasound-triggered release.
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Introduction

Ultrasound research systems need to fulfil specific requirements since the development of new approaches mostly relies
on the availability of special data formats. For instance, research on beamforming algorithms requires the availability
of pre-beamformed channel data, which is not provided by clinical sonography machines. Topics involving longterm
monitoring furthermore introduce new requirements such as portability. Finally, not all scientific questions can be tackled
with typical clinical sonographic probes, such that customized application-specific transducers are needed.

Methods

We developed a new portable low-cost 32 channel ultrasound research system with full access to the transmit and receive
pipeline. Transmit signals are generated, transmitted, received and digitized on a 18 x 12 cm? PCB prior to USB transfer
to a laptop/tablet. Different ultrasound transducers optimized for applications such as post-operative bladder monitoring
and muscle activity tracking have as well been developed.

Results

The system allows acquisition and USB transfer of 300 frames/s of channel data. The receive bandwidth ranges from
100 kHz to 10 MHz (50 MSPS, 12bit). For bladder monitoring, we developed a 3 MHz 1,2 A pitched 32 element phased
array probe. In phantom experiments, a depth dependent resolution between 300 and 2000 um was achieved. The system
was evaluated with respect to Al-powered bladder segmentation on 20 probands, showing a mean underestimation of the
bladder by 30% and less than 2% of tissue erroneously recognized as bladder. For muscle tracking, a bracelet with 32
single element 1 MHz transducers was developed and a custom software for acquisition of A-scan sequences has been
implemented.

Conclusion

A new flexible ultrasound research system usable in settings with high demands towards mobility has been developed.
Together with application-specific transducers, it can be very easily adapted for a wide range of mobile ultrasound appli-
cations. It has shown its potential for autonomous bladder monitoring and muscle activity tracking.
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Introduction

This paper presents the proof-of-concept study of an adaptor, allowing the combination of a gamma probe with ultrasound
(US) imaging, intending to improve the detectability of sentinel lymph nodes (SLNs).

Methods

The performance of the adaptor in US imaging, in terms of depth of penetration and distance accuracy, and gamma
scanning, in terms of sensitivity and spatial resolution, was investigated.

Results

We observed that the quality of the US imaging through the adaptor was promising and close to that of normal US imaging.
However, the performance of the gamma probe through the adaptor was fairly poor, necessitating the improvement in the
design of the adaptor for better gamma scanning.

Conclusion

This study shall provide a basis for the development of a handheld gamma-US scanner for interventional procedures and
small field-of-view (FOV) imaging in the future.

36



Investigation of Inertial Cavitation Induced by Modulated
Focused Ultrasound Stimuli

Benedikt George1, Ula Savsek?, Dagmar Fischer?, Helmut Ermert®, Stefan Rupitsch1

1University of Freiburg, Department of Microsystems Engineering - IMTEK, Laboratory for Electrical
Instrumentation, Freiburg, Germany

2University of Erlangen, Division of Pharmaceutical Technology, Erlangen, Germany

3University Hospital Erlangen, Department of Otorhinolaryngology, Section of Experimental Oncology and
Nanomedicine (SEON), Erlangen, Germany

Introduction

Drug delivery can be achieved by a variety of different approaches. In our case, local drug release (LDR) is supposed to
be triggered with a focused ultrasound stimulus via the effect of inertial cavitation (IC). In previous work, we typically
transmitted a monofrequency sinusoidal burst (MFB) signal to generate IC. In this study, additional frequency (FMB)
and amplitude modulated (AMB) ultrasound stimuli - within a harmless pressure range - are applied to investigate their
capability of generating inertial cavitation.

Methods

As known from IC investigations of drug delivery concepts, we also employ a passive cavitation detection (PCD) setup in
order to explore IC. For simulating realistic conditions, we utilize a flow through tissue-mimicking phantom representing
tissue of a thickness of 30 mm that contains a thin canal of 1 mm in diameter. IC is excited via various burst signals
by modulating the frequency and peak rarefaction pressure amplitude. At this point, one has to mention that we did not
exceed a maximum mechanical index MI = 1.9, which is approved by the FDA for diagnostic applications. Normally,
we use nanocapsules (NCs) for IC investigations, but this time, we employed a talcum-water mixture showing a similar
cavitation effect compared to the NCs. In order to prove the excitation of IC, we performed control measurements with
degassed, pure water.

Results

With respect to the modulated signals, the obtained results demonstrate that these also trigger IC, but no significant
improvement could be achieved. The cavitation activity was weakest for the AMP; MFB and FMB signals generate IC in
a similar range.

Conclusion

Since no significant improvement could be recognized, the MFB and AMB signals prove to be effective and most suitable.
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Abstract

Impedance cardiography (ICG) is a noninvasive method that helps to monitor many hemodynamic parameters such as
stroke volume, cardiac output. On the other hand, biomechanical stimulation (BMS) helps to improve the body’s health,
especially the muscles. The aim of this study is the measurement of non-invasive hemodynamic parameters during a BMS
to observe the changes of thim. In this study, the legs were biomechanically stimulated with a frequency of 12 Hz. Mean-
while, the impedance and continuous arterial blood pressure (CNAP) were measured. Several positions were taken. The
calf, sole of the foot, thigh and buttock were biomechanically stimulated as well as the monitoring of the hemodynamic
parameters in Rest before and after the BMS. Altogether more than 30 hemodynamic parameters are measured. The mean
stroke volume of the first subjects is 99.90 + 1.24 ml in Rest before stimulation and 99.76 4+ 1.59 ml in Rest after the
stimulation. The mean cardiac output is 7.96 £ 0.53 I/min in Rest before stimulation and 7.49 4 0.38 1/min after the
stimulation. Thus shows that the parameters differed before, during and after stimulation. In Addition, the Systolic blood
pressure (SBP), diastolic blood pressure (DBP), and mean arterial pressure (MAP) were reduced by about 6.82 %.
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Introduction

The declining number of physicians in rural areas is more and more affecting public medical services. Maintaining
the quality and the availability of care therefore becomes a crucial issue. At the same time, the average age of the
rural population is increasing, which means that more medical care is needed. These challenges could be addressed by
providing telemedicine support to existing physicians. The focus of this paper is especially the home monitoring of vital
data.

Methods

This paper describes a technical infrastructure for patients (and doctors) to measure their biomedical vital data themselves
and make it available to their physician by transferring the data to cloud servers. The patient uses commercially available
devices with Bluetooth connectivity and applies smartphone apps to check the data as well as to deliver it via gateway to
the cloud. The general practitioner can then assess and evaluate data for diagnoses using a web application with cloud
access.

Results

The approach is currently carried out in the project "DataHealth" which is located in Germany in Burbach in rural southern
Westphalia. The digital medical platform as shown in this paper was implemented allowing involvement of patients for
measuring vital signs. This considerably relieves doctors in their daily practice. Medical indications according to the
measuring devices are e.g. arterial hypertension, diabetes mellitus II, pneumonia, cardiac failures, and atrial fibrillation.
The patient group of two doctor’s offices in the village consists of more than 40 people.

Conclusion

This paper focuses the technical infrastructure and concentrates on software and hardware issues of the outlined project.
With this setting the authors contribute to an improvement of outpatient medical care quality through permanent health
monitoring and faster application of treatment process steps in diagnostics.
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Introduction

Long-term monitoring of vital signs (pO2, pCO2, ECG, ...) during neonatal ventilation is essential and must be ensured
continuously especially for neonates with meconium aspiration syndrome (MAS). Within the development of a new high-
frequency jet ventilator (HFJV), an approach was made to merge data from different diagnostic devices to combine them
to eventually optimize oxygenation indirectly by operating the HFJV. To overcome the problem of different time axes of
the devices, a user interface was developed that allows to start a data recording for all devices simultaneously to make it
comparable on a time axis.

Methods

To improve the treatment of MAS, the functions of the new device will be evaluated in an animal study. Two ventilators
(conventional and HFJV), a transcutaneous blood gas monitor and a vital signs monitor will be connected to 48 newborn
piglets. Each device is connected to the central monitoring unit, which contains the user interface and reads the data
from the serial ports. The recordings should run for 72 hours per piglet. The system time of the monitoring unit is
used as reference time for all recordings. The acquired data is stored in European Data Format, which is a validated and
well-established tool in sleep medicine.

Results

The user interface for central data acquisition has been developed. The next step is to acquire data from the animal study.
By pressing a single button on the user interface, data from the serial ports can be read simultaneously.

Conclusion

Time-synchronous data acquisition can improve the development of a new HFJV to provide the best possible oxygenation
for neonates. A direct comparison of diagnostic parameters from different devices will allow a better understanding of
the patients’ cardiorespiratory reaction to changing device input (e.g. altering ventilation). The results of the study are
intended to be transferred to human medicine.
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Introduction

There is no established procedure to objectively assess respiratory impairment in children with airway diseases. There is
a large diagnostic gap, especially during sleep. Polysomnography is reserved for certain indications due to the resource
requirements and can hardly be performed in a home setting. Our purpose is to develop a mobile and contactless audio-
visual monitoring system that enables the recording of essential respiratory parameters. The aim of the first sub-project
described here was the technical construction and clinical evaluation of a prototype for contactless recording of respiratory
rate during sleep.

Methods

The prototype, mounted next to the bed, uses a 3D-camera to detect the position of the child by sending and receiving a
laser signal and recording the excursions of the upper body. An evaluation of the respiratory rate detection was carried
out in a preclinical feasibility study using a ventilated toddler simulator around which a breathing belt was placed as a
reference. The data were recorded, analyzed and compared with the data from the breathing belt.

Results

In the preclinical study, it was evaluated that the respiratory patterns recognized by the prototype and the respiratory rates
derived from them at different frequencies and volume settings matched those of the simulator and the breathing belt in
almost all cases. Furthermore, various environmental conditions and interferences on the breathing pattern signal were
examined, and the system was found to be highly robust.

Conclusion

With the development of the prototype, we have succeeded in realizing a method for the contactless detection of breathing
patterns and respiratory rate, which has proven to be precise and robust on the basis of the preclinical study. Based on
this, a clinical feasibility study is now being carried out to evaluate the prototype under realistic conditions on patients in
a children’s sleep laboratory.
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Introduction

Contactless blood pressure monitoring displays a chance for detecting hypertension and increasing the awareness of
cardiovascular diseases. Camera-based methods show high potential for replacing inconvenient cuff-based technology.
Blood pressure estimation through pulse transit time and other parameters obtained from photoplethysmography (PPG)
signal present a promising alternative to conventional blood pressure measurement.

Methods

In this paper, recent approaches for contactless blood pressure monitoring were reviewed.

Results

All of the articles implemented systems based on PPG, whereas most of them used pulse transit time (PTT) as measuring
parameter.

Conclusion

The results are reviewed and summarized while pinpointing key challenges and discussing expectations for future re-
search.

43



Intelligent Garment based ECG Monitoring with Al support for
Elderly

Carsten Linti1, Sandra Blocher1, Robert Downesz, Martina Bandte®

"Deutsche Institute fiir Textil- und Faserforschung Denkendorf, Denkendorf, Germany
2Getemed Medizin- und Informationstechnik AG, Teltow, Germany
3Karl Conzelmann GmbH + Co. KG, Albstadt, Germany

Abstract

Smart underwear was designed to meet the demands of elderly people be monitored in outpatient environments. Especially
the demands of elderly women have been addressed, who have heart failure but who still want to live in their home.

The smart bra comprises textile embroidered electrodes and an ECG event recorder. The recorder transmits the data to
an attending physician if a trained artificial intelligence algorithm (AI) has discovered critical events in ECG signals. An
implemented convolutional neural network, which uses the wavelet transformation of the ECG as input and to determine
an interference index for this ECG signal is implemented. The Al was trained by 200 event recordings of 60 seconds.
The interference index of textile garment integrated electrode signals have been compared with adhesive electrodes as
reference.

The embroidered textile electrodes show comparable interference index compared to reference electrodes. The durability
of the electrodes in washing tests was more than 50 washes and is thus in the range of the durability of underwear.

The smart bra meets the needs of elderly women and can be part of new remote monitoring services such as e-consultation
or as a home-based follow-up to ensure seamless patient care after hospital or rehabilitation stays. Healthcare personnel
has better access to the patient s digital ECG data without direct consultation, independently of where the patient lives
and the patient can feel safer.
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Introduction

Gadolinium-containing formulations, the current gold standard as contrast agent in magnetic resonance imaging (MRI),
have been criticized for various depositions in the body, including the brain. That is why alternatives are being sought,
particularly in the area of contrast agents containing superparamagnetic iron oxide nanoparticles (SPION).

Methods

We developed such a system named SPIONP®*, a SPION variant coated with cross-linked dextran. First, this system
was compared with commercially available ferumoxytol and resovist concerning their toxicological particle profiles by
testing colloidal stability in blood, the oxidative stress and the cytotoxicity. These were supplemented by further im-
munological assays including thrombocyte activation, plasmacoagulation and in vitro complement activation. In order
to address concerns related to hypersensitivity reactions, we investigated complement activation-related pseudoallergy
(CARPA) reactions following intravenous administration in a porcine model. Subsequently, MRI imaging performance
was investigated in vitro as well as in vivo during liver imaging in mice.

Results

While on the cytotoxic level hardly any differences between the three particle types can be detected, the differences
on the immunological side are all the more pronounced. In in vitro studies, Resovist showed abnormalities in platelet
activation and, like ferumoxytol, an increase in plasma coagulation, albeit exploiting a different pathway. The most
dramatic difference is seen in the CARPA assay. Here, both ferumoxytol and resovist showed very pronounced CARPA
responses in the porcine model even at low concentrations (0.5 mg/kg bw). In contrast, SPIONP** did not elicit any
CARPA responses, even at ten times higher concentrations. In vitro, SPIONP®* was shown to have similar imaging
performance compared to Ferumoxytol and better compared to Resovist, but in vivo experiments indicate that SPIONP*
is excreted from the liver more rapidly.

Conclusion

Overall, our results indicate that SPIONP®* is an extremely biocompatible and non-immunogenic SPION-based system
that can lead to a more comfortable diagnostic treatment for the patients.

46



Dynamic bolus phantoms for the evaluation of the
spatio-temporal resolution of MPI scanners

Silvio Dutz', Anton Stang1, Lucas Wockel', Olaf Kosch?, Patrick Vogel3, Volker C. Behr®, Frank Wiekhorst?

Technische Universitat llmenau, Institut fir Biomedizinische Technik und Informatik, llmenau, Germany
2Physikalisch-Technische Bundesanstalt, Berlin, Germany
3University of Wirzburg, Department of Experimental Physics 5 (Biophysics), Wiirzburg, Germany

Introduction

For a consistent assessment of results obtained from different MPI scanners, reference objects with well-defined imaging
properties are mandatory. Mostly, static phantoms are realized for this purpose by filling a defined volume with a liquid
tracer of known MNP concentration. Since such phantoms do not offer the possibility to assess time dependent properties
of MPI signal acquisition and data analysis, we developed dynamic bolus phantoms, which provide movable liquid objects
of variable size, tracer concentration, and velocity.

Methods

The dynamic phantoms are based on segmented flow of cylindrically shaped liquid tracer boluses. A hydrophobic carrier
(silicon oil) is filled into a flexible tube system with different diameters, into which boluses of an aqueous MNP dispersion
(perimag) are added. Each single tracer bolus is separated within the carrier and can be moved accurately through the
tube system by pumping the hydrophobic carrier liquid. Different trajectories of the moving boluses were realized by
mounting the tube into different 3D-printed tube holders. The velocity of moving boluses was adjusted to be 1 cm/s
up to 40 cm/s, which represents realistic blood flow velocities within the body. The moving boluses were imaged by
two different MPI scanner types (MPI 25/20FF, Bruker BioSpin operated at Charité University Medicine and TWMPI
prototype V1, operated at Wiirzburg).

Results

Both scanners successfully imaged all moving boluses, showing an increasing blurring with increasing bolus velocity.
We found that the obtained temporal imaging resolution is determined by the dimensions of the bolusesas well as the
achievable spatial resolution.

Conclusion

We conclude, our phantoms are capable to assess the correlation of spatial and temporal resolution for moving objects of
different size and velocity and are suited to evaluate and compare the performance of different MPI scanner architectures
under different imaging parameters such as field modulation frequencies and acquisition times.
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Introduction

Undetected, asymptomatic brain aneurysms include the high risk of progressive expansion, followed by rupture, hemor-
rhage and finally death in approximately 80% of the cases. Therefore, imaging techniques to assess the state of aneurysms
are of high relevance. Magnetic Particle Imaging (MPI) is an ambitious biomedical imaging modality with high temporal
and spatial resolution that is capable to detect and quantify aneurysms using magnetic nanoparticles (MNP) as tracer.

Methods

By MPI, we studied the flow characteristics of MNP in a vessel structure phantom made by 3D silicon printing using
a preclinical MPI system (MPI 25/20 FF, Bruker Biospin, GER) equipped with an additional gradiometric receive-only
coil. The vessel structure phantom contains straight and curved sections as well as an aneurysm and was created using
medical imaging data. In some measurements, the phantom was additionally used with a flow diverter stent inside the
aneurysm. To provide different flow rates, the vascular phantom was connected to a syringe pump (LA-800, Landgraf
Laborsysteme HLL, GER). For the experiments, the syringe, tubing and phantom were filled with either destilled deionised
water (ddH20) or a glycerine-water mixture (59.1% glycerine, 40.9% ddH20) to mimic the viscosity of blood. During
the MPI data acquisition an MNP bolus of 100 uL Perimag (Micromod, GER) at an iron concentration ¢(Fe)= 50 mmol/L
was administered into the tube at the entry of the vascular phantom and pumped through it at different flow rates from 1
or 3 mL/min.

Results

By MPI, we were able to visualise the dynamics of transport and residence of the MNP in the different parts of the vessel
structure phantom.

Conclusion

Our results provide valuable information about the capability and success perspective of MPI imaging of vessel structures
and detection and quantification of aneurysms for future in vivo applications.
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Abstract

Magnetic nanoparticles are very useful in biomedical applications, where they are employed in both diagnosis and ther-
apy. To improve the performance of these applications, the particle properties need to be precisely characterized. All
magnetic characterization methods have the disadvantage that they require the application of an external field to measure
the magnetic response of the particles, which may change the magnetic state of the particles. The method of Thermal
Noise Magnetometry (TNM) has been developed to characterize magnetic nanoparticle ensembles without any use of an
external magnetic excitation[1]. The total switching rate of the thermal fluctuations on the magnetic signal of the sample
depend on the physical and chemical properties of the particles. The characteristics of the nanoparticle ensemble thus
greatly influences the magnetization dynamics, which can be mapped by measuring its thermal noise.

Until now, TNM measurements have been performed with SQUID sensors because of the small signals in the {T range [2].
Optically Pumped Magnetometers (OPMs) offer an alternative sensor system attractive for TNM. In this contribution, we
present a tabletop TNM setup working with commercially available OPMs (QuSpin Gen-2 Zero-Field Magnetometers) in
a laboratory magnetic shielding (Twinleaf MS-2).

Since our spectral measure is phase insensitive, we are able to use the OPMs above their bandwidth specified by the
manufacturer by compensating for their frequency response profile in the power spectrum. The noise spectrum of a
Resovist sample was measured in the OPM setup and compared with one measured in an in-house developed SQUID
system. As is visible in the figure, we find a very good agreement. This means that the usage of the OPM setup is validated
and that the OPM setup with high accessibility complements the SQUID setup with high sensitivity and bandwidth,
thereby expanding the field of TNM to possible other magnetic noise related applications.
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Introduction

Magnetic Particle Imaging (MPI) has become a promising tomographic method for multiple applications in biology,
chemistry, medicine and physics, in in particular for cardiovascular medicine as an applicable radiation-free option for
endovascular interventions supporting the common x-ray standard (digital subtraction angiography - DSA).

In this abstract, a first dedicated concept for a human-sized MPI scanner based on the Traveling Wave approach is pre-
sented, which is specifically designed to meet the requirements for cardiovascular interventions such as percutaneous
transluminal angioplasty (PTA) and stenting.

Methods

The aim of the interventional MPI scanner (iMPI) is to provide a radiation-free system comparable to the clinical gold-
standard DSA. This requires spatial resolution in the range of millimeters, high temporal resolution, near real-time visual-
ization, and an open design that provides a comfortable and flexible environment for patients and medical staff, as well as
sufficient space for interventional instrumentation and its operation. Additionally, the open design allows for simultaneous
conventional DSA, which is especially important in the trial and testing phase.

To provide a sufficient magnetic field gradient, which is required for a high spatial resolution in MPI, a novel hardware ap-
proach is used to generate and move dynamically a field-free line (FFL) within a specific region along specific trajectories.
The result is projection display comparable to DSA, e.g., of vascular structures and stent positioning.

Results

To guarantee a strong magnetic field gradient of about 0.7 T/m, currents of about 200 Ampere driving the main electro-
magnets are required. This results in a power dissipation of about 50-60 Kilowatts in continuous mode, which requires a
sophisticated cooling management. The figure shows the first prototype of the iMPI system.

Conclusion

A first human-sized projection MPI scanner for interventional treatment of human-sized legs has been designed and built
providing promising results to pave the way to clinical routine.
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Introduction

Magnetic nanoparticles~(MNP) enable exciting biomedical applications, e.g. magnetic hyperthermia. Quantitative imag-
ing of MNP distributions is required for treatment planning and monitoring. MNP can be quantified by magnetorelaxom-
etry (MRX), where the MNP’s relaxation after previous magnetization is measured. Spatial information can be obtained
by repeating the MRX procedure with different (inhomogeneous) magnetization fields and solving an ill-posed inverse
problem. This so-called magnetorelaxometry imaging~(MRXI) has been successfully demonstrated with superconduct-
ing magnetometers~(SQUID) and optically pumped magnetometers~(OPM), e.g. for flat rabbit-sized regions of interest.
Here, we theoretically and experimentally investigate and demonstrate the feasibility of upscaling MRXI to a human head
sized setup.

Methods

Our setup is composed of 25 dual axis OPM from QuSpin and 72 excitation coils, which are mounted on a 3D-printed
helmet. We exploit the possibility of flexible OPM sensor positioning and the combination of small and large magneti-
zation coils for targeted magnetization for both superficial and deep regions possibly containing MNP. The phantom was
a 3D-printed head, containing cubes of immobilized Berlin Heart MNP with an iron concentration of 3.7 mg/cm?;. The
setup was operated within a passively and actively magnetically shielded room~(Ak3b) at PTB Berlin.

Results

Preliminary reconstruction results demonstrate, that our OPM-MRXI setup allows for detecting point-like MNP located
near the surface and/or at deeper brain regions with centimeter scale resolution. Like expected from our simulations, the
eight large coils already allow for a coarse reconstruction of the MNP distribution. The sparse relaxation signal from the
64 small coils allows for improved reconstruction results for near-surface located MNP.

Conclusion

The proof of principle upscaling of MRXI to a human-head-sized region of interest was successfully demonstrated. Cur-
rent work focuses on characterizing our setup.
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Introduction

Magnetorelaxometry imaging (MRXI) enables the noninvasive quantitative detection of magnetic nanoparticles (MNPs).
The state-of-the-art imaging process involves solving the inverse problem of the MRXI forward model, describing the
MNP behaviour through simplified linear magnetic susceptibility. This model holds for weak magnetic excitation fields
and small fields of view (FOVs) (<10 cm in diameter). However, larger FOVs (e.g., torso size) require larger excitation
fields to adequately magnetize them which drives areas close to the electromagnetic coils into the nonlinear magnetization
regime, thereby deteriorating MRXI results based on a linear model. Thus, we formulate a realistic nonlinear MRXI
forward model. Furthermore, we exploit the introduced nonlinearity by using different magnetic field strengths, enabling
more accurate imaging results than the standard approach.

Methods

The nonlinear model is tuned using real measurement data from MNPs magnetized with different magnetic field strengths.
The proposed approach is tested in simulations on a 40x20x30 c¢m3; torso-shaped volume (3 ¢cm voxel side length),
using four large excitation coils and eight optical magnetic gradiometers (OMGs). MNP phantoms with 3.7 mgFe/ml
MNP concentrations are reconstructed using the standard and the proposed approaches. Realistic model errors regarding
FOV discretization and coil/sensor positioning and measurement noise (0.2 pT/rHz, appropriate for Twinleaf OMGs) are
considered, yielding adequate MRXI signal-to-noise ratios of approximately 20 dB.

Results

All reconstructions produced by the nonlinear approach are up to 60% more accurate due to the nonlinear spatial encoding
scheme. Specifically, this is useful since large coils (required for strong magnetization) hamper good spatial FOV encoding
due to their more homogeneous magnetic fields compared to smaller coils. The proposed approach counteracts this
disadvantage to some degree.

Conclusion

Combining the nonlinear MRXI model and the proposed spatial encoding scheme consistently outperforms the state-of-
the-art MRXT approach throughout all simulations. These theoretical findings are currently being validated in experiments.
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Introduction

Magnetic particle imaging (MPI) is an emerging quantitative imaging technology visualizing the 3D distribution of MNP,
in vivo. However, since MPI signal is generated by MNP only, the surrounding tissue cannot be imaged directly. There-
fore, complementary imaging techniques, such as magnetic resonance imaging (MRI), are used to provide anatomical
information. For experiment planning and quality assurance, multimodal phantoms are required that serve both imaging
modalities simultaneously. Unfortunately, neither conventional MPI nor MRI phantoms are compatible for imaging with
the other modality.

Methods

In this work, we present the development of a multimodal phantom using additive manufacturing (AM) and address
the challenges in selecting appropriate materials for the fabrication of MPI/MRI phantoms. Physical parameters of six
commercially available materials for AM were evaluated, including absorption (of MPI-tracer), shore hardness, aging, and
printing accuracy. Time-domain Nuclear Magnetic Resonance (TD-NMR) was used to analyse the MRI performance of
these materials. The materials were checked for potential magnetic contaminations and unwanted MPI tracer absorption
by magnetic particle spectroscopy (MPS, i.e., 0-dimensional MPI).

Results

Of all investigated materials, silicone exhibited the best properties with a sufficient MR-signal performance (T2=26 ms,
T1=397 ms) and the lowest absorption of MPI-tracer at the interface of AM materials (900 ng(Fe)/cm2). From this, a
phantom consisting of MR-visible silicon material (BioTec, Dreve) was designed and fabricated by AM (i30+, Rapid-
shape) that contained cavities filled with an MPI-visible tracer (Synomag, Micromod Partikeltechnologie GmbH). The
multimodal phantom was successfully imaged with MPI (preclinical MPI scanner, Bruker) and MRI (1T ICON, Bruker).

Conclusion

AM of silicone components that are MRI visible and compatible with MPI tracers enable flexible fabrication of MPI/MRI
phantoms. In the future, composites made of silicone with embedded MNP will be developed that can be processed
in multi-material AM systems. This would enable the fabrication of multimodal silicone phantoms with controllable
magnetic properties within one single AM system.
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Introduction

Magnetic particle imaging (MPI) is a promising imaging technique determining the 3D distribution of magnetic nanopar-
ticles (MNP). The capability of MPI cell tracking labeled with MNP, has successfully been shown. [1] The cell uptake is
impacted by the selection of the MNP system (coating, size, zetapotential) and the type of biological medium. Presently,
there is no magnetic quality control of cell labeling available including these aspects. Here, we will present a magnetic
quality control procedure of MPI cell labeling.

Methods

The magnetic quality control procedure of MPI cell labeling will be presented by THP-1 cells labelled by two MNP
systems Synomag and Synomag-D (Micromod, GER) in different biological media (e.g. Phosphate buffered saline (PBS),
bovine serum albumin (BSA)). The basic characterization of the MNP is performed magnetically by magnetic particle
spectroscopy (MPS-Bruker) and DC magnetometry (MPMS-XL-Quantum Design). In addition, the MNP are structurally
characterized using small angle light scattering (SAXS-Anton Paar), dynamic light scattering (DLS-Malvern), asymmetric
and centrifugal field flow fractionation (AF4, CF3-Postnova). The cell tracking takes place during magnetic particle
imaging (MPI-Bruker). For this first MPI applicationand reconstruction of the loaded cells, five different system functions
(SF) were recorded (Synomag liquid in water (c(Fe)=50 mmol/L), Synomag liquid in PBS (c(Fe)=50 mmol/L), Synomag
freeze-dried (c(Fe)=50 mmol/L) and loaded cells (0.5 pg/cell and 15 pg/cell)).

Results

The magnetic quality control procedure of MPI cell labeling consists of three phases. First, we perform a magnetic and
structural characterization of different MNP systems in the presence of biological media which often directly change their
magnetic behavior. To this end, advanced separation techniques will be used to identify MNP-media-interaction. [2] As a
result, PBS should be used as the medium for THP-1 cells in order to avoid/reduce aggregation already before cell uptake.
Media like FCS causes strong aggregation between MNP and biological media and should be avoided.

In the second phase, signal changes during and after cell contact are quantified by magnetic measurements using MPS.
From this THP-1 cells should be washed two times to reduce aggregations, also the iron volume and the incubation time
should be sufficiently high (1 million THP-1 cells Vgg= 1000 uL, minimum t;,; = 10 min) so that the cells can be highly
loaded (~10 pg/cell).

Finally, in the third step, the success perspective of MPI cell tracking for the selected MNP and media is estimated by
analyzing of signal changes and resolution during and after cell uptake. Different loading states (m(Fe)= 0.1 to 10 pg/cell)
were measured first at MPS and then at MPI. The five different SF are used for the reconstruction of the MPI-images. The
SF with liquid Synomag shows a good reconstruction but does not reflect the condition of loaded cells.

Conclusion

The loaded cells were successfully quantified at the MPI. The selection of the system function (SF) is a key factor in the
MPI reconstruction. Future studies will include the selection of an appropriate reference for loaded cells for measurement
of the system function that ensures reliable MPI reconstruction.
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Introduction

Magnetic nanoparticles (MNP) embedded in biodegradable fiber-based scaffolds can be used as sensors to non-invasively
quantify the degradation state of the scaffold with magnetic resonance imaging (MRI). For a precise quantification of the
degradation state, the influence of immobilized and agglomerated MNP in the scaffold material on the MRI signal must
be considered. In this work, such influence is investigated.

Methods

Four polylactic-co-glycolic (PLGA) fibers with different diameters in the range of 120-300 um each with up to 1 wt%
MNP were melt-spun. Various degradation states were realized by exposing the fibers to both physiological and ac-
celerated flow conditions using a self-designed test bench. The MNP inside the fibers were investigated via transmission
electron microscopy. The fibers were measured with a T2 weighted sequence using a clinical 3 T MRI scanner. Model sys-
tems of MNP with different sizes and agglomeration states were embedded in ferrohydrogels mimicking the MNP states
in the fiber to investigate their impact on MNP relaxivity. The local iron concentration was quantified with relaxometry
measurements taking into account MNP immobilization and agglomeration.

Results

The degradation-induced changes, e.g. MNP concentration as well as their agglomeration and immobilization state,
clearly influence T2 and T2* relaxation times of protons diffusing in the surroundings of the fibers. Relaxivity maps in the
vicinity of the fibers show that the area of signal loss first increases and then decreases with higher fiber degradation sates.
The relaxivities of the ferrohydrogels depend on MNP size and agglomeration state as well as on MNP immobilization.
Taking into account these relaxivities for specific MNP degradation states, it was possible to precisely determine iron
concentrations up to 0.2 mM.

Conclusion
The results demonstrate the feasibility of quantitative imaging of the degradation states of biodegradable fibers with MRI.
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Introduction

Nanoparticles tend to agglomerate following their in vivo or in vitro application. This leads to particle interaction and, for
magnetic particle imaging (MPI) tracers, to magnetic coupling phenomena.

Methods

Here, we investigate these effects and their influence on magnetic particle spectroscopy (MPS) and MPI signal stability.
Highly magnetic flame-made Zn-ferrites with controlled interparticle distance are suggested as a stable MPI tracer system.

Results

Due to their pre-aggregated morphology, additional agglomeration does not substantially alter their magnetic response.
This is in strong contrast to frequently investigated polymer-coated iron oxide nanoparticles, which show a massive MPS
signal loss in a biologically relevant dispersion medium compared to water. This effect is also shown during MPI and
renders these tracers inapplicable to further applications.

Conclusion

Our flame-made Zn-ferrites, on the other hand, show sufficient signal stability, which allows their detailed quantification
via MPIL.
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Introduction

Magnetic Particle Imaging (MPI) is a promising imaging modality for direct visualization of superparamagnetic iron
oxide nanoparticles (SPIONs). It relies on the nonlinear magnetization response of SPIONs on time-varying magnetic
fields. For imaging and determining the SPION distribution, a strong gradient is steered through the field of view scanning
the entire volume successively. Most MPI scanners are using electrical coils for the generation of fast-moving gradient
fields, which requires sophisticated filter designs to reach a higher signal-to-noise ratio because of noise coming from the
electrical equipment.

Alternative MPI scanner concepts using permanent magnets, such as Halbach rings, to generate strong gradients without
the need of electrical power but with massive restrictions in flexibility.

In this abstract, a novel approach for MPI scanners using mechanically rotating Halbach rings is shown.

Methods

For a mechanical TWMPI scanner, two coaxial Halbach rings performing a synchronous vortex ring rotation with fre-
quency f1 generating a field free point (FFP) moving along the symmetry axis of the scanner (Fig.1top).

Two additional Halbach rings with k=1 configuration, which counter-rotate along the z-axis with frequencies 2 and f3,
are utilized to move the FFP along a spiral trajectory through the FOV (Fig.1bottom).

Results

A fully mechanically driven Traveling Wave MPI scanner approach covering a full 3D volume has been designed and
built. Building all gradients of the MPI system from permanent magnets allow for high gradient fields combined with low
energy consumption. In initial experiments the feasibility could be demonstrated.
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Top: The time series shows the rotation of the Halbach rings at different times points with the direction of each magnet
(red arrows) and the FFP position (blue). Bottom left: cut through the rings generating the traveling FFPs along the
symmetry axis. Bottom right: additional Halbach rings rotating around the z-axis steer the FFPs along a spiral trajectory.
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Introduction

Magnetic nanoparticles (MNPs) display a magnificent potential in cancer therapy such as hyperthermia and drug delivery.
To improve therapy efficiency, it is necessary to quantify MNP distribution in the body before and after therapy. Mag-
netorelaxometry imaging (MRXI) is a noninvasive imaging modality providing this information. MRX is based on the
measurement of the decaying net magnetic moment from an MNP ensemble. The MRX setup consists of: (1) the arrays
of excitation coils to produce inhomogeneous magnetic field and aligning the MNP moments to the external field and (2)
a very sensitive magnetometer to measure the decaying of the magnetic moment.

Methods

As a primary representative model for MRXI in humans, we positioned a head phantom simulating a glioblastoma multi-
forme (GBM) tumor. We developed a reference head phantom and measured MRXI using the 304-channel SQUID system
with 55 excitation coils for magnetizing the MNP mimicking a GBM tumor of 12 cm3 volume (constituted 1 cm?; cubes
of EMG MNPs, iron concentration of 12 mg/ml and 20 mg/ml) (Figure 1).

Results

We report on our evaluation of the sensitivity of the MRXI when we placed the sample holder, filled with cubes of MNP,
in different parts of the head (e.g., frontal, middle, and back part).

Conclusion

In this work, we want to empower our MRXI, which initially was developed for animal models, to provide the technology
and structure required to establish MRXI for monitoring of MNPs in human cancer therapies.

| S
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Figure 1: MRXI Setup for head phantom in different parts of the head.
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Introduction

Polymeric magnetic microspheres (MMS) can be used for several medical and biotechnological applications, like drug
delivery, hyperthermia or immunomagnetic separation. Depending on the application of interest, the MMS need to match
specific requirements regarding their size, magnetic properties and antigen binding capacity. Therefore, we are working
on size-controlled PLGA and PLA-MS with oleic acid coated MNP and conjugated antibodies.

Methods

Microspheres were produced by an emulsion-evaporation method, where an oil phase containing polymer, MNP and
drug is homogenized in an aqueous PVA phase. The solvent evaporates out of the droplets and hardenend MS result.
Synthesis parameters were varied to study the tunability of MS size. For incorporating hydrophobic MNP into the MMS,
we established an oleic acid coating, characterizing resulting particles with VSM, DLS and TGA. Distribution of oleic
acid coated MNP in MMS was investigated with SEM on focused ion beam cross-sections of MMS and VSM. Antibody
conjugation was evaluated using click chemistry and the biotin-avidin adsorption mechanism. Release of Camptothecin
out of MMS by magnetic heating to 43 °C compared to 37 °C was investigated.

Results

We found the MS size to depend mainly on homogenization speed and method (mechanical or ultrasonic) and PVA
concentration, leading to diameters between 0.5 and 6 um. Oleic acid coating enables monodisperse particles in organic
solvents with a mean diameter of 190 nm, PDI of 0.12 and approx. 8 wt% oleic acid. MNP are distributed homogenously
throughout the spheres while maintaining a spherical shape with MNP concentrations up to 33 wt%. Antibodies were
immobilized on PLA microspheres, confirmed by optical measurements (ELISA). Drug release was increased by 30%
with magnetic heating compared to passive release at body temperature.

Conclusion

We developed a toolbox of MMS that can be adapted to several applications by tuning their size, incorporating magnetic
nanoparticles and conjugating antibodies to their surface.
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Introduction

The application of nanomaterials in a medical context is rapidly progressing. There is still the necessity to understand
the interaction between nanomaterials and the human body in more detail, especially at cellular barriers. Since clinical
trials on pregnant women are difficult to perform, physiologically appropriate models of the human placenta to study
nanoparticle-placenta interactions in vitro are needed..

The aim of our investigations is to gain a better understanding of the interactions of magnetic nanoparticles (MNP), with
the blood-placenta barrier [1]. In the present study, we investigated whether the fusion of cytotrophoblasts to syncytiotro-
phoblasts affects MNP passage through the barrier.

Methods

The in vitro BPB was established in a microfluidic chip by using the cytotrophoblast cell line BeWo on the apical (ma-
ternal) side and human primary placental pericytes on the basolateral (fetal) side. Differentiation of the BeWo cells was
induced by a 24h-incubation with 20 uM forskolin. The morphological changes were confirmed by fluorescence mi-
croscopy (ZO-1) and qPCR (LGALS13, ZO-1). Citrate-coated MNP (hydrodynamic diameter 116 nm, z-potential -35
mV) were applied for 24 h. For quantification of the MNP content magnetic particle spectroscopy (MPS) was performed.
Cytokine release was measured with the LEGENDplex human inflammation assay.

Results

After forskolin and MNP incubation the MNP distribution in the apical and basolateral compartment as well as in the cell
layer was determined by MPS. The penetration rate of MNP was not affected by the formation of syncytiotrophoblasts. In
the basolateral compartment, no significant difference in MNP content was measured between the untreated setting (2.3%
=+ 2.0%) and after cytotrophoblast fusion induced by forskolin (2.4% =+ 1.6%). The IL-6 release is enhanced 2-fold after
forskolin and MNP treatment.

Conclusion
We demonstrate that MNPs pass a cytotrophoblastic cell layer as well as a syncytiotrophoblast.
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Introduction

Biogenic nanoparticles are an intriguing example for a biomineralization process. Magnetotactic bacteria are capable of
synthesizing magnetosomes, single-domain magnetite nanocrystals that are enveloped by a biological membrane. Strict
genetic control on each step of biomineralization generates nanoparticles with extraordinary properties such as high crys-
tallinity, strong magnetization and uniform shape and size. Moreover, the magnetosome membrane is accessible to genetic
engineering, enabling the selective and highly controlled functionalization of the magnetosome surface with reactive moi-
eties. Due to these characteristics, bacterial magnetosomes have the potential to yield promising agents for (bio)medical
applications in diagnosis as well as magnetic imaging techniques or as drug carriers.!!

Methods

In order to comprehensively evaluate the biocompatibility of isolated magnetosomes when administered to mammalian
cells (cancer cell lines or primary cells), different cytotoxicity assays such as the PrestoBlue and SYTOX assay were
performed. Furthermore, using microscopic and magnetic separation techniques, we in-depth assessed magnetosome -
cell interactions.

Results

For the magnetosome-treated cell lines FaDu, BeWo, HCC78 and hPC-PL, concentration-dependent effects on cell via-
bility were observed; however, we could demonstrate that even the highest tested particle concentration of ~400 ug mL!
can be considered biocompatible. During incubation, the particles were internalized and accumulated in endolysosomal
vesicles close to the nucleus. Remarkably, even upon short-term incubation magnetosomes - cell interactions were strong
enough to allow for magnetic cell sorting, with ~60% of the treated FaDu cells being magnetically separated.!”!

Conclusion

In order to enhance these interactions and to address distinct cancer cell types, synthetic biology techniques are used
for magnetosome display of specific anticancer peptides. Thereby we will generate a set of multifunctional magnetic
nanoparticles that provide a flexible “tool” with potential in e.g. the targeting of circulating tumor cells.

References
[1] Vargas G., et al. Molecules 2018, 23, 2438
[2] Mickoleit F., et al. Nanoscale Adv. 2021, 3, 3799

62



Large single domain iron oxide nanoparticles as thermal
markers for lateral flow assays

Diana Zahn', Joachim Landers?, Juliana Buchwald', Marco Diegel3, Soma Salamon?, Robert Miiller®, Moritz
Kohler*, Gernot Ecke®, Heiko Wende?, Silvio Dutz®

nstitut fiir Biomedizinische Technik und Informatik, TU lImenau, limenau, Germany
2Fakultat fiir Physik und CENIDE, Universitat Duisburg-Essen, Duisburg, Germany
3eibniz Institut fiir photonische Technologien, Jena, Germany

4Jena Center for Soft Matter, Friedrich-Schiller-Universitat Jena, Jena, Germany
SInstitut fiir Mikro- und Nanoelektronik, TU limenau, limenau, Germany
6Technische Universitat llmenau, BMTI, limenau, Germany

Introduction

Using magnetic nanoparticles for extracorporeal heating applications, i.e. as thermal instead of colorimetric markers for
lateral flow assays, enables the use of large external magnetic field amplitudes, since the restrictions concerning the field
strength for patient safety don’t apply, and particles with larger coercivities can be used. Therefore, we investigate the
synthesis of large single domain particles with increased coercivity.

Methods

Particles were synthesized using the green rust method under oxygen free conditions at various synthesis temperatures be-
tween 5 and 85 °C. Particles were characterized using transmission electron microscopy (TEM), X-ray diffraction (XRD),
Auger electron spectroscopy (AES), vibrating sample magnetometry (VSM), Mdssbauer spectroscopy and calorimetric
measurements for SAR evaluation.

Results

Particles show increasing mean sizes by XRD with increasing synthesis temperatures, ranging from 30 to 65 nm and at the
same time increasing coercivity from 6 to 15 kA/m. For synthesis temperatures between 15 to 35 °C, high magnetization
values around 85 Am2/kg are obtained, whereas for temperatures above 45 °C, MS decreases, indicating the formation of
a non- or weak magnetic phase apart from magnetite/maghemite. This parasitic phase was also confirmed by Mdossbauer
spectroscopy, showing an additional subspectrum for those samples indicating an antiferromagnetic Fe3+ bearing mate-
rial. AES measurements confirmed the presence of Na in the sample synthesized at 75 °C whereas only Fe and O was
found in the 35 °C sample. SAR measurements (H = 55 kA/m; f = 290 kHz) of immobilized particles showed promising
values up to 600 W/g, while again samples synthesized above 45 °C showed lower SAR values due to their lower MS.

Conclusion

Our LSDP are promising candidates for heating applications due to their high HC and MS for synthesis temperatures
below 45 °C. In ongoing work, we are investigating the parasitic non-magnetic phase in more detail and evaluate strategies
to prevent its formation.
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Introduction

The sensitive and specific detection of nucleic acids such as cell-free DNA, microRNA, and pathogen RNA/DNA has
gained enormous attention in the past few years due to their potential as disease biomarkers. Most relevantly, the ongoing
COVID-19 pandemic strongly demonstrates the need for quick and reliable viral diagnostics. Magnetic nanoparticles
(MNPs) with their unique magnetic properties open new opportunities in realizing fast and quantitative immunoassays.
Binding of MNPs to analytes increases their hydrodynamic sizes, slowing down the magnetization relaxation process,
which can be detected using Magnetic Particle Spectroscopy (MPS) [1]. Despite all technological advancements in
instrumentation, the design of nanosensors and detection concepts is still in its infancy stage. For magnetic immunoassays
to compete with other detection platforms, new detection schemes needed to be developed.

Methods

Here we combine novel DNA nanotechnology concepts and magnetic methods to establish specific and sensitive diag-
nostic tools for the detection of SARS-CoV-2 specific sequences. Our first assays are based on cross-linking MNPs with
polystyrene beads upon adding the single-stranded (ss) target DNA, which changes the particle magnetic relaxation, be-
ing registered in the MPS harmonics spectrum (Fig. 1A). In our second approach, we exploit the toehold-mediated DNA
strand displacement (TM-DSD) reaction for disassembly-based immunoassays. Therefore, we first tether DNA-MNPs
into clusters by adding complimentary ssSDNA that possesses unbound nucleotides, known as the toehold. A complimen-
tary target sequence initiates branch migration, disassembling the clusters (Fig. 1B).

Results

Target DNA can be detected in a concentration-dependent manner with a limit of detection of 280 pM (Fig. 1A). Fur-
thermore, we observe the disintegration of nanoclusters into single MNPs via TM-DSD upon adding target sequence,
evidenced by magnetic susceptibility measurement (Fig. 1C).

Conclusion

We have shown that magnetic immunoassays provide rapid and quantitative results. Moreover, TM-DSD allows to design
complex assay structures for high-sensitivity assays.
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Introduction

Magnetic nanoparticles are increasingly employed in biomedical applications such as disease detection and tumor treat-
ment. To ensure a safe and efficient operation of these applications, a complete understanding of the particle dynamics is
required. In this talk, I will present the results of two simulation studies in which we model the particles magnetization
(and in one case also the rotational) dynamics.

Methods

Firstly, a magnetic characterization technique is presented in which the particles are excited by specific pulsed time-
varying magnetic fields. Secondly, building on previous theoretical work, we present an equation to estimate the heat
dissipation of individual, interacting particles at nonzero temperature that perform both field-induced and thermal switch-
ing. After validating this equation, we investigate a system of interacting particles with different anisotropies.

Results

We show that we can selectively excite nanoparticles of a given size so that the resulting measurement gives direct
information on the size distribution without the need for any a priori assumptions or complex postprocessing procedures to
decompose the measurement signal, which contrasts state-of-the-art magnetic characterization techniques. Next, we show
that the generated heat becomes more homogeneously distributed at larger fields. We believe that this homogenization of
the particle heating will help to achieve a more homogenized heating of tumours during hyperthermia treatments.

Conclusion

Our results open up possibilities to selectively excite certain particle types opens up perspectives in “multicolor” particle
imaging, where different particle types need to be imaged independently within one sample. Furthermore, the use of the
proposed equation would simplify the selection process of optimum nanoparticle distributions leading to optimal tumour
heating.
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Introduction

Realistic vascular tumor models are essential for in-silico or in-vitro investigations, e. g. in biosensing and drug delivery
applications. For the development of such models, immunhistochemically stained tumor slices delineating the vessel
walls are used. However, the preparation of such slices (e.g. slicing, staining, deposition of glass slides etc.) for the
digital registration leads to misalignment artifacts. To counteract those artifacts, advanced image registration algorithms
are necessary to re-align the slices. Here, we present the registration and reconstruction of a vessel network from a stack
of tumor slices.

Methods

The developed registration algorithm proceeds in two steps. First, contiguous images were incrementally pre-aligned
using feature- and area-based transformations and second, using the previous transformations, all serial images were
registered at once. All computations were performed on the RWTH computation cluster and are designed highly paral-
lelizable. Using image segmentation, vascular structures were identified in each image. Contiguous images were used as
reference to be robust against noise and tissue ruptures. A combination of intensity and color-based thresholds along with
heuristic analysis was used for the construction of binary images indicating vascular structures. Stacking binary images
and interpolating between slices yielded the 3D model.

Results

The reconstructed model shows distinct vessels and their pathways within the tumor. The vessels have a rather straight
trajectory. This effect is attributed to the fact that only a small part of a tumor (425 um) was reconstructed. In areas of
high structural density, a delineation of vessel structures was difficult.

Conclusion

The presented work shows promising results towards the reconstruction of a realistic model of a tumor from immunhis-
tochemically stained tissue slices. For further optimization of the reconstruction algorithm, more image data as well as a
more robust segmentation is needed. Using higher-resolution images and incorporating machine learning techniques will
increase the segmentation algorithm’s ability to differentiate between close-distance vascular structures.
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Introduction

Clinical studies using magnetic nanoparticles must meet strict safety regulations that require knowledge and control of
the particles[1]. Because the behaviour of nanoparticle aggregates are different from their unclustered counterparts, one
of the challenges in magnetic hyperthermia is controlling the heat generated by nanoparticle clusters.

In silico approaches are often used to optimize treatment parameters, but these suffer from the drawback that methods
that account for single particle dynamics are not capable of simulating the large number of particles used in therapy,
whereas simulations at large scales require the use of effective parameters that are difficult to assess to correctly estimate
the heating.

Our work closes the gap between both approaches by studying the heating of nanoparticle clusters, as found in biological
tissues[3], allowing to translate results from small clusters to practical cases. Building on our previous work[4], we
simulate magnetic nanoparticle clusters with different shapes and sizes.

Results

Our results suggest that starting from relatively small clusters of about 25 particles, the heat released per particle tends to
converge to a value which depends on the shape of the clusters, where those clusters that are more elongated release more
heat than the compact ones.

Conclusion

This work shows that it is possible to predict the outcome of large clusters of particles of any shape based on a simu-
lation of a moderately sized cluster with the same geometrical and magnetic parameters. Our results can complement
ongoing projects[4] to perform multi-scale simulations that to make accurate estimates of the heat released by magnetic
nanoparticles during magnetic hyperthermia, leading to the optimization of the treatment.
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Abstract

In this work, superparamagnetic iron oxide nanoparticles were synthesized using an alkaline coprecipitation. Two different
bases (NaOH and NH3) were used. Furthermore, the influence of temperature on the properties of the products was
investigated. Three different Dextran derivates were used as shell material for the syntheses. The products of the different
syntheses were investigated by Magnetic Particle Spectroscopy (MPS) and Photon Correlation Spectroscopy (PCS). The
magnetic properties and the hydrodynamic diameter were used as quality criteria of the produced SPIONs. The results of
this studies were evaluated and carefully compared.

Precipitation of iron salts (FeCl, und FeCls) in the presence of the coating material (Dextran with MW 20.000, 70.000
and Carboxymethyldextran) with a base (NH3 or NaOH). molar ratio, the amount of coating material and the volumes of
the bases used at the same concentration were used for the different syntheses. By using ammonia as a base, the pH value
is increased slowly, which also has a positive effect on the controlled particle growth. However, the influence of the base
also depends strongly on the coating material. With Dextran T70, larger particles are obtained with NH3 than with NaOH
In the study presented here, it was shown that the core diameter of the SPIONs produced is approximately constant even
when different dextrans are used if the reaction conditions are maintained. Care was taken to ensure that the base drop-in
time, the nucleation and crystallisation phases and the temperatures of the different reaction phases were the same. With
the chosen parameters, SPIONs with a core diameter of 15-16 nm could always be obtained. However, if you use CMD
instead of dextran, you get significantly different core diameters. This may be due to the changed structure of CMD due
to the carboxymethly group.
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Introduction

For optimized application of magnetic nanoparticles (MNP) in biomedicine, such as in hyperthermia tumor therapy and
medical imaging, MNP with tailored properties (e.g. narrow size distribution, high magnetization, biocompatibility) and
at large scale are necessary. Continuous manufacturing processes are reliable and scalable compared to batch processes,
which have high technical variability and low throughput production. In this study, a versatile, reliable and scalable mil-
lifluidic continuous manufacturing process is presented and the role of kinetic factors for the synthesis on MNP properties
is studied.

Methods

For the production of MNP with specific properties (core size diameter, hydrodynamic diameter, magnetization), a mil-
lifluidic and continuous synthesis setup was built. This consists of a reactor for mixture of liquids (MNP nucleation phase),
i.e. base and iron salts, and a long tube in which gas and liquids are alternately pumped (MNP crystallization phase). Syn-
thesis parameters were adjusted by suitable automations controls and the effects of ionic strength, different salts and base,
the effect of temperature and concentration effects of ligand for MNP stabilization on the nucleation and crystallization
phases were studied. The core and hydrodynamic size as well as the magnetic response to static and alternating magnetic
fields of the synthesized MNP were analyzed. The iron concentration was determined based on complexation of Fe3+.

Results

Depending on synthesis parameters, MNP with different properties were successfully synthesized. Different trends could
be observed, such as bigger MNP sizes for lower reaction temperatures during the nucleation phase. The production
system consisting of gas and liquid phases demonstrated to have a great influence on core size diameters and magnetic
properties of MNP.

Conclusion

Using a millifluidic, continuous and partially automated synthesis system and adjusting the kinetic factors of the system,
a reproducible and tunable production of MNP could be achieved.
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Introduction

By controlled engineering of a specific surface properties (functionalization), magnetic nanoparticles (MNPs) become
special features for desired applications, e.g., bioassays for detection of binding compartments, e.g., antibodies. The
characterization as well as a measurement of such binding states is of high interest and limited to highly specific techniques
such as ELISA (Enzyme-linked Immunosorbent Assay) which are inflexible, expensive and time-consuming. Established
as well as novel upcoming methods, such as ACS (AC-susceptometry) or MPS (Magnetic-Particle-Spectroscopy), exploit
the magnetization response of functionalized MNP ensembles to assess specific information about the MNP mobility
within their environment as well as the conjugations of chemical or biological compounds on their surface. Both methods
have shown promising results in the past but cannot reach the sensitivity of above-mentioned techniques.

Methods

We used a novel method based on modified MPS method, that is sensitive to minimal changes in mobility of MNP
ensembles outperforming the sensitivity of MPS and ACS by 6 and 5 orders of magnitude. This facilitates robust and
easy-to-handle measurements of minimal changes in the diameter of MNPs, e.g., resulting from SARS-CoV-2 antibodies
binding to the S1-antigen on the surface of functionalized MNPs. With a validated sensitivity of 8.5fM SARS-CoV-2-S1
antibodies (Figure), the proposed technique is competitive with the sensitivity of commonly used ELISA methods but
provides more flexibility, robustness and rapid measurement times of milliseconds. Our method thus paves the way for
deep insights into complex and rapid binding dynamics of functionalization chemistry and will revolutionize not only the
point-of-care diagnostics but also impacts other fields in research and industries.
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Results

The single experiments of the measuring sequence (ref, 1:2,000, 1:5,000, 1:10,000, 1:20,000 (equalling 8.5fM), neg.
control) show a clear trend in signal of the 7th higher harmonics. Each sample was measured Stimes without any averaging
(acquisition time 10ms each).
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Introduction

Magnetic Drug Targeting is a new approach in cancer therapy, where magnetic nanoparticles are used as carriers for cancer
drugs. Commonly, external magnets are employed for steering the particles inside the blood vessels towards a desired
direction. However, an unwanted side effect of the steering is the accumulation of the particles underneath the steering
magnet. Many researchers address the number of accumulated particles, but, to the best of the authors’ knowledge, the
retroaction of the accumulation profile on the generated magnetic field and, therefore, on the magnetic steering force, has
not been investigated so far. Thus, in the proposed study, the influence of the accumulation profile on the magnetic force
was numerically investigated.

Methods

Therefore, a 2D model of a blood vessel with particles assumed as an accumulation profile and a nearby magnet was
examined. Moreover, the length, thickness, and effective susceptibility of the approximated accumulation profile and the
magnet size were varied.

Results

The results reveal that the field distribution is significantly affected, especially for high effective susceptibilities. The
initially applied profile amplified the magnetic force; however, when the profile accumulated, it reduced the force up to
50 %.

Conclusion

Overall, the results reveal that the retroaction of the particle distribution on the magnetic field must be considered in a
simulation model.
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Introduction

Superparamagnetic iron-oxide nanoparticles (SPIONs) can serve as drug carriers for drug delivery purposes. They allow
chemotherapy with reduced side effects by particle accumulation in the tumor area. The accumulation is stimulated by
magnetic fields applied from outside the body. After transportation to the target tissue area (tumor) via the bloodstream, the
particles penetrate the malignant tissue utilizing the EPR (Enhanced Permeability and Retention) effect. Further relevant
drug delivery concept features are therapy process monitoring by nanoparticle density mapping and locally triggered drug
release.

For monitoring SPIONSs, their magnetic properties are utilized in special ("magnetomotive") ultrasound modalities. This
method does not trigger local drug release. So-called "sonosensitive" non-magnetic polymer-based nanoparticles generate
inertial cavitation in a focused ultrasound wave field. By exploiting this effect, ("passive" or "active") monitoring of
these particles and their respective local drug release is possible. Exploiting cavitation with SPIONs would also allow
monitoring and local drug release. However, little is known to date about the sonosensitivity of SPIONs with respect to
ultrasound-induced cavitation in the context of monitoring and local drug release.

Methods

We have investigated the cavitation behavior of SPIONs under the influence of focused ultrasound at a frequency of 750
kHz with power used in diagnostic ultrasound. Broadband cavitation noise was detected and evaluated in an ultrasonic
frequency range of 6 to 6.5 MHz by determining the voltage spectral noise density as a measure of cavitation level. Water
(low cavitation) and talcum (high cavitation) served as comparison media.

Results

We were able to identify some particle types (compact nanoclusters, approx. 50 nm, lauric acid surface layer) that exhibit
a high degree of cavitation allowing therapy monitoring.

Conclusion

Some types of SPIONs are suitable for drug delivery process monitoring utilizing cavitation. The use of cavitation in
terms of local drug release enhancement will be investigated next.
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Abstract

Residual fragments can remain after kidney stone extraction which may necessitate another intervention. Magnetic
nanoparticles (MNP) can be applied due to their properties of being able to bind to residual fragments and to be extracted
by an external magnetic field. Calcium oxalate crystals and magnetic nanoparticles have been synthesized, characterized
and used for binding and magnetic separation studies. The separation is validated by simulation and experimentally.
MNP bind covalently to the fractals and a magnetic extraction of calcium oxalate fractals is possible. The agglomeration
of MNP can be induced with the addition of salt which improves the extraction process. This proof-of-concept study is
the fundament for a new way of stone extraction and can pave the way for new procedures in urology.
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Introduction

This work presents a control system theory-based modeling approach for the voltage-gated ion-channel Kv10.1 at different
temperatures. Kv10.1 is commonly expressed in cells of the central nervous system and brain, but also in non-excitable
cells, with aberrant expression and activity associated with various types of cancer cells that promote proliferation and
thus tumor progression. According to systems and control theory, it was assumed that the voltage-gated channel Kv10.1
is a linear time-invariant system and, as such, exhibits dynamic behavior. The experimental results show that Kv10.1
operates as a first-order model based on the input voltage step protocol and the measured macroscopic ion current output.

Methods

To construct the model, we used the so-called system identification method. System identification is carried out to develop
a mathematical system model from the input and acquired output data. The model can be estimated when the equations
and correlations are unknown, but measure input and output values can be measured.

Results

The different behavior of the selected ion channel Kv10.1 at different temperatures is shown. We assumed that all initial
conditions were equal to zero. Therefore, we estimated the transfer function in the period from 0.1-0.6s for the three
models at 15 °C, 25 °C, and 35 °C. The models are given by equations and converted into the general form of first-order
systems. The two main parameters of the models gain (K) and time constant (t) are developed and discussed.

Conclusion

As shown in this work, control system theory and system identification methodology can be used in mathematically
modeling of the dynamic behavior of voltage-gated ion channels. The behavior of the studied models of the voltage-gated
ion channel strongly depends on temperature. The models are also controllable and observable, so that classical, robust,
or fuzzy control algorithms can be applied.
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Introduction

Antibiotic resistance is one of the leading global health issues, predicted to kill more people in 2050 than cancer. Current
measures to tackle antibiotic resistance include prudent use, new drug development, and rapid diagnostics. While these are
all necessary, they are not sufficient. In contrast, the proposed microfluidic device uses rapid antibiotic gradient formation
to predict the dynamics of resistance evolution before antibiotics are used.

Methods

Bacterial resistance evolves much faster when the bacterial population is exposed to a concentration gradient, and resis-
tance can evolve even at very low doses due to high selection pressure.

The microfluidic system utilizes convective and diffusive mass transfer mechanisms for the rapid formation of antibi-
otic gradients. Within a convection unit, antibiotics, nutrient media and diluents are mixed in a porous medium, and thus
steady-state gradients can be formed within minutes. The diffusion unit above consists of an agar culture medium. Antibi-
otic gradients diffuse into the culture medium through a contact surface. This causes exposure of the bacterial population
to all possible antibiotic concentration gradations or even combinations of two antibiotics. Evolutionary adaptation is
continuously observed and allows immediate assessment of the sustainability of an antibiotic strategy.

Results

The microfluidic approach allows the generation of stable antibiotic gradients in a culture medium within hours. Gradient
formation is numerically simulated with computational fluid dynamics and visualized and validated by fluorescent fluids.
Experiments demonstrated that resistance evolution of E. coli MG1655 against Ampicillin within the microfluidic. The
detected minimal inhibitory concentration rose from 2 pg/ml to 4 ug/ml of Ampicillin.

Conclusion

While the proposed method showed promising results in preliminary experiments using model organisms, further val-
idation experiments using different bacterial strains and antibiotics need to be performed. In addition, it is planned to
dynamically change the gradients within the microfluidics, to allow in-vitro simulation of pharmacokinetics within the
human body.
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Introduction

Radial compressors, Blowers, which are often used in modern devices for medical ventilation, are known to have non-
linear dynamics regarding the generated pressure. To make them accessible for linear control theory their model needs
to be linearized, which is usually done using Jacobian linearization. Such a linearization is only valid close to a fixed
equilibrium point, which is impractical for applications, where the system is to follow a reference. Therefore, a controller
to control the blower’s output pressure is designed by using feedback linearization in this paper.

Methods

This paper uses a nonlinear gray box model of a blower driven by a brushless direct current (BLDC) motor to design
a controller based on feedback linearization. The model consists of a state space model with two states, for the BLDC
and a nonlinear output equation for the pressure at the blower’s outlet considering rotation speed and flow through the
blower. The controller is designed using input-output feedback linearization to approximate linear closed loop behavior
of a first order system. The system is linearized based on the Lie-derivatives of the proposed model and state feedback.
Pole placement is used for tuning the closed loop performance.

Results

The controller is evaluated regarding reference tracking and disturbance rejection in simulation and on a demonstration
device using a predefined test sequence in an experimental setup. The obtained time constants are compared to the system
behavior targeted in the design process. The evaluation showed that an approximate linear closed loop behavior was
achieved and that feedback linearization is a valid choice for controlling the blower in medical devices.

Conclusion

Feedback linearization is generally capable to ensure reference tracking and to approximate the desired closed loop be-
havior of a first order system. Thus, it is a promising approach for the control of the ventilation unit’s blower.
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Introduction

Neuronal oscillations are physiological processes that can be pathologically disturbed. Scientific or therapeutic modula-
tions of these oscillations require locking to endogenous frequency and phase conditions.

We introduce an integrated modular system capable to measure, analyze and modulate electro-physiological processes in
real-time.

Methods

Our system records ExG data, e.g. EEG, EMG, from modules with eight channels with a sampling rate of 1 ksps and a
resolution of 24 bit. We recorded bipolar EEG between positions F3 and P3. Data were processed after every sample,
analyzing a selected frequency with a resolution of 2 Hz using the Goertzel algorithm on the samples of the last 500 ms,
returning the current phase. When the target phase was detected, a four-channel digital input / output module connected
to a TMS stimulator via BNC-TTL released a trigger. The rising edge of the trigger signal initiated a TMS impulse at
a DuoMAG XT-100 (DEYMED Diagnostic GmbH, Weimar, Germany) at 120% RMT over position C3 with 45° tilt
in anterior-posterior direction. The resulting motor evoked potential was recorded at the Abductor Pollicis Brevis with
surface electrodes in bipolar montage by the ExG module.

Results

Our integrated modular system ensured a 2 ms hardware round-trip-time from data recording to trigger release. The
frequency dependent phase shift was below 10°degrees. The recorded MEPs were modulated by the TMS dependent on
the targeted frequency and phase.

Conclusion

This work presents the feasibility of real-time data analysis and release of neuro-modulatory stimulation. The integrated
system enables physiological closed-loop control experiments on a stable real-time regime.
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Introduction

Fluid overload in intensive care patients is associated with increased mortality and comorbidities. Hence, adequate fluid
management remains challenging in daily clinical practice. We aim to explore the relationship of our novel concept coined
normalized excretion rate with therapeutic parameters of fluid management in critically ill patients.

Methods

We present a retrospective study from a subgroup of elective cardiac surgery patients admitted to the ICU (Fluidatex
study) using a system theory-based algorithm to evaluate the patient’s response to treatment. Our approach estimates
the patient’s response to fluid administration and/or diuretic treatment with a transfer function based on the relationship
between fluid intake and fluid loss. Time dependent parameters including dynamic gain and time constants are computed
using a sliding window approach. The dynamic gain of the transfer function represents the excretion rate for a constant
intake of one litre and is used as a digital biomarker.

Results

A total of 614 patients with a minimum duration of 24 hours of the evacuation phase according to the ROSE model by
Malbrain were included. In total, 90% showed an average dynamic gain greater than 1 during the entire evacuation phase,
indicating usability of the parameter. We analysed 1071 events of diuretic medication based on the entirely available
medical records data. The normalized excretion rate increased after treatment in 88% of all events. 12% continued
to have a gain of less than 1 for different medical reasons. Time constant and drug administration proofed not to be
correlated.

Conclusion

The results of our concept of a modelled normalized excretion rate in critically ill patients indicate an association of
patient response to diuretic treatment. Thus it may serve as novel biomarker to support intensivists in fluid management.
Further studies should focus on assessing its performance in a larger, prospective, case-control-based patient cohort.
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Introduction

Left ventricular assist devices (LVAD) are implanted in late-stage heart failure patients. Currently, LVAD therapy is
adapted to the patient by setting a constant pump speed (CS). However, this strategy does not adequately adapt to changing
physiological demands. This results in periods of excessive support, potentially leading to inflow cannula suction, and
periods of insufficient support, leading to worse therapy outcome. Automated physiological control (PhC) algorithms
may increase pump support when it is needed and decrease support when it would otherwise be excessive.

Methods

In a clinical pilot trial investigating a novel control algorithm, six patients implanted with a centrifugal LVAD (HVAD,
Medtronic plc, MN, USA) underwent a standardized protocol consisting of postural transition from supine to standing
position, Valsalva maneuver and submaximal ergometry for a total of 13 trial days. The patients completed this protocol
in CS and with activated PhC in an outpatient setting or at the intermediate care facility. Pump data was collected and
suction burden as well as pump flowrate compared.

Results

Lower speeds in PhC mode compared to CS during suction-prone scenarios such as Valsalva maneuver straining (median:
-90 [interquartile Range: -153,61] rpm) or during standing up (-112 [-155,51] rpm) reduced suction burden in most
patients for a median difference of (-2 [-6,0] suction events/minute) and (0 [-10,2] suction events/minute) respectively.

In the late phase of submaximal bicycle ergometry pump speed was increased compared to CS by 86 [31,193] rpm
resulting in an increased pump flowrate of 0.2 [0.0,0.5] L/min. However, in two patients speed could not be increased
more than 100 rpm compared to CS without triggering suction.

Conclusion

The PhC allows additional adaptability to patient hemodynamics. Pump speed decreases during rest and increases during
exercise resulted in less time spent in inadequate support levels. However, patient specific differences have to be taken
into account.
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Introduction

Hyperglycemia and high glycemic variability are common in critically ill patients and can be caused as a secondary
reaction to trauma, surgery, or diseases. Several studies associate stress-induced hyperglycemia with increased mortality
and duration of stay in the hospital. Insulin therapy can reduce the risk of hyperglycemia and thereby improve patient
recovery. The proper blood glucose target is discussed controversially as an overtreatment with insulin can lead to life-
threatening hypoglycemia. The development of models and control algorithms for automatized insulin therapy can assist
clinical staff and improve the quality of treatment. Different types of control strategies are compared for an optimal
glucose therapy in this work.

Methods

A model describing the blood glucose metabolism in critically ill patients was used to study the performance of different
control strategies for an automatized insulin therapy. A PID controller, state feedback controller, and model predictive
controller were designed. A Kalman filter was used to estimate necessary states. The test scenario comprised nutrition
and changes in insulin sensitivity. The performance of the controllers was compared with established clinical protocols.

Results

All control algorithms show a good control performance without steady-state state deviation from the blood glucose target
value. However, the PID controller showed high blood glucose values after nutrition. Furthermore, after nutrition, already
infused insulin could lead to hypoglycemic events. The state feedback controller showed an improved performance. As
expected, the MPC showed the best performance. Disturbances such as nutrition could be accounted for in advance. Thus,
hypoglycemic events due to the prolonged effect of applied insulin could be prevented.

Conclusion

The comparison of controllers gives a good overview of the strengths of different control strategies. Current protocols and
PID controllers profit from their easy implementation. However, more elaborate control strategies yield better performance
but require a better understanding of the underlying dynamics.
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Introduction

Automated functions are becoming increasingly important in mechanical ventilation, which react to patient behavior
during ventilation and improve lung- and diaphragm protective ventilation therapy largely independent of the operator’s
experience. These functions must be extensively tested for a wide range of parameter combinations representing the
lung mechanics to ensure patient safety. Therefore, this paper presents a first approach of an experimental setup with an
underlying control concept for a lung simulator without volume limitation, which is capable of reproducing simulated
patient behavior in the form of the occurring airflow and airway pressure at the system’s outlet.

Methods

The general design of the lung simulator setup is based on the work of F. Bautsch et al. [1] and is modified slightly with
regard to the underlying control concept. To illustrate this concept, a single-compartment model is used to simulate the
virtual patient behavior. The lung model calculates the reference airflow of the patient that will occur due to the induced
pressure difference created by the virtual patient or through a device under test at the system’s outlet representing the
conditions at the airways of the virtual patient.

Results

The first experimental setup, generating breathing cycles of one virtual patient for mandatory and assisted ventilation for
pressure-controlled and volume-controlled modes, shows that the system can generate a quite realistic behavior of the
simulated patient at the system’s outlet with regard to the desired airflow.

Conclusion

The simulation results for the ventilation show that the presented system with the underlying control concept is capable of
creating the desired behavior of a virtual patient for all tested ventilation modes at the system’s outlet during ventilation
through a device under test. Further development of this system can lead to a lung simulator that provides an automated
way of testing mechanical ventilators.

82



Investigation of energy configuration in thermal ablation of
malignant liver tumors

Milica Bulatovi¢'!, Pascale Tinguelyz, Stefan Weber', lwan Paolucci’

TARTORG Center for Biomedical Engineering Research, University of Bern, Bern, Switzerland
2Inselspital Bern University Hospital, Bern, Switzerland

Introduction

Percutaneous thermal ablation is an efficient treatment option for patients suffering from unresectable malignant liver
tumors. However, due to unequal clinical context, the treatment is largely unstandardized and intended only as palliative
care. For instance, tumors that are larger in size (> 3 cm) or irregular in shape, and those in vicinity to critical structures,
are difficult to treat safely and efficiently with conventional ablative techniques. Thus, to account for this shortfall, we
aim to regulate ablation energy with respect to a robotically driven needle position, and based on the shape of the tumor.
Hereby, we describe a planning model for configuring the energy based on the tumor shape and investigate its applicability.

Methods

The model is based on the heat transfer equation. Ablation energy is calculated depending on the thermal properties of
the patient model (tissue/phantom), temperature change, and the shape of the tumor. The model does not compensate for
heat dissipation, absorption nor transfer by convection. To evaluate its applicability, the model was initially validated on
a dataset of volumes ablated in a polymer phantom with predefined energies.

Results

There is a strong correlation between the energy proposed and the width of the ablated volumes (r2 = 0.98); however,
lengthwise, it shows a weak dependance (12 = 0.39). When compared to the energy used versus energy proposed, the
model results in good correlation, but a wide confidence interval (r2 = 0.78, RSE = 6.97 kJ).

Conclusion

We describe a model for configuration of ablation energy based on the tumor shape. The model could serve as an initial
step into a confluent ablation treatment, where we are able to treat even more complex ablation cases with reproducible
clinical results, ultimately thriving to boarder patient inclusion and treatment standardization.
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Introduction

One major disease associated with the pituitary-thyroid feedback loop is Hashimoto’s thyroiditis, which goes along with
hypothyroidism. This disease is usually treated with thyroid replacement hormones resulting in a so called levothyroxine
(L-T4) monotherapy, or, if liothyronine (L-T3) is additionally prescribed, in an L-T3/L-T4 combined therapy. However,
several problems with the current therapeutic approaches occur. First, a trial-and-error approach is employed to determine
the correct dosages of a patient which leads to a long time until the correct dosages are found. Second, inadequately
high dosages can generate symptoms of hyperthyroidism. Third, clinical studies report conflicting results concerning the
benefit of an L-T3/L-T4 combined therapy compared to the L-T4 monotherapy to treat hypothyroidism.

Methods

To tackle these issues, we develop a mathematical model of the pituitary-thyroid feedback loop, including an oral intake
of L-T4 and L-T3. Subsequently, we develop optimal thyroid hormone replacement strategies by implementing a model
predictive controller (MPC) for the L-T4 monotherapy and the L-T3/L-T4 combined therapy, considering different genetic
variants as well as different frequencies of medication intake.

Results

The application of MPC allows to find the correct dosage much earlier and inhibits hyperthyroid hormone concentrations.
Additionally, the results suggest that an L-T3/L-T4 combined therapy yields slightly better hormone concentrations than
the L-T4 monotherapy. In case of specific genetic variants, the differences between both types of therapy can become sub-
stantial. Two daily intakes of L-T3 could be the best trade-off between stable hormone concentrations and inconveniences
for the patient.

Conclusion

The application of MPC is a very promising approach to determine optimal thyroid hormone replacement strategies. The
dependence of the success of the therapy on genetic variants could explain the conflicting results from clinical studies.
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Introduction

Introduction Inertial orientation estimation (IOE) is a crucial and recurring step in inertial motion tracking applications for
joint angle estimation, velocity and position estimation, and visualization. The accuracy of state-of-the-art IOE algorithms
highly vary depending on environment, motions, and hardware. Tuning IOE algorithms for specific application contexts
requires ground truth data that is almost never available. In practice, state-of-the-art IOE algorithms are applied with
default parameterization and root mean squared errors that range from 5.3° to 16.7°. Robust and out-of-the-box IOE is
thus still not achieved.

Methods

We present VQF and RIANN, a nonlinear filtering approach and a recurrent neural network-based (RNN) approach, which
are publicly available and allow for real-time capable and plug-and-play IOE. RIANN incorporates IOE domain-specific
advances in RNNs and is trained on publicly available datasets to obtain robust parameter-free 6D orientation estimation.
VQF exploits a nonlinear and decoupled filter design for simultaneous 6D and 9D IOE with a novel inclination update
step. We thoroughly validate the performance of both IOE methods on a broad set of benchmark datasets, and with respect
to many highly competitive and online available IOE algorithms.

Results

RIANN outperforms all state-of-the-art IOE algorithms with average inclination errors of 1.32°, where existing methods
yield average inclination errors up to 6.3°. VQF even outperforms RIANN and yields on average double the accuracy
for 9D IOE, with respect to all state-of-the-art IOE algorithms. In stark contrast to existing algorithms, both methods
show excellent generalizability across different hardware, sampling rates, motion characteristics, and application contexts
without the need for retraining or adjusting hyperparameters.

Conclusion

We presented two methods that achieve robust and out-of-the-box IOE with unprecedented accuracy. Due to their true
plug-and-play usability and significant improvements in IOE accuracy, RIANN and VQF have the potential to become
easy-to-use tools that will lead to many advances in existing and unexplored inertial motion tracking applications.
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Introduction

Artificial Intelligence (AI) methods, which are often based on Machine Learning (ML) algorithms, are also applied in
the healthcare domain to provide predictions to physicians and patients based on electronic health records (EHRs), such
as history of laboratory values, applied procedures and diagnoses. The question about these predictions “Why Should I
Trust You?” encapsulates the issue with ML black boxes. Therefore, explaining the reasons for these ML predictions to
physicians and patients is crucial to allow them to decide whether the prediction is applicable or not. In this paper, we
explained and evaluated two prediction explanation methods for healthcare professionals (physicians and nurses).

Methods

We compared two model-agnostic explanation methods based on global feature importance and local feature importance.
We evaluated the user trust and reliance (UTR) for the explanation results of each method in a user study based on real
patients’ electronic health records (EHR) and the feedback of healthcare professionals.

Results

Based on the user study, we observed that both methods have strengths and weaknesses according to the patients’ data,
especially based on the data size of the patient. When the amount of data is small, global feature importance is enough to
use. However, when the patient’s data size is big, using a local feature importance method makes more sense.

Conclusion

As future work, we will develop a hybrid explanation method (by combining these methods automatically with a smart
setting) to obtain higher and more stable performance results in terms of user trust and reliance.
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Introduction

In clinical applications, different montages of the recorded electroencephalography (EEG) signals are used. A math-
ematical analysis of the data raises the question of which montage is most suitable. Here, we investigate the impact of
different montages and dimensionality reduction methods on EEG signal analysis of Interictal Epileptic Discharges (IED).
Dimensionality reduction is performed to detect low-dimensional mathematical structures in the data and use them as an
additional feature for detecting IEDs.

Methods

In our study three different dimensionality reduction methods are used: Dynamical Component Analysis (DyCA), Prin-
cipal Component Analysis (PCA) and Uniform Manifold Approximation and Projection (UMAP). Both, DyCA and PCA
factorize the input data matrix. DyCA leads to a generalized eigenvalue problem focusing on the dynamical components
of the signal. PCA relates the data matrix to algorithms such as singular value decomposition (SVD). In contrast, UMAP
is based on the t-distributed stochastic neighbor embedding algorithm (t-SNE). In this work, publicly available EEG data
of IEDs and non-epileptiform control events such as background from the Temple University Hospital is investigated.
The raw data is processed with different montages and filtered using a bandpass filter. The bipolar, the average and the
reference montage are examined.

Results

Our investigation shows that in the case of IEDs significant patterns in the three-dimensional PCA and DyCA representa-
tions of the signals can be visually detected. On the other hand, the different montages of the EEG signal generally have
only a minor influence on the observed three-dimensional structures.

Conclusion

These visual findings will be further investigated in a data-driven analysis framework. The impact of montages and
dimensionality reduction methods on the resulting trajectories in phase space and classification accuracy of IEDs will be
studied in more detail on a quantitative basis with e.g., topological based data analysis (TDA).
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Abstract

Lipids are central components of life: they constitute biological membranes, act as signaling molecules, and are used as
energy sources. Enzymatic activity and signaling features of these molecules depend on the attached fatty acids, which
are characterized by their carbon chain length, the number of carbon-carbon double bonds (DB), and the positions thereof.
While established mass spectrometry (MS) based analytical methods are able to identify the former two structural aspects,
the detection of DB positions remains a challenge. State-of-the-art analytical techniques capable of resolving lipid species
on the DB position level have several drawbacks, such as decreased ion yield and undesired side products due to reliance
on derivatization reactions or the need for invasive changes to the instrument, to mention a few. Moreover, all existing
methods highly increase the complexity of MS spectra, subsequently impeding the computational analysis in complex
mixtures by standard workflows.

Here we introduce a method, which - in contrast to existing analytical workflows - is able to detect the w-DB position
on a standard liquid chromatography tandem-MS (LC-MS/MS) instrument without the need for prior DB-derivatization.
Integrated in the Lipid Data Analyzer (LDA) software, this new approach facilitates the automated identification of lipid
molecular species w-DB positions based on accurate calculation of expected retention times, calibrated by cell-produced
isotopically labeled lipids featuring defined w-positions.

We demonstrate the feasibility of our method by correctly identifying w-3, w-6, w-7, w-9 and w-10 lipid molecular species
in RAW264.7 cells and in NIST SRM 1950 human plasma.

By facilitating the characterization of complex lipid species on the w-DB position level, our method is capable of increas-
ing the structural details acquired on established LC-MS/MS setups without increasing complexity, thus allowing for an
easy intergration with currently used high-throughput systems in food industry, pharmacy and medicine.
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Introduction

Injuries and the associated surgery to the anterior cruciate ligament (ACL) can often trigger unpredictable effects, such as
the so-called giving way effect, which is an uncontrolled buckling of the knee joint. For this purpose, the KneTex project
has developed a smart textile-integrated sensor and actuator bandage system to record the movement of such patients and
to monitor and support the rehabilitation process.

Methods

Long-term monitoring and analysis of the movement data will identify patterns or gait types that can lead to a giving
way effect. This paper describes the recent developments of the random forest model-based motion classification system
developed within the project.

Results

Improvements have been achieved by reducing the number of features needed by 25% using feature importance analysis,
speeding up the computation time by 14%, and increasing the classification efficiency.

Conclusion

Feature elimination is an useful tool to improve classification systems in settings where feature count is high and feature
importance analysis contributed by improving our understanding which sensors of our system are important for the motion
classification task.
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Introduction

High-frequency (HF) surgery (both monopolar and bipolar application) has been established in medicine for decades
and is very popular in transurethral (minimally invasive) surgery. However, the technical settings of generators are al-
most exclusively based on empirical data. So far, making a well-founded statement about a possible impact of technical
parameters in HF surgery is nearly impossible.

Methods

Therefore, the aim of this research was to systematically review the published data for monopolar and bipolar transurethral
resection of bladder tumor (mMTURBT/bTURBT) to find out, whether the publications consider both sufficiently, technical
parameters and physical parameters.

Results

Since most publications report technical parameters, it can be assumed that other authors also attach importance to these.
Additionally, recent developments in HF generator technology show that manufacturers also seem to know about a mini-
mization of tissue damage when adapting energy transfers dynamically. Nevertheless, it is shown that although technical
parameters are reported, they have been insufficiently considered in analyses so far.

Conclusion

It is shown that although technical parameters are reported in publications, they have been insufficiently considered in
analyses. Therefore, an analysis not only considering physiological parameters but also including technical parameters
must be performed. The two technologies (monopolar and bipolar) should be considered separately, since the reported
differences are always based on the application technique and not on technical (generator) settings.
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Abstract

As a common heart arrhythmia, atrial fibrillation (AF) is considered to be responsible for up to 15 % of all strokes. For
the diagnosis of AF, long term electrocardiogram (ECG) recordings are widely used. These recordings are obtained by
Holter monitors or state-of-the-art patch ECG devices. Energy efficiency is of critical importance to enable the use of
the patch ECG devices for several days without changing batteries or patches, while maintaining a small and lightweight
design. Energy consumption of microcontrollers strongly depends on their operating frequency. Hence they benefit from a
minimal software run time in clock cycles. In this work the impact of customized hardware in combination with structural
optimization on inference runtime of a neural network (NN), for the detection of AF and embedded in a patch ECG
device, is investigated. The combination of optimized NN structure with the optimized hardware requires only 13% of
the runtime compared to the original NN, while the accuracy is increased by 0.5 percent points.
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Introduction

For the development of new types of hip implants for acetabulum revision, it is beneficial to analyse the acetabular
defects of the indication group in advance. In order to be able to specially compare the bone defects with each other, a
normalisation and accompanying scaling of the pelvis is necessary. Uniform scaling is required so that the bone structures
are not distorted

Methods

In the following study, three scaling methods based on the minimal bounding box and sphere principle are compared with
a method using 14 landmarks on the pelvis.The landmark method is applied to determine the true scaling factor. For the
comparison of the different methods, 40 female pelvic models with an acetabular defect are analysed.

Results

In the comparison of the scaling methods, the method using minimal bounding spheres shows the least deviation from the
landmark method (mean difference 3.30 +/- 2.17 %).

Conclusion

Due to the fact that no preprocessing (definition of the landmarks) is required and the fast implementation of the algorithm,
the minimal bounding sphere is to be preferred to the landmark method for a fast size estimation.
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Introduction

Global challenges such as climate change, food supply or medical care do not stop at national borders. Sustainable solu-
tions require cooperation and progress in internationalization. Here we report on DAAD funded projects started to foster
the cooperation between the University of Duhok (UoD), Autonomous Region of Kurdistan, Iraq, and the Technische
Hochschule Mittelhessen (THM) in the field of biomedical engineering (BME) about 10 years ago.

Methods

To promote understanding, cultural and scientific exchange, mutual visits, lecturer stays and conferences were held several
times a year. In addition, two summer schools were organised for a targeted exchange between Iraqi and German students
and teachers. Due to the global corona pandemic, face to face events were replaced by Video conferences. To ensure a
sustainable cooperation not only in the field of research but also in teaching, a contract for a double degree programme
was worked out and ratified.

Results

As a result of the ongoing cooperation and to implement the ratified double degree programme, the department of BME
was set up at the UoD. With the support of the Kurdish government in Erbil, the BME course could be started in 2018/19
winter semester. The total number of students is 92. 21 Iraqi students came to Giessen in March 2022 to prepare for
their practical phases, i.e., professional internships, and their bachelor theses, which they want to carry out nationwide in
industry, clinics or research institutions.

Conclusion

To implement the goal of internationalization set by the German government, everyone must be aware of a whole series
of stumbling blocks, e.g., legal framework, bureaucratic hurdles, financing, language barriers and cultural differences.
All these challenges can be solved if both sides are willing and persistent, so that both partners benefit from sustainable
solutions that can form the basis for further cooperation.
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Health Care facilities in Tanzania lack professional hospital
engineers

Hermann Gilly

Introduction

In strategic plan 2014-2019 the Tanzanian Ministry of Health and Social Welfare identified “Human Resource for Health”
to be the key component for “delivery of quality health and social welfare services, with the ultimate goal of having
effective health services in a dispensary at every village, a health center at every ward and a district hospital at every
district”. The 2016 development plan announced the construction of 67 new health facilities, in part improving existing
district hospitals. In these strategic plans there is little notice in respect to maintenance of biomedical equipment.

Methods

The present investigation focuses on major health facilities (university hospitals) and district hospitals. The analysis is
based both on documents released by MoHCDEC (Ministry of Health, Community Development, Gender, Elderly and
Children) and on personal experience in selected hospitals.

Results

According to the governmental specifications district hospitals are supposed to have a minimal total staff (approx. 200)
including few (biomedical) technologists. The lack of human resources for health, particularly doctors, is nothing new:
district hospitals hardly find the recommended number of doctors. 75% Tanzanians live but only 26% of doctors serve in
rural areas. This situation mirrors in respect to clinical and hospital engineers. In 2017 the Tanzanian minister of education
reported a shortage of 7000 biomedical engineers. A substantial relief is hardly to be expected in the near future as in the
major center for biomedical engineering education in Dar Es Salaam, the Institute of Technology, about 150 students per
year finish their study. Thus the gap between the governmental efforts and reality remains evident.

Conclusion

In respect to biomedical engineering, extensive knowledge transfer, supervision and training to increase the provider’s
skills will become more important than financially supporting the installment of technologically most advanced medical
equipment in an inadequate infrastructure of district hospitals as well as in university health centers.
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Abstract

Our joint DAAD-project "Virtual Cryomicroscopy" started 2 years ago. Due to the war situation, we successfully applied
for the project "Ukraine Digital - Securing Study Success in Times of Crisis", where we will provide teaching materials
es-pecially experimental videos with Ukrainian subtitles in areas of Biomedical Engineering.

Virtual laboratories (VL) can solve many problems associated with laboratory workshops through the implementation of a
virtual surface. VL are replacing real devices with computer models, endowing future engineers with necessary practical
skills and knowledge. They allow to work with lab equipment without exposing it to any damage. The student observes a
normal workflow and has the opportunity to study its structure. Additionaly, the use of VL’s contributes to the quality of
educa-tion. It becomes possible to increase the amount of theoretical knowledge obtained at lectures by repeating it in a
more con-venient form outside the educational institution.

The VL is a software-simulated enviroment that allows experiments without direct contact with the device. It is a 3D-
model of a digitized laboratory with software for user interaction. A training mode is implemented, where a tasks must
be complet-ed. The user clicks on the element of interest and a pop-up window appears that contains information about
this object, video information and detailed datasheet of the item. After the user studied all the elements, a window will
pop up to con-firm the successful completion of the training mode and the next task can be completed.

Moreover, we start with digital seminars, where videos of our devices and experimental studies will give further understand-
ing in practical lab work. Students at NURE subtitle the videos into Ukrainian language. The videos will be post-processed
by our partners at “Leibniz Joint Lab: Data Science & Open Knowledge” at LUH.

Acknowledgements
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Introduction

Optical coherence tomography (OCT) is an interferometric imaging technique based on near-infrared light, that provides
volumetric information of tissues with up to micron resolution. Using dedicated endoscopic optics in the sample arm,
OCT enables the assessment of the eardrum and middle ear in vivo. However, revealing the ossicles is often limited due
shadowing effects of preceding structures and, thus, the 3D impression is rather incomplete and difficult to interpret.

Methods

Using a custom endoscopic OCT system with a wide field of view, we acquired volumetric data sets of temporal bone
specimens which had been previously examined with micro-computed tomography (uCT). Based on both manual and
automatic segmentation including labels of the identified structures, the OCT and uCT volumes were spatially registered
for comparison. Furthermore, we used a statistical shape model (SSM) that was derived from the uCT data sets and fitted
the model to the OCT volumes based on the available degrees of freedom.

Additionally, we preoperatively performed OCT imaging of a patient receiving a cochlea implant and compared the results
with a postoperative cone beam CT, as uCT imaging is not feasible in vivo.

Results

Assuming distortion-free uCT volumes as reference, the distortion-corrected endoscopic OCT volumes proved to be
suitable for the 3D assessment of the ossicles. Due to the wavefront distortion and refraction of light passing the tympanic
membrane, the visible parts of the ossicular chain appear in the correct position with slight deviations, blurring and reduced
signal. Uncertain allocations, e.g. identifying the long process of the incus, are significantly improved by additional shape
information.

Conclusion

Endoscopic OCT shows a high potential for clinical middle ear diagnostics. Shortcomings due to the limited optical
penetration can be compensated to some extent by a priori knowledge of the anatomy and augmentation with other
imaging data, e.g. regularly performed radiography.
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Introduction

For minimally invasive fiber-based applications the approach of common-path optical coherence tomography (CP-OCT)
is frequently used due to its robustness and independence of fiber length. Here, the back reflection originating from the
end surface of the measurement fiber acts as reference signal. However, in some applications - e.g., in a forceps for
membrane peeling - the measurement fiber cannot be mounted directly at the distal end of the instrument, resulting in
a reduced OCT measurement range. In this work, a long-range CP-OCT setup is presented which enables shifting the
measurement range to an arbitrary position, for example to the tip of an instrument.

Methods

A setup was developed for introducing a pathway difference between two beams entering the OCT fiber coupler, em-
ploying a beam splitter, two mirrors mounted at different distances from the beam splitter, and two fiber collimators.
The pathway difference between the two mirrors is adjusted to achieve the desired shift of the measurement range. The
measurement fiber is polished and gold-coated to obtain a back reflection that can be used as reference signal for OCT
independent of the surrounding medium.

Results

In-vitro distance measurements were successfully performed using gold-coated measurement fibers in a water-filled model
eye serving as phantom for the human eye. Although the signal-to-noise ratio is reduced due to splitting the beams, it
is still sufficient for distance measurement between instrument tip and retina and the obtained measurement accuracy is
comparable to the same CP-OCT system without range-extension.

Conclusion

The available measurement range is one of the biggest challenges when adding fiber-based CP-OCT distance sensing
features to certain ophthalmic instruments. Here, we present an approach that overcomes this limitation by shifting the
measurement range to an arbitrary position using a relatively simple setup. First tests show high measurement accuracy
in the ‘shifted” OCT measurement range.
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Introduction

Over the past years, neural implants have proven to be pivotal elements within any neural prosthetic system as they in-
terface between the neurons and the electronic processing backend. However, using neural implants to restore complex
functions such as vision requires the stimulation of numerous neural tissue areas within the visual cortex; such scal-
ing of the number of electrodes per probe also scales drastically the amount of time, effort, and accuracy needed for
electrochemical characterization of many individual electrodes’ sites/probe. Herein, we introduce a state-of-the-art op-
toelectrical testing technique that paves the way to instantly check the functionality of a dense number of electrode sites
simultaneously.

Methods

The working principle is to utilize a thin layer of Liquid crystals (LCs) sandwiched between the working electrodes and a
transparent counter electrode. The LCs layer which opto-electrically switch when triggered by applied voltage difference
facilitate the differentiation between functional/dysfunctional electrodes by comparing the absence/presence of switching
in the liquid crystal layer, directly impacting the amount of reflected light off the electrode surface. This effect is visualized
under the microscope by adding a polarization filter and can be resembled as if the electrode matrix acts similarly to a
pixel matrix within LCDs.

Results

We tested this technique on a large number of available neural probes with 20 electrode sites of either 500 or 35 um per
probe, the electrodes are shorted at the connector base, and when applying voltage between the electrode surfaces and the
ITO counter electrode; the functional electrode surfaces appeared dark as the LCs molecules has changed their orientation
and obstructed the incident light from reflecting off the electrode surface, simultaneously the surfaces of dysfunctional
electrodes remained distinguishably bright. This technique is extremely efficient for testing numerous electrode sites
compared to one-by-one electrochemical characterization. In which a potentiostat, multiplexer, calibrated reference, and
4-5 minutes per electrode for characterization are needed.

Conclusion

In conclusion, we show the possibility for simultaneous, instant and efficient functionality screening of numerous elec-
trodes. This technique needs to be further investigated for wafer-scale implementation..
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Introduction

Cataract surgery, the replacement of the clouded eye lens by an artificial Intraocular Lens (IOL), is one of the most frequent
surgical interventions. The quality of IOLs is ensured by international standards, where the ISO 11979-2 deals with the
characterization of optical properties. As IOL designs advance over time (e.g. extended depth of focus, multifocal and
simultaneous vision lens) also the test procedures must be refined.

Methods

Clinical outcomes indicate that advanced IOL designs tend to be more sensitive to postoperative IOL displacements
(rotation, tilt and shift). In our work we present a novel measurement setup capable to assess IOL performance of modern
IOL designs in the presence of lens tilt and decentration. Beyond the current specifications given by ISO 11979-2, the
experimental setup also allows to quantify high order aberrations (up to 5th order).

Results

Results experimentally reveal findings in accordance to observations from clinical outcomes. Thus the setup proves
useful for preclinical assessment of IOL designs. Additionally, by the measurement of Zernike wave front aberrations,
more insight on the loss of optical quality can be gained, e.g. visual tolerability of different aberration types or possibility
of spectacles correction.

Conclusion

We demonstrate that the presented measurement procedure adds value beyond the current requirements given by inter-
national standards. Thus such developments should be kept in mind for future modifications on the standard but also
considering the technical feasibility of test procedures.
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Introduction

Early detection of adenomas and polyps is one central goal of colonoscopic screening programs. As the adenoma detection
rate (ADR) depends on the experience of the endoscopist, Al-based polyp detection systems can be used for real-time
assistance. Hence, to support the physicians such Al-based systems using deep-convolutional neural networks (DCNNS)
have been introduced in the past years. One disadvantage of these techniques is the need of a huge amount of labeled
training data.

Methods

We investigate a "human-in-the-loop approach" to minimize the required time to generate labeled training data. The
approach is evaluated within the training a YOLOv4 neural network to detect polyps in colonoscopic image data. The
performance metrics of the neural network are evaluated on three public datasets.

Results

The performance of the YOLO network increased from a precision of 0.88, recall of 0.83,
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Introduction

An imaging system needs a regular checkup to ensure accurate output and reveal potential malfunctions. Especially
medical imaging systems claim for high standards of accuracy and stability. A common system test is accomplished by
an imaging standard with known optical properties. We present 3D-printed phantoms that serve as a test system for a
hyperspectral camera. To this end, a material with scattering properties close to human tissue was chosen and the amount
of color pigments was adjusted to mimic the range of absorption coefficients of human tissue in the spectral range from
500 to 1000 nm.

Methods

3D-printed phantoms were fabricated, using the "color base" resin with added color pigments and low force stereolithog-
raphy. For spectral characterization, a halogen light source and a spectrometer with 0.24 nm resolution were used. To
determine absorption and scattering coefficients of the printed samples, the local diffuse reflectance and the total diffuse
reflectance were measured. The suitability for system check was tested with a hyperspectral camera.

Results

A series of phantoms were printed and precisely measured, with a variety of shapes and optical properties. With optical
parameters adjusted close to parameters in human tissue, the phantoms can be used as reference standards. For this
purpose, the remission spectrum was recorded with a hyperspectral camera and the derived absorption spectra were
compared to known parameters.

Conclusion

We demonstrate an additive manufacturing process to generate optical phantoms with absorption properties which cover
the range of values found in human tissue between 500 to 1000 nm. The resulting phantoms are robust, reproducible and
long-term stable. The high geometric accuracy in the pm range allows to implement small features that can be combined
mosaic-like to complex phantoms. In addition, different thin layers can be combined to mimic absorption changes in the
volume, addressing depth resolution issues.
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Introduction

In the field of colonoscopy results of automated or supporting procedures using medical image processing are often com-
promised by contaminants such as blood or stool, but also due to medical instruments. Such objects or contaminations
often obscure relevant areas or cause disturbances in various algorithms and also prevent physicians from recognizing rel-
evant information in the video-stream. Hence, automatic detection and segmentation of such contaminations is desirable,
by obtaining proper segmentation masksto an algorithm yields the possibility to exclude such areas from analysis.

Methods

We created a training and validation dataset by collecting (and annotating, where necessary) endoscopic video sequences
from various public available datasets and a privat collection. An encoder-decoder deep convolutional neural network was
trained with this data to predict segmentation masks for blood, stool, medical instruments and other objects.

Results

Depending on the class (blood, stool, ... ), we were able to obtain a mean Dice score in the range between 0.88 to 0.93 on
the evaluation dataset.

Conclusion

The proposed approach hence allows us providing segmentation masks that are able to reduce problems in the subsequent
image analysis and also find regions that were not properly observed.
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Introduction

Fiber-optic sensors provide a large scope of advantages. When applying these sensors in medical fields, signal linearity,
small size or electromagnetic compatibility are benefits. This paper introduces a pressure sensor catheter which includes
two different optical measurement principles, a Fiber Tip Fabry-Pérot-Interferometer for pressure sensing and a Fiber
Bragg Grating for additional temperature sensing.

Methods

The Fabry-Pérot-Interferometer at the fiber tip is formed by a reflective multilayer membrane of a pressure sensor chip.
The cavity provides absolute pressure sensing. 20 millimeter before the fiber tip a Fiber Bragg Grating is integrated
for temperature sensing. The sensing components are completely coated with a silicone mantle of 2 mm diameter. The
signal evaluation is both done with a Fiber Bragg Grating interrogation device. First, mechanical structure aspects of the
manufactured fiber-optic hybrid sensor as well as the sensing principle is described. Then, experimental results, including
quantification and separation of pressure and temperature sensitivity are presented.

Results

The Fiber Tip Fabry-Pérot-Interferometer shows a linear pressure as well as temperature sensitivity. The Fiber Bragg
Grating has a very low pressure sensitivity but is highly temperature sensitive. Out of these characteristics the possibility
for absolute pressure sensing with temperature compensation for the application as a pressure sensor catheter is confirmed.
Different sensitivity factors ensure signal separation of pressure and temperature.

Conclusion

The pressure sensor catheter presents a hybrid sensor concept, consisting of two different fiber-optic sensing principles.
With calibration the probe can be used as absolute pressure sensor, realized with a Fiber Tip Fabry-Pérot-Interferometer
and a Fiber Bragg Grating providing necessary temperature compensation. Evaluation of the signals within the same
readout unit is a promising approach for catheter designs with multiple sensing points.
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Introduction

Wound assessment is a daily business in medical and care facilities, yet tools for a routinely standardized wound doc-
umentation are lacking. Hyperspectral imaging has the potential to monitor the wound healing process objectively by
giving access to physiological parameters like oxygenation and perfusion status. The resulting parameter maps can be
linked to the surrounding anatomy if incorporated into a common RGB-photo with higher resolution. In this work, we
demonstrate image registration for such multi-modal images, aiming at facilitating the wound documentation process.

Methods

Two different RGB-images from one scene were taken using the same mobile device (TIVITA®, Diaspective Vision
GmbH). The first pseudo-RGB-image (640x480 pixel) was generated from a hyperspectral measurement (500-1000 nm)
with white-LED illumination. Target optics assure a constant recording distance of 50 cm. The second RGB-image
(3840x2160 pixel) is a photography taken with the same LED lightning, but variable distance and object orientation.
The registration approach is a feature-based matching procedure. Different established algorithms (SIFT, SURF, ORB,
BRISK, KAZE, AKAZE) were tested for feature detection, with brute-force matching and RANSAC outlier removal
applied.

Results

Image registration was successfully conducted with SIFT and SUREF, evaluated on our test dataset. Similar illumination
conditions are thereby essential for a successful alignment. An adapted contrast enhancement procedure is also required
as an image pre-processing step.

Conclusion

SIFT and SURF can be used for fast multi-modal image registration, where both images differ in resolution and slightly in
perspective, but where a similar illumination situation is guaranteed. This way, parameter maps derived from hyperspectral
imaging can be superimposed upon a higher-resolution photography, resulting in an extended functionality of a mobile
hyperspectral camera.
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Introduction

Lasers have been widely investigated for use in soft-tissue surgery but also for osteotomy. Contactless interventions
enabled by laser light are associated with low tissue loss, faster tissue healing, and high precision. This study aimed to
optimize the ablation depth and duration at a fixed energy using a Ho: YAG laser, considering fiber delivery applications.
Due to high absorption coefficient of water (one of the main constituents of bone) Ho: YAG lasers at 2.1 um can be used
in bone surgery applications.

Methods

In this study, we investigated the efficiency of ablation with Ho:YAG lasers in a free-space settings. We used a 2.1 um
Ho:YAG laser producing up to 4 J/pulse. We used a waterjet irrigation system to keep the tissue temperature under the
critical temperature and a pressurized air nozzle to clear the debris in the laser path.

Results

We optimized the ablation process with only ~500 mJ/pulse for 60 s duration (corresponding to 50 pulses/point) along
a lem cut. If the laser was applied for a longer time, deeper ablation would be possible, however, as the ablation depth
increases, ablation efficiency decreases dramatically. Since longer pulse application may also induce some unwanted side
effects, we kept the ablation duration to be 60 s. With around 50 pulses per position, 1.4 mm depth was achieved with an
ablation efficiency (in z-direction) of ~28 um/pulse.

Conclusion

Efficient porcine bone ablation was performed with a 10 Hz repetition rate by a Ho: YAG laser without any visible car-
bonization. The maximum depth measured was 1.4 (1.5) mm with an ablation efficiency of 28 (30) pm/pulse in z-direction
with only ~500 (600) mJ/pulse of applied energy. All the craters were visualized using our OCT system, and these OCT
images showed no evidence of damage around the laser-induced craters.
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Introduction

For medical and biometric uses, blood vessel imaging and analysis are important, therefore developing a precise imaging
system and image processing algorithms is essential. The hyperspectral imaging has piqued the interest of biomedical
imaging experts, particularly in cases where typical imaging approaches fail to deliver the required results.

Methods

The hyperspectral image acquisition system TIVITA® has been used. In this work, to detect blood vessels based on the
spectral properties of blood, all spectra in the wavelength range 750 nm - 950 nm were averaged. Due to disturbing
factors (skin tone, fat), the resulting Mean NIR image is not able to detect the blood vessels completely. To extend this
method, the spectra were standardised using SNV transformation. In the wavelength range 625 nm - 720 nm the slope
of the spectra is not influenced by different melanin content but by oxygenation. Accordingly, the melanin effect can be
eliminated by calculating BVI (Blood Vessel Index) in this spectral range. The combination of the two methods Mean
NIR Image and BVI provides the final results of blood vessel detection.

Results

To ensure the stability of the algorithm against the disturbing factors that occur in blood vessel detection, images of dark
skin and fatty body parts were used. The experimental results show that the algorithm can detect the vessel structure deep
into the tissue and in body parts with subcutaneous fat. The blood vessels under dark skin can also be detected thanks to
the selected spectral range for the calculation of BVL

Conclusion

Hyperspectral approaches for blood vessel imaging are investigated in this research. This study used hyperspectral anal-
ysis to determine the optimal spectral range for enhanced image quality and higher blood vessel localization contrast.
Taking sample images of different skin complexities, the desired image output was successfully obtained.
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Introduction

A common problem in hyperspectral imaging is due to the relatively large amount of spectral data to be handled during
analysis of concerned images. The restriction to simple spectroscopic methods, a high demand on the used hardware, or
the uses of storage-intense lookup tables may occur. This paper provides several contributions on model-based analyses
of hyperspectral images, intended to overcome the aforementioned restriction or demands.

Methods

The algorithms are described by means of the perfusion of human skin and a corresponding two-layer tissue model whose
optical properties are studied by Monte Carlo simulations. The particular role of the mean photon path length within
the medium is studied and statistically characteristics are exploited to reduce the number of Monte Carlo simulations
eventually needed to solve the inverse problem. That is, individual tissue concentrations are determined from measured
remission spectra to ultimately estimate relevant tissue perfusion parameters, such as the oxygen saturation. Two strategies
are presented to approximately solve the inverse problem. They are referred to as linear fitting and direct solving.

Results

As preliminary step towards a direct solver of the inverse problem, the scaling of Monte Carlo simulations combined with
multi-dimensional histogram representations of path length distributions is validated. Furthermore, hyperspectral images
of resolution 640 x 480 pixel, each with 100 wavelengths are analyzed by a spectral fitting method. A particular Fortran
implementation of the bounded value least square algorithm allows to evaluate the aforementioned images in few seconds
still without parallelization.

Conclusion

Various promising methods have been elaborated to aid the evaluation of hyperspectral images. Though, strategies are
generally applicable, the accuracy eventually depends on the model’s capability to reflect real measurements. Provided
implementations are suitable for real-time applications in hyperspectral cameras.
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Introduction

In addition to its primary function of supporting and moving the body, skeletal muscle plays an important role in many
physiological processes, including thermogenesis, metabolism, and secretion of peptides to communicate with other tis-
sues. The different skeletal muscle fibre types are critically involved in the modulation of carbohydrate, lipid, and protein
metabolism. Therefore, they undergo a range of structural and functional changes related to metabolic disorders such
as diabetes mellitus (DM), obesity, and the metabolic syndrome, which are among the leading causes of morbidity and
mortality worldwide.

Methods

The need for efficient methods to distinguish between normal and pathological tissue is increasing with the growing
knowledge of disease and the identification of newer diseases. Versatile, robust, and objective techniques are sought that
allow qualitative and quantitative characterization of complex biological tissues in a time- and cost-effective manner. In
response, alternative techniques, such as various spectroscopic approaches used primarily in other fields, are finding in-
creasing application in biomedicine. The synergy of different spectroscopic and appropriate chemometric methods can
provide very effective and powerful tools for studying the effects of pathological conditions closely related to modifica-
tions in tissue morphology and molecular composition.

Results

In this work, we report Fourier Transform Infrared (FTIR) spectroscopy results revealing changes in the macromolecular
composition of weight-bearing and non-weight-bearing skeletal muscle in mouse models of obesity with insulin resistance
and STZ-induced diabetes. Using FTIR spectroscopy independently of histochemical analysis, we found that the most
pronounced effects on skeletal muscle composition occurred in the young STZ-induced diabetic group.

Conclusion

Our results suggest that FTIR spectroscopy has great potential to complement or even replace various complex histochem-
ical techniques for early detection of metabolic abnormalities in skeletal muscle, phenotypic classification, and monitoring
of disease progression associated with impaired insulin function.
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Introduction

Optical coherence tomography (OCT) is a non-invasive interferometric imaging technique, which has been demonstrated
for morphologic and functional examinations of the human tympanic membrane (TM) in vivo using endoscopic probes.
While intensity-based OCT is limited in distinguishing different tissues, the polarization of the backscattered light pro-
vides a tissue-specific contrast, e.g. of birefringent tissue as collagen fibers. As the acoustic and mechanical properties and
thus the hearing ability depend on the layer of collagen fibers in the TM, determining the collagen content is of interest.
First in vivo measurements using polarization-sensitive OCT (PSOCT) are presented.

Methods

To extend the existing approach, an endoscopic swept-source OCT system was redesigned. Sample induced backreflected
light superimposed with diagonally polarized reference light was detected by a custom-built polarization-diverse balanced
photoreceiver. From the detected polarization-diverse signals, local retardation was calculated differentially based on
successive Stokes polarization states. The system had an axial resolution of around 15 pm and 45 um in lateral direction.
Measurements were done on a healthy volunteer.

Results

Based on the local retardation, the collagen layer of the TM is distinguishable in the thickest regions of the membrane
close to the umbo and the annulus. Resolving the layers in the thinner central regions is impeded by steep slopes of the
TM, resulting in an incident beam almost parallel to the surface as well as vanishing birefringence contrast for aligned
optic axis and incidence. Further evaluation, particularly of the fiber network, requires an improved resolution for precise
detection.

Conclusion

PSOCT is suitable to assess the TM’s collagen layer in vivo. Nevertheless, the nature of the tympanic membrane as well
as the system’s resolution limit the imaging. Further investigations will path the way to identify the collagen content of
the TM. Eventually, this might improve the engineering of artificial materials used for TM reconstructions.
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Introduction

Chronic Eustachian tube dysfunction (ETD) is widespread in the population and occurs from children to elderly people.
Malfunction of the ET can lead to feelings of severe pressure in the middle ear, pain and incapability of pressure equal-
isation. ETD and its symptoms can become chronic and even lead to hearing loss. Current interventions lack long-term
efficiency and sometimes need to be repeated. Thus, a newly designed self-expanding nitinol stent was examined as a
permanent treatment option for ETD.

Methods

Nitinol stents (3-5 mm x 14 mm) were inserted unilaterally into physiological ETs of 24 healthy, adult blackface sheep.
The animals were divided in groups of n=8 with an observation period of 3, 6 and 12 months after stent placement. All
animals underwent weekly tympanometric measurements to observe the middle ear health status. Endoscopic imaging of
the pharyngeal ET opening was performed during controls under general anesthesia. Finally, ex vivo examinations using
cone beam computed tomography and histology were conducted.

Results

The stents remained at their place and showed no dislocation, even if the insertion was not deep enough. In few animals,
endoscopy showed mild secretion from the pharyngeal ET opening and visible stent struts due to incorrect placement. In
19/23 middle ears, sporadic or ongoing changes in the tympanograms were detected, but also in 14/23 controls. Generally,
the stents were well tolerated by the animals and first histology data show mild tissue reactions. Histological findings so
far are good epithelisation of the stent but also mild or severe granulation tissue in some cases.

Conclusion

Results indicate that the in vivo performance could benefit from small modifications in size and shape. Furthermore,
correct placement of the stent is crucial for the outcome. Overall, nitinol stents seem suitable as a prospective treatment
option for ETD and further examinations are suggested.
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Introduction

Cochlear implantation is a surgical procedure serving patients with severe to profound sensorineural hearing loss. In this
intervention, the electrode array of a cochlear implant (CI) is inserted into the scala tympani (ST) of the cochlea. Cls
are the most effective treatment for hearing loss. However, the potential electrode insertion trauma (EIT) and foreign
body response (FBR) may lead to injury and fibrous tissue growth in the cochlea, which lower the CIs effectiveness
and negatively influence the patient’s hearing outcome. To reduce EIT and FBR, local drug delivery is among the most
effective strategies. Various novel approaches of cochlear implant-based drug delivery are investigated.

Methods

Investigated drug delivery approaches are: An intracochlear catheter for acute drug delivery, drug-loaded polymer coat-
ings on the electrode providing long term release, and a drug depot featuring on-demand signal induced drug release.
Furthermore, topological structures of the electrode silicone body, that could modulate the release profile of embedded
drug compounds incorporated in the silicone carrier matrix, and additionally steer the attachment or movement of fibrob-
lasts to the electrode, are incorporated in the project.

Results

These drug delivery methods are studied considering the technical feasibility, as well as their effectiveness in vitro and in
an animal model. Preliminary animal study results, including impedance measurements of drug-loaded polymer coated
electrodes, as well as micro-structured electrodes, are presented. Additionally, the designs of these animal electrodes are
transferred to the human electrode array CI-design, involving comprehensive bench testing to characterize the coated elec-
trode specimens. Parameters such as the insertion force, friction, pressure built-up during insertion, and pharmaceutical
properties are successfully characterized.

Conclusion

All investigated approaches for cochlear implant-based drug delivery are technically feasible but need further develop-
ment. Moreover, a comprehensive evaluation of the conducted animal study is needed, to decide over next technical
development steps.

115



Recommendations for the Development of CFD Model to
Assess the Thrombogenic Potential of Stents

Michael Stiehm’, Finja Borowski', Jan Oldenburg1, Alper Oner?, Klaus-Peter Schmitz'

Tinstitute for ImplantTechnology and Biomaterials €.V., Rostock, Germany
2Department of Cardiology Rostock University Medical Center, Rostock, Germany

Introduction

Computational fluid dynamics (CFD) has enormous potential for the development of novel cardiovascular implants. In
particular, the evaluation of the thrombogenic potential of implants is gaining importance. For this purpose, the numerical
model must represent the essential properties of the real system, i.e., an implant in the human blood circulation, in a
suitable form. Due to its complexity, the model building process is crucial for the successful application of the model.
Currently, there is no structured guideline for the application of numerical flow simulation to which model developers can
refer. Based on NASA and ASTM, we present key aspects of the model building process using CFD for stent flow as an
example.

Methods

Based on the NASA documentation the process of model development in order to perform CFD simulation for risk assess-
ment regarding stent thrombosis was performed. The proposed steps of the NASA technical handbook were supplemented
by information of ASME V&V40-2018 [4] and the applicability analysis framework.

Results

The four phases of model development proposed by NASA could be applied to the biomedical example of flow simulation
in stent. Essential steps of the modelling process are defining the Question of Interest (QOU), the Context of Use (COU)
and the intended use in an early stage. Validation and verification (V&V) activities are extensive challenges and require
consideration even for the modelling process.

Conclusion

A systematic step-by-step guideline on how to perform the modelling process could help to accelerate the bench-to-
bedside process. Furthermore, the technical documentation of the model development can be seen as a communication
tool, which leads to increased understanding in interdisciplinary teams.
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Introduction

Proximal impairments of the Fallopian tube causes female infertility in 35 % of cases. Current treatment options, such
as in vitro fertilisation or tubal reconstruction, gain pregnancy rates of approximately 50 %. Recently, catheterization,
which is associated with high re-occlusion rates could potentially be extended by implantation of a novel biodegradable
microstent. The current work presents first results of ex vivo microstent implantation into porcine Fallopian tube samples
using a novel application system.

Methods

For in vitro testing, radial force was measured as a function of the diameter of six microstent prototypes. Additionally, one
microstent was implanted ex vivo in the porcine Fallopian tube sample using a novel application system. Micro-computed
tomography images of the control group without stent and the stent group were analyzed regarding lumen opening area
and feret diameter within six cross-sectional images, respectively.

Results

After crimping to a minimum crimping diameter of 0.8 mm and consecutive microstent release, a diameter recovery
of (82.86 £ 1.01) % was measured. Based on imaging data, a clear increase in opening area after ex vivo microstent
implantation was found compared with the control group. Feret diameter analysis showed an approximately constant
Fallopian tube lumen along longitudinal axis in the stent group.

Conclusion

The current study demonstrates that the microstent applies the necessary radial forces to keep the Fallopian tube open.
The opening diameter corresponds to the diameters given in the literature. Furthermore, the study proofs that the open
cell microstent design allows an adaption to the anatomical path of the Fallopian tube, which leads to a low risk of an
impaired Fallopian tube functionality. Further investigations will be focused on human Fallopian tube samples.
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Introduction

X-Ray Photoelectron Spectroscopy (XPS), also referred to as Electron Spectroscopy for Chemicals Analysis (ESCA),
has long been established as a powerful tool for studying the electronic structure and nature of chemical bonding in
surface chemistry and physics- making use of either the excitation by tunable synchrotron radiation sources or laboratory
light sources with fixed photon energy. Electron escape depth is typically limited to below 10 atomic layers, yielding an
unsurpassed surface sensitivity of this technique.

Due to sensitivity of sample materials to ultra-high-vacuum environments, x-ray illumination and also charging, applica-
tion to polymeric biomaterials remained limited, but became more and more feasible and therefore attracted rising interest
during the last years.

Methods

In this study, a K-Alpha XPS System, Thermo Fisher Scientific, equipped with an aluminum Ka x-ray source and photon
energy of 1486.6 eV, high efficiency electron transfer lens and 180° hemispherical analyzer has been used. Compensation
of charge loss due to electron emission is allowed by an ultra-low energy co-axial electron source, being of particular
importance when applied to the large group of non-conducting polymeric materials. Depth profiles, e.g. in case of layer-
by-layer systems, are accessible either in a non-destructive way by compucentric sample rotation or by well defined Ar*
ion surface sputtering.

Results

Recent experimental findings regarding the characterization of surface modifications and functionalizations of biomateri-
als and combination products will be discussed.

Conclusion

The contribution highlights the benefits of recent developments of commercially available state-of-the-art XPS devices
especially for the analysis of polymeric biomaterials and their surface modifications. Earlier limitations of XPS with re-
spect to sample materials could be gradually overcome by new experimental features concerning e.g. advanced detectors,
charge neutralization and depth profiling, but also user friendliness, space-saving design and possibilities for automated
software and remote control.
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Introduction

The coordinated research project “RESPONSE - Partnership for Innovation in Implant Technology” is one of ten research
consortia within the BMBF program “Twenty20 - Partnership for Innovation”. Starting in 2014, RESPONSE has estab-
lished a network of 33 partners from science, medicine and industry in order to jointly foster contributions to the field
of implantable medical devices in cardiovascular medicine, ophthalmology and otolaryngology. As part of its strategy
process, RESPONSE has integrated the topic of smart implants, as well as stent-based gynecologic and gastroenterologic
implants.

Methods

RESPONSE is following its own guidance framework for medical device innovation strategies, which has been published
in 2021. The consortium’s approach is aiming at participative technology development, integrating perspectives of de-
velopers and medical professionals, as well as systems and innovation researchers. In silico methods and smart implant
concepts are being applied towards novel diagnostic and therapeutic functions.

Results

RESPONSE is currently in its transfer phase towards subsequent product development and alternative pathways of uti-
lization of scientific results. This involves a portfolio of key innovations for novel medical devices, technologies and
processes, aiming beyond the completion of the funding period in 2022: (i) covered stents and absorbable scaffolds, (ii)
electrospun nonwovens for transcatheter heart valves and other medical devices, (iii) glaucoma microstents for ophthalmic
application, and (iv) Eustachian tube stents for otolaryngologic application. Technological innovations cover local drug
delivery systems and surface modifications for responsive functionalized implants.

Conclusion

RESPONSE keeps continuing its efforts in tackling the adverse effects of the corona pandemic on the collaborative
work within a distributed network of clinical, non-clinical and industry partners. Although progression of practical R&D
work has largely been resumed, particular challenges are still arising from the management of re-prioritization and re-
scheduling of joint project roadmaps. As intermittent clinical shutdown effects are persisting, market participants remain
highly affected.
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Introduction

Biomaterials that contact blood elicit various defense reactions at their surface, which are currently treated by systemic
drug administration. A promising alternative approach is based on activation-dependent coatings that release anticoagulant
and immunomodulatory drugs in a localized dose adapted to the actual need. Such release systems reduce systemic drug
exposure and prevent local over- or under-dosing and premature decay of the release.

Methods

A hydrogel system of four-armed poly(ethylene glycol) (starPEG) and heparin was equipped with linker peptides that
are specifically cleaved by procoagulant or inflammatory proteases. The cleavage of the peptides degrades the hydrogel
and releases the covalently bound bioactive molecules. This principle has been used to form anticoagulant hydrogels
that release heparin as a bioactive molecule in response to activated coagulation factors. Transfer of this principle to an
immunomodulatory platform was achieved by using elastase-cleavable peptides and conjugating anti-inflammatory drugs
to the hydrogel matrix via the cleavable linker peptides.

Results

The efficacy of the systems has been demonstrated in applied in vitro experiments, and the hydrogels have been used as
coatings for vascular stents.

Also, adsorptive binding of selectively cleavable peptide-drug conjugates using appropriate polymer anchors allows adap-
tive release of drugs from surfaces. This approach is attractive for the functionalization of medical devices where hydrogel
coating could limit functionality, such as dialysis or oxygenator membranes.

Conclusion

We envision that such feedback-controlled release systems have the potential to endow biomedical implants with com-
binations of anticoagulant, anti-inflammatory, and antiseptic properties while minimizing patient exposure to potentially
harmful drugs to the greatest extent possible.
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Abstract

Atrial fibrillation (AFib) is a quivering or irregular heartbeat that is usually not life-threatening but it can lead to blood
clots, stroke, heart failure and other heart-related complications. The most commonly used treatment of AFib is the pul-
monary vein isolation (PVI). The aim of the study was to model diagnostic catheters, ablation catheters and to integrate
them into the Offenburg heart rhythm model for a static and dynamic simulation. The Modelling and simulation of elec-
trical and thermal fields were accomplished with the software CST® (Computer Simulation Technology) from Dessault
Systems. Two PentaRays and one Lasso diagnostic catheter were modelled based on the technical manuals of the man-
ufacturers as well as two Pentaspline Pulsed Field Ablation (PFA) catheter and HELIOSTAR™ ablation balloon. In
addition a focus model to present and diagnose AFib, was accomplished. Both diagnostic electrode types were made of
platinum. The HF ablation procedures were performed with a 8§ mm platinum tip electrode, with an application duration
of 45 seconds and a power output of 20 watts by Right Superior Pulmonary Vein and 30 watts by Left Superior Pulmonary
Vein. The PVI using HF energy produced a maximum temperature of 72°C by 30 watt. The pulse field ablation procedures
were performed by Pentaspline basket pose with the 20 poles of platinum, with an application duration of 12 seconds and
a power output of 15 watts and frequency of 700 kHz by Right Inferior Pulmonary Vein and Left Inferior Pulmonary
Vein. The maximum produced temperature was 46,7°C by 15 watt and 46,65°C by 20 watt. The HELIOSTAR ablation
balloon with gold tip electrode produced a maximum temperature of 44,35°C by 15 watt with an application duration of
12 seconds. The 3D simulation of the temperature profile as well as diagnostic may be used to optimize the therapy of
AFib.
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Introduction

Currently, personalization of computational human heart models is often performed by combining a carefully designed
patient-specific heart geometry with a generic myofiber orientation. This is due to a lack of accurate in vivo fiber orienta-
tion measuring techniques.

The goal of this study is to evaluate the effect of different myofiber orientations on selected biomarkers of mechanical
heart function.

Methods

For a given heart geometry, we change endocardial and epicardial fiber angles in the ventricles independently from 0° to
+/- 90° in equidistant steps of 30°. This results in 16 different fiber orientation combinations. We use these as input for
our mechanical whole-heart model, which is coupled to a closed-loop model of the circulatory system.

To quantify the effect of the different fiber orientations, we evaluate clinically relevant biomarkers such as ejection frac-
tion, wall thickening, twist and valve displacement.

Results

Horizontal fibers at endo- or epicardium led to reduced ejection fraction, mitral valve displacement and thickening of the
myocardial wall. For some fiber orientations, the apex of the left ventricle rotated in the opposite direction leading to a
negative twist. While all simulations yielded ejection fraction and wall thickening in the physiological range, maximum
values of 59.95 % (ejection fraction) and 52.48 % (wall thickening) were observed for 60° at endocardium and -60°
at epicardium, a combination often used in literature. Similar ejection fractions with lower maximum pressures in the
left ventricle and still physiological results for all other biomarkers were observed when changing either epicardial fiber
orientation to -30° or endocardial fiber orientation to 90°.

Conclusion

Mechanical function is strongly dependent on the fiber orientation throughout the myocardial wall of the ventricles.
Achieving close to maximum ejection fraction with smaller maximum pressures for non-default fiber angles shows that it
might be beneficial to refine the fiber orientations before tuning other model parameters.
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Introduction

Computer models of cardiac electrophysiology (EP), personalised to match both the anatomy and electrical activity of
an individual patient, are termed Cardiac Digital Twins (CDTs). CDTs show high potential to aid in clinical diagnostics,
treatment planning, prognostics, and device development. Challenges during anatomical and functional personalization,
however, have limited clinical applicability. We aimed to overcome many of these challenges and report on a clinically-
viable CDT of a single subject capable of simulating sinus rthythm and ventricular-based diseases with high fidelity.

Methods

Using an automated framework for the generation of the CDT from non-invasive clinical data, a whole heart model was
built, personalised based on the 12-lead electrocardiogram (ECG) during sinus rhythm, and retrofit with a physiologically-
detailed His-Purkinje system. Whole heart EP was accounted for by including atrial and atrio-ventricular conduction.
Goodness of fit was assessed in the 12 lead ECG for sinus rhythm. Predictive capabilities of the mechanistic model were
then probed by interrupting conduction in the left and right bundle branches, creating accessory paths, and pacing at the
RV apex. Computed pathological ECGs were evaluated with clinical diagnostics. EP simulations were carried out with
real-time performance.

Results

The personalised 12-lead ECG under normal sinus rhythm showed close correspondence with the measured 12-lead
ECG. Pathological disease conditions resulted in 12 lead ECGs that manifested most of the expected morphological ECG
features as assessed by diagnostic criteria. Minor discrepancies, however, were also observed.

Conclusion

The CDT of the single subject, with associated pathologies, could be generated within clinical time scales (<4 hours)
and thus has great potential in patient-specific therapies. Minor discrepancies in both sinus rhythm and pathologies can
be attributed to pathological factors that were not considered, such as dilation or slower cell-to-cell conduction. Broader
validation with clinical data is needed to demonstrate agreement between models and physical reality.
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Introduction

Atrial fibrillation is responsible for a significant and steadily rising burden. Simultaneously, the treatment options for
atrial fibrillation are far from optimal. Personalized simulations of cardiac electrophysiology could assist clinicians in the
risk stratification and therapy planning for atrial fibrillation. However, the use of personalized simulations in clinics is
currently not possible due to either too high computational costs or non-sufficient accuracy. Eikonal simulations come
with low computational costs but cannot replicate the influence of cardiac tissue geometry on the conduction velocity of
the wave propagation. Consequently, they currently lack the required accuracy to be applied in clinics. Biophysically
detailed simulations on the other hand are accurate but associated with too high computational costs.

Methods

To tackle this issue, a regression model is created based on biophysically detailed bidomain simulation data. This regres-
sion formula calculates the conduction velocity dependent on the thickness and curvature of the heart wall. Afterwards
the formula was implemented into the eikonal model with the goal to increase the accuracy of the eikonal model without
losing its advantage of computational efficiency.

Results

The results of the modified eikonal simulations demonstrate that (i) the local activation times become significantly closer
to those of the biophysically detailed bidomain simulations, (ii) the advantage of the eikonal model of a low sensitivity
to the resolution of the mesh was reduced further, and (iii) the unrealistic occurrence of endo-epicardial dissociation in
simulations was remedied.

Conclusion

The results suggest that the accuracy of the eikonal model was significantly increased. At the same time, the additional
computational costs caused by the implementation of the regression formula are neglectable. In conclusion, a successful
step towards a more accurate and fast computational model of cardiac electrophysiology was achieved.
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Introduction

Rotating spiral waves in the heart are associated with life-threatening cardiac arrhythmias. Today, strong, globally reset-
ting electrical shocks are used to terminate cardiac fibrillation. Significant side effects have motivated the development
of alternative low-energy approaches, (S.Luther, Nature (2011)). For this purpose a detailed understanding of the dynam-
ics of spiral waves is required. Cardiac optogenetics opens novel paths to study the mechanisms underlying the onset,
perpetuation, and control of cardiac arrhythmias. The termination of ventricular arrhythmias has been demonstrated in
optogenetic Langendorff-perfused mouse hearts using global and structured illumination (R. Uribe, Front Physiol (2018),
S. Hussaini, eLife (2021)). In this study, we use optogenetics as a tool to numerically and experimentally investigate the
control method of resonant feedback pacing, in which global periodic illumination is applied to cardiac tissue.

Methods

We use a two-dimensional computational model to describe the spatiotemporal evolution of membrane voltage across an
optogenetically modified murine cardiac monolayer . Additionally, we report the results of our ex vivo studies using 5
Langendorff-perfused hearts from «MHC-ChR2 transgenic mice.

Results

Our study shows a significant increase in termination efficiency of resonant feedback stimulation using periodic global
illumination, compared to a single global optical pulse corresponding to conventional defibrillation. The dose-response
curve demonstrates termination rates of more than 50% and 100% at the lowest and highest light intensity of 3.1 and
100 yW/mm?2 for the resonant feedback case. In contrast, it shows a decrease in termination rate to 0 % and ~45 %
for the single optical pulse. Our simulations suggests that resonant drift is the underlying mechanism for termination of
arrhythmia in mouse heart at very low LIs. Further experimental validation of these results is ongoing.

Conclusion

Resonant feedback pacing demonstrates effective low-energy defibrillation in numerical simulations and experimentally
in intact mouse hearts (S. Hussaini, Ph.D. thesis, eDiss (2021)).
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Introduction

Image-based computational models of cardiac electromechanics (EM) are a powerful tool to understand the mechanisms
underlying physiological and pathological conditions in cardiac function and to improve diagnosis and therapy planning.
To realize such advanced applications methodological key challenges must be addressed. First, enhanced computational
efficiency and robustness is crucial to facilitate model personalization and the simulation of prolonged observation periods
under a broad range of conditions. Second, physiological completeness encompassing therapy-relevant mechanisms is
needed to endow models with predictive capabilities beyond the mere replication of observations.

Methods

In this talk, we report on a novel universal cardiac EM modeling framework that builds on a flexible method for coupling a
3D model of cardiac EM to the physiologically comprehensive 0D CircAdapt model representing closed-loop circulation.
Additionally, we present recent advances in EM cardiac model personalization. In particular, we focus on the identi-
fication of passive cardiac properties. Here, we present a novel methodology to simultaneously perform an automated
identification of in-vivo passive mechanical properties and an estimation of the unloaded reference configuration.

Results

We report on the efficiency, robustness, and accuracy of the numerical scheme and solver implementation and show
the model’s ability to replicate physiological behaviors by simulating the transient response to alterations in loading
conditions and contractility, as induced by experimental protocols used for assessing systolic and diastolic ventricular
properties. Further, we demonstrate the applicability of the framework to several clinically relevant problems.

Conclusion

The mechanistic completeness and efficiency of the framework renders advanced EM modeling applications feasible. The
model facilitates the efficient and robust exploration of parameter spaces over prolonged observation periods which is
pivotal for personalizing models to closely match observations. Moreover, the model can be trusted to provide predictions
of the acute transient response to interventions or therapies altering loading conditions and contractility.
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Introduction

Identification of cardiac tissue areas with heterogeneous or slow conduction velocity (CV) plays an important role in
clinical practice. The radial basis function (RBF) method calculates CV from local activation times (LAT) obtained from
electro-anatomical mapping. Validation of the RBF and similar methods in anisotropic propagation is challenging but
relevant. This work modifies the fast iterative method (FIM) solving the Eikonal equation to provide ground truth values
of CV to assess the RBF.

Methods

A 2D-patch and left atrium (LA) meshes were used to evaluate the RBF method with the FIM. Local speed was defined as
1000 mm/s everywhere. LATs are usually the only output of the FIM. However, calculating the CV magnitude (CVmag)
and direction (CVdir) from the optimal trajectory is also possible. The obtained LATs were used as input for the RBF
to estimate CVmag and CVdir values. Then, these predictions of the RBF were compared against the FIM ground truth.
A regression model was used to improve the accuracy of the prediction of CVdir under the assumption of known fiber
directions. In this regression model, the angle between fiber direction and gradient of the wave-front was the independent
variable whereas CVdir error was the output of the regression model.

Results

CVmag mean absolute error was 116 mm/s and 235 mm/s in the 2D-patch and LA, respectively. The CVdir error was
25° and 29° in the 2D-patch and LA, respectively. The accuracy of the CVdir prediction improved to 7° and 5° in the
2D-patch and LA by implementing the regression model.

Conclusion

RBF and similar methods neglect anisotropy when calculating CV. Assessing RBF with FIM simulations at physiological
ranges of anisotropy revealed significant errors in CV prediction. Therefore, the modified FIM can be a valuable tool to
quantify these errors and provide new insights to improve the accuracy of RBF.
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Introduction

As robotic systems in nursing are still in an early explorative research phase, potential long-term changes they can lead
to are ambiguous. In line with the “Responsible Research and Innovation” approach, the multi-professional project
“PfleKoRo” aims to anticipate and mitigate ethical risks that might be expected when starting a robot development. The
robotic arm in question is intended as a hands-on support to nursing care. Therefore, the question is, which ethical risks
and requirements must be taken into account when developing this robot?

Methods

Guided by the British Standard for the design of robotic systems, online focus groups with professional nurses and
presence individual interviews with patients and their/or other patients’ relatives were conducted in May and June 2021
to identify in an initial step ethical risks related to the robot’s use and in a subsequent step, the requirements to minimize
those risks. Sixteen professional nurses participated in three focus groups. Interviews were held with eight patients
and relatives. The results were analysed using content analysis. Evidence from the literature and expert guidance were
considered in both steps. Validation and verification methods were assigned appropriately.

Results

Ethical risks and requirements could be defined in the scopes of dignity, autonomy, privacy, human relationships and
safety. Nurses feared that the robot would increase workload, whereas patients and relatives had concerns about the
robot being considered a caregiver rather than a support for nurses. Despite the focus on possible negative consequences,
participants also made optimistic comments regarding the future robot use.

Conclusion

The methodological approach contributed favourably to linking ethical implications to the work of engineers and thus
influencing the development of the system. Focus groups and single interviews appeared appropriate for involving users
to anticipate ethical risks early on during a robot’s development, in accordance with the “Responsible Research and
Innovation” approach.
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Introduction

PfleKoRo aims to develop a robotic care assistance system, which allows caregivers to have patient lifting and holding
tasks taken over by a robot. Physical interaction of robotic systems with patients and caregivers shows multiple challenges,
which are hardly present in cooperative robotic systems used in industrial settings. To reach a high level of acceptance
of patients and caregivers, a deep integration of these relevant stakeholders into the system’s design process is needed.
However, there are currently no guidelines available for the development of such an innovative system that considers the
relevant stakeholders.

Methods

In this work, established guidelines and methods for identifying and prioritizing requirements were tested in collaboration
with nursing professionals. The identified requirements were transformed into end effector concepts with the ability to
lift and hold a patient’s leg. Using prototypes, the concepts were evaluated and discussed with caregivers in a mock-up.

Results

While user integration into the design process proved to be necessary, the results of collaborative creative design methods
were inconsistent and limited to analogies to existing lifters or the human hand. To encourage the innovation potential,
solution-neutral methods were more adequate in the early development stages. The methods used resulted in a determi-
nation of possible areas on the leg that are suitable to be touched by a robot in the given task. First demands regarding the
preferred contact area of the end effector could be stated, but appeared not to be sufficient. The end effector needed to be
thin to be able to reach under the patient’s leg in a supine position and lightweight to minimally reduce the robot’s load
capacity.

Conclusion

An end effector based on carbon fibre made shells showed to be most suitable. Pneumatic cushions were added to adapt
the leg’s surface. In the mock-up first tests with caregivers were successfully made.
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Abstract

"Good care" means responding individually to the needs of those in need of care and to respect their wishes. Bedridden
persons, who are badly or extremely in need of care, pose a particular challenge because they are particularly vulnerable.
Additionally, care of such persons places a great physical strain on the attending nurse or may demand a second caregiver
when carrying out nursing activities. This ties up resources that could be better used to meet the demand for "good care".
The aim of the PfleKoRo Project is to relieve as far as possible the physical and temporal burden on nursing staff in the care
of bedridden persons. For this purpose, a cooperative robotic system is being developed, based on a user-centered design,
which supports nursing duties as required, integrates itself smoothly into nursing routine and takes over physically stressful
patient holding and repositioning tasks. The scientific-technical challenges here are to reconcile robotic assistance and
human interaction and to anchor the situation-dependent needs of caregivers and persons requiring care in the technical
implementation. These challenges are met by an iterative development process consisting of design, model creation,
testing and evaluation, carried out jointly by care professionals, care recipients and system developers, which culminates
in the robotic PfleKoRo system.

The PfleKoRo consortium comprises the key stakeholders required for integrated research and subsequent implementation.
By supporting nursing duties for bedridden people, the PfleKoRo system will create more scope for "good care", from
which care professionals and care recipients will benefit.
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Introduction

The transportation or manoeuvring of heavy objects or devices takes up a large portion of the workday in many health
professions. The manual moving of heavy loads can imply a biomechanical risk and moving tasks that require very high
forces or torques necessitate the use of assistive devices as widely used in industrial settings. Introducing the robotic
care assistance system PfleKoRo to hospitals and care homes, considering the system’s dimensions and weight mobility
is one key to the acceptance of the technology. Having the overall objective of relieving caregivers brings along a whole
catalogue of new requirements arising from the healthcare setting, the users and the tasks performed with the system.

Methods

A mobility concept for PfleKoRo was developed by running multiple iterations of focus groups, co-creation workshops
and evaluation sessions with caregivers from the University Hospital Aachen and the St. Gereon care home to ensure
the assessment and addressing of all requirements. Initially the care environments were inspected to determine relevant
constraints. Additionally daily nursing routines were analysed in cooperation with caregivers and nursing scientists. In
interview sessions, the user demands which were expedient for guiding a usability focused design process were identified.
Notably the resulting requirements specification illuminates the need for precise manoeuvrability in small spaces, lateral
movement and compactness of the mobile robotic system while permitting physiological relief and safe and easy handling.

Results

The concept development eventuates in a hand-guided cart with an integrated holonomic drivetrain. Employing a first
prototype, control parameters defining the cart dynamics that are essential for the usability of the system were optimised
in cooperation with caregivers.

Conclusion

First prototype tests were successfull. The prototype’s controls were intuitive and easy to use while proving good ma-
noeuvrability when moving high loads.
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Introduction

Various studies have shown that the development of products without user involvement leads to lower acceptance and
usability. Our interdisciplinary project PfleKoRo aims to develop a robotic assistance system to support nurses in care
interventions with patients. During the development phases of the robotic system, users, i.e. nurses, care recipients and
informal caregivers, were involved.

Methodological steps of the study are carried out taking a User-Centered Design (UCD) into account. To date, there is no
agreement about the most appropriate method to engage users. Therefore, we reflect our experiences with the UCD from
different interdisciplinary perspectives, i.e. nursing, nursing science and engineering.

Methods

To implement the methodological steps of UCD, Co-creation sessions were prepared in interdisciplinary workshops;
interviews and focus groups were conducted with patients (n=4), relatives (n=4) and nurses (n=30) to determine needs
and user wishes, concerns and ethical aspects. Self-recordings of daily routines, video recordings of nursing activities and
observations were further methods. Additionally, two nurses were constantly involved in the project in order to work and
interact with the engineers throughout the development process.

Results

Due to the COVID-19 pandemic, not all initially selected methods could be implemented. Creative solutions were em-
ployed to replace the observations of daily nursing practices. Video recordings could illustrate but not fully replace
self-experience. Focus groups and interviews proved to be rich in terms of end users " needs and requirements. Since
the majority of meetings took place as digital meetings, the communication and demonstration of technical parts were
challenging.

Conclusion

From today’s viewpoint, the methodological steps used seem practicable and purposeful for involving users. Especially
for finding a common base for communication, extra time should be scheduled in interdisciplinary teams.
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Introduction

With the advance of developments in cooperative robotics, more and more systems are finding application in hospitals.
Active caretaking robots, which support the nurse in direct human-machine contact during physically demanding tasks,
have not been able to benefit from this evolution so far. This work presents a concept for automating such a robot to solve
one of the significant technical challenges of direct robot patient interaction. The robot is enabled to approach specified
positions on the patient, grip them and interact as defined.

Methods

The widely-used open-source framework ROS integrates the components, robot, camera, and gripper and enables commu-
nication. As a result, the components are connected via defined and standardized interfaces and can be easily exchanged.
A depth camera is located above the robot and has a suitable view of the nursing bed. The real-time human keypoint
detection framework OpenPose provides the current 3D pose of the patient. The camera’s depth map is the basis for
an occupancy grid map in which obstacles are stored. The motion planning framework Movelt thus solves the inverse
kinematics and plans a collision-free path for the robot. The relative position between the camera and the robot is cali-
brated using ChArUco markers and the OpenCV computer vision library and thus makes it possible to position the robot
with centimeter accuracy. A state machine approach controls the robot with the transitions approach patient, grasp, and
interaction.

Results

In the current state of development, defined positions described relative to the patient’s keypoints could be successfully
approached automatically. Likewise, the robot could perform linear and circular interaction movements around predefined
joints.

Conclusion

Preliminary laboratory experiments show that the presented concept provides promising results and is suitable for au-
tomating a caretaking robot. The successive steps are the integration of the gripper and the practice evaluation by nursing
staff.
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Introduction

Deep Brain Stimulation (DBS) has become one of the most important neurostimulation therapies for movement disorders.
During intraoperative microelectrode recording (MER) the influence of active or passive movements on the neuronal
activity is evaluated but the evaluation remains mostly subjective. Previous works have shown that quantitative objective
tremor analysis can support neurosurgeons and neurologists and generate more precise and continuous data. The objective
of this paper is to investigate the potential of a previously developed Weighted-frequency Fourier Linear combiner and
Kalman filter-based recursive algorithm to identify tremor phases and to separate tremor from voluntary movements for
the quantification of changes in tremor. The approach is tested on data from a clinical study where patients were asked to
perform motor tasks while partially exhibiting tremor.

Methods

Ten accelerometer recordings from eight patients were acquired during MER from which 186 phases were manually
annotated into: rest, postural and kinetic phase without tremor, and rest, postural and kinetic phase with tremor. The
method first estimates the instantaneous tremor frequency and then decomposes the motion signal into voluntary and
tremorous parts. The tremorous part is used to quantify tremor and the voluntary part to differentiate rest, postural and
kinetic phases.

Results

Instantaneous tremor frequency and amplitude are successfully tracked online. When only analyzing tremorous phases
an accuracy of 89.1% is reached. The performance drops to 76.3% when non-tremorous phases are also considered. Two
main misclassifications were identified: postural phase without tremor being estimated as rest phase without tremor and
kinetic phase without tremor as kinetic phase with tremor.

Conclusion

The results demonstrate the potential of the developed algorithm as an online tremorous movement classifier. It would
benefit from a more advanced tremor detector but nevertheless the obtained digital biomarkers offer an evidence-based
analysis and could optimize the efficacy of DBS treatment.
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Introduction

Hereditary Spastic Paraplegias (HSPs) are a heterogeneous group of progressive neurodegenerative disorders leading
to increasing leg spasticity and consecutive gait impairments. Previous studies showed that instrumented gait analysis
objectively quantifies gait impairment in HSP. This allows ubiquitous analysis of gait parameters in flexible environments
to complement the clinical assessment. In this pilot study we assess changes of gait parameters during home recordings.

Methods

From a cross-sectional study with 112 ambulatory HSP patients, we recruited three patients (61, 63, and 72 years). Disease
severity based on the Spastic Paraplegia Rating Scale was rated at 32, 26, and 17. Patients performed standardized gait
tests in the morning, at noon, and in the evening over a period of two weeks resulting in more than 500 hours of recordings
including more than 120 gait tests. During these gait tests, two inertial measurement units attached to the shoes recorded
acceleration and gyroscopic rate. Sensor signals were processed using a previously developed algorithm for gait analysis
in HSP. Consequently, temporal parameters were extracted by the algorithm.

Results

Gait parameters were significantly different between daytimes. Swing duration (% of gait cycle) was highest at noon.
However, one patient showed the lowest in the morning while for a second patient it was lowest in the evening. For the
third patient, no significant difference between morning and evening was observed.

Conclusion

This initial study indicates that daytime may affect gait parameters of HSP patients. Gait dysfunction based on swing
duration varied individually, best performance was recorded around noon. The results of the present study suggest that
daytime is a potential confounder for assessing gait in HSP. This is an important observation for standardized gait tests at
the hospital and free-living gait recordings. Furthermore, these results must be confirmed in a larger HSP population.
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Introduction

Five decades ago, the diagnostic use of somatosensory evoked potentials (SEPs) pioneered clinical management of multi-
ple sclerosis. Pilot studies and case reports indicate also a large diagnostic potential of SEPs for various types of inherited
neurological movement disorders. However, time, effort, and technical restrictions of current recording systems ham-
per more widespread use. The identification of defined target frequency bands may promote significantly more robust
signal-to-noise management (SNM) based signal processing.

Methods

We applied N-interval Fourier Transform (N-FTA) to signals from three healthy volunteers for investigating spectral
components of evoked and background activity in individual recordings. From this spectral analysis, we identified target
bands of high evoked-to-background ratio. We applied zero-phase target band filters in a SNM processing pipeline and
performed response averaging for extracting SEPs. For comparison, we extracted SEPs also in a standard setting according
to current guidelines.

Results

For nine recordings in all volunteers the largest cortical response was always obtained in derivation Cz’-Fz. Highest
evoked activity and highest evoked-to-background ratio occurred between 30 and 40 Hz. Thus, the target band was set
between 12 and 180 Hz. SNM provided comparable signal morphology to the standard setting as reflected by correlation
coefficients >0.95 and mean deviations of P37 and N45 latencies of 0.1 ms (range -0.3 ms to 0.6 ms). For all recordings,
signal-to-noise ratio was clearly better for SNM (range 6.0 to 14.9) as compared to the standard setting (ranging from
“undetectable” to 10.7).

Conclusion

Based on individual well-defined diagnostic target bands, SNM allows for reliable assessment of cortical SEPs at improved
quality. SNM may render evoked potential recordings less susceptible to artifacts and may allow for shorter recording
times. This technique may allow for improving routine usability of SEP processing and will enhance diagnostic use for
inherited movement disorders.
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review and outlook
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Abstract

Stationary devices for continuous blood pressure (BP) with user-friendly finger sensors are getting common in various
clinical fields and new wearable BP-monitors are about to enter the medical world. Apart from the commonly used pa-
rameters systolic and diastolic BP, beat-to-beat as well as pulse shape information of these devices is not easily accessible.
This article is a review of existing pattern recognition analysis and an outlook to new biomarkers giving a deep insight
into the cardiovascular system and its control.
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Introduction

Low back pain (LBP) affects many individuals and is known to be associated with impaired trunk control. While LBP
can be resolved by treating underlying trunk impairments, a better understanding of the mechanistic origin of the disorder
is required. Trunk control has been commonly studied via an unstable sitting paradigm. Knowledge on how the base of
support and body segments work together to complete the unstable sitting task, and how this is modified in individuals with
LBP, could be utilized when designing interventions for this population. Our objective was to characterize the segmental
coordination in non-impaired unstable sitting as elicited via a wobble board (WB) paradigm.

Methods

WB, pelvis, and trunk motion were recorded in fifteen non-disabled participants sitting on a wobble board. We used cross-
spectral analysis to quantify the coordination of the anterior-posterior angular kinematics of the wobble board, pelvis, and
trunk.

Results

During unstable sitting, the motion of the pelvis was followed by that of the trunk (one-eighth-cycle delay) and wobble
board (half-cycle delay) at frequencies between 1 and 2 Hz.

Conclusion

Future work should utilize the knowledge gained in this study when creating rehabilitation interventions for individuals
with LBP.
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Introduction

Gait-related falls account for most falls in the elderly. The identification of individuals at risk of falling due to unstable gait
requires clinically feasible measures that can detect impairments in gait. Our objective was to: (1) assess the feasibility
for clinical implementation of existing gait stability measures and select the most viable ones; and (2) evaluate the ability
of the selected measures to detect gait impairments.

Methods

Nine measures were assessed for clinical feasibility, with only the margin of stability (MOS) being selected for evaluation.
Ground reactions and motion of the lower body were recorded in fifteen non-disabled and three disabled participants
during treadmill walking. Medial-lateral MOS was calculated and compared between the non-disabled and disabled
participants to evaluate its ability to detect gait impairments.

Results

MOS values at heel strike (HS) and at the point between HS and contralateral toe-off with minimum MOS deviated
between participants with lower limb impairments and non-disabled participants.

Conclusion

MOS at HS demonstrated the greatest potential to assess fall risk. Additional work is required before MOS can be
recommended for clinical use.

143



Improved Global Navigation Satellite System filtering methods
for the mobile six-minute walk test

Maximilian Ogris1, Guenter Schreier’, Kurt Edegger1, Angelika Rzepka1, Andreas Ziegl1

TAIT AUSTRIAN INSTITUTE OF TECHNOLOGY, Graz, Austria

Introduction

Heart failure (HF) is a chronic disease with high hospitalizations rates and increased mortality.
The six-minute walk test (6MWT) is a standardized method to assess the functional health of HF patients by measuring
the distance walked in six minutes.

Methods

The improved 6MWT with new filter algorithms, based on the development of smartphone application, can be used
everywhere with a good global navigation satellite system (GNSS) signal.
This paper tests multiple filtering approaches to reduce the measured distance error in the application.

Results

We were able to decrease the average relative error of the application from 4.5% to 2.0%.
Additionally, the number of experiments with relative error over our chosen clinically significant difference of 5% is
reduced by 90%.

Conclusion

Keeping these results in mind, the system can be considered clinically acceptable.
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Introduction

With the prevalence of stroke and other neurological diseases that cause deficiencies in sensory-motor function it is of
utmost importance to have effective treatment modalities and assessment methods. This paper presents a robotic wrist
rehabilitation device that facilitates both pronation/supination and flexion/extension movements. Further, it provides
technology-aided assessment capabilities through measurement of joint stiffness, range of motion (ROM) and detection
of the catch that is often associated with spasticity.

Methods

The mechanical and electrical system design, allowing for aforementioned training and assessment capabilities, is pre-
sented.

An indirect torque measurement via the actuator currents is proposed, which can determine the angle of catch, and
compared to the already established methods of using inertial measurement units.

Based on this, and the already established methods of angle of catch assessment using data from inertial measurement
units, a different approach of spasticity assessment is developed. The approach is tested using a simplified, mechanical
model of the joint catch on the presented device.

Results

The established IMU based methods as well as the proposed torque measurement show similar performance with regard
to assessment of the catch angle. This is the case independent of the movement velocity, where evaluations were carried
out in the range of 40°/s to 90°/s.

Conclusion

Therefore, the presented device with its torque measurement approach shows a potential to assess not only joint stiffness
but also the angle of catch without additional sensors. This has the benefit of potentially allowing for the implementation
of technology-aided assessment capabilities in robotic rehabilitation devices like the one presented, without increasing
the system complexity and cost.
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Introduction

Gait analysis is a systematic study of human movement. Combining wearable foot pressure sensors and machine learning
(ML) solutions for a high-fidelity body pose tracking from RGB video frames could reveal more insights into gait abnor-
malities. However, accurate detection of heel strike (HS) and toe-off (TO) events is crucial to compute interpretable gait
parameters.

Methods

In this work, we present an experimental platform to study the timing of gait events using a new wearable foot pressure
sensor (ActiSense System, IEE S.A., Luxembourg), and Google’s open-source ML solution MediaPipe Pose. For this
purpose, two StereoPi systems were built to capture stereoscopic videos and images in real time. As a proof of concept,
MediaPipe Pose was applied to one of the synchronised StereoPi cameras, and two algorithms (ALs) were developed to
detect HS and TO events for gait analysis.

Results

Preliminary results from a healthy subject walking on a treadmill show a mean relative deviation across all time spans of
less than 4 % for the ActiSense device and less than 16 % for AL2 (33% for AL1) employing MediaPipe Pose on StereoPi
videos.

Conclusion

Finally, this work offers a platform for the development of sensor- and video-based ALs to automatically identify the
timing of gait events in healthy individuals and those with gait disorders.
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Introduction

In this work, we use simulated data to quantify the different failure mechanisms of a previously presented low-cost jump
height measurement system, based on widely available consumer smartphone technology.

Methods

In order to assess the importance of the different preconditions of the jump height measurement algorithm, we generate a
synthetic dataset of 2000 random jump parabolas for 2000 randomly generated persons without real-world artifacts.

We then selectively add different perturbations to the parabolas and reconstruct the jump height using the evaluated
algorithm.

The degree to which the manipulations influence the reconstructed jump height gives us insights into how critical each
precondition is for the method’s accuracy.

Results

For a subject-to-camera distance of 2.5 meters, we found the most important influences to be tracking inaccuracies and
distance changes (non-vertical jumps).

These are also the most difficult factors to control.

Camera angle and lens distortion are easier to handle in practice and have a very low impact on the reconstructed jump
height.

The intraclass correlation value ICC(3,1) between true jump height and the reconstruction from distorted data ranges
between 0.999 for mild and 0.988 for more severe distortions.

Conclusion

Our results support the design of future studies and tools for accurate and affordable jump height measurement, which
can be used in individual fitness, sports medicine, and rehabilitation applications.
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Introduction

Cytokine adsorbers are used increasingly in cardiac surgery and cardiovascular perfusion. Some centers also report the
use of cytokine adsorbers during extracorporeal cardiopulmonary resuscitation (ECPR). Nevertheless, the isolated effect
of cytokine adsorption therapy on the contractile function of the heart after ischemia is unknown.

Methods

In a porcine model, we induced cardiac arrest by asphyxia. To investigate the effect of cytokine adsorption therapy
(CytoSorb®, CytoSorbents) on the heart under controlled conditions, the hearts were explanted and resuscitated by reper-
fusion in Langendorff fashion with ((+)CS group, N=7) and without ((-)CS group, N=7) use of a cytokine adsorber. After
4 h, we measured left ventricular contractile function with a balloon catheter inserted through the mitral valve. Addi-
tionally, we performed pressure-contractility-matching (PCM) by measuring contractility at different coronary perfusion
pressures.

Results

The (+)CS group showed a significantly improved endsystolic pressure (ESP; 1604+13 vs. 103£15 mmHg; p=0.017),
as well as significantly improved systolic pressure increment (dp/dtmax; 1941£164 vs. 854+139 mmHg/s; p<0.001)
and diastolic pressure decrement (dp/dtmin; -10624-154 vs. -493-+£69 mmHg/s; p=0.005), compared to the (-)CS group.
During PCM, the (+)CS group showed again a significantly improved ESP (1076 vs. 70414 mmHg; p=0.032), dp/dtmax
(13994109 vs. 6324106 mmHg/s; p<0.001) and dp/dtmin (-729+£176 vs. -3724+46 mmHg/s, p=0,091) at 20 mmHg of
perfusion pressure, compared to the (+)CS group.

Conclusion

The use of CytoSorb® during isolated reperfusion and resuscitation of porcine hearts improves the contractile function of
the left ventricle and could therefore also be beneficial during ECPR.
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Introduction

COVID-19 can deteriorate pulmonary function to a degree that extracorporeal membrane oxygenation (ECMO) is needed
as a life-saving intervention. COVID-19 as well as ECMO may cause severe coagulopathies which manifest themselves
in micro and macro thrombosis. Previous studies established D-dimers as a marker for critical thrombosis of the ECMO
system while increased D-dimers on admission are associated with a higher mortality in COIVD-19 patients. It is therefore
crucial to determine if COVID-19 poses an increased risk of early thrombosis of the ECMO system.

Methods

40 patients who required ECMO support were enrolled in a retrospective analysis and assigned to two groups. The COVID
group consisted of COVID-19 patients who required ECMO support (n=20), whereas ECMO patients without COVID-19
were assigned to the control group (n=20). D-dimers, fibrinogen, antithrombin III (ATIII), lactate dehydrogenase (LDH)
and platelet count were qualitanalysed using locally weighted scatterplot smoothing and MANOVAs.

Results

In COVID-19 patients D-dimers reached their peak two days earlier than in the control group (p=2,8115-10'1). In
COVID-19 fibrinogen decreased linearly while in the control group fibrinogen levels increased rapidly after ten days
(p=1,407-10%). In both groups a rapid increase in ATIII beyond 130 % at the start of ECMO was observable (p=5,96-1015).
In the COVID-19 group platelet count decreased from 210 giga/l to 130 giga/l after six days, while in the same time period
platelets of the control group decreased from 180 giga/l to 100 giga/l (p=1,1-10°). In both groups a marked increase in
LDH beyond 5000 U/l occured (p=3,0865-101%).

Conclusion

The early increase in D-dimers and decrease in fibrinogen suggests that COVID-19 patients bear an increased risk of early
thrombosis of the ECMO system compared to other diseases. Additionally, the control group showed signs of severe
inflammation ten days after the start of ECMO which were absent in COVID-19 patients.
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Introduction

Mock circulation loops are usually used to evaluate the interaction between ventricular assist devices and the native
cardiovascular system. They consist of fluid reservoirs and connecting tubing pipes which could mimic instationary
flow processes. Flow phenomena with counteracting extracorporeal life support systems may only be investigated if the
built-in vascular models include anatomical features. Their similarity to physiological conditions would allow correctly
representing circulatory parameters and transferability of simulation results to clinical practice. In this context pulse wave
velocity is pivotal with its impact on pulse pressure and left ventricular afterload.

Methods

The agreement of the pulse wave velocity (PWV) to physiological values was examined in a recently developed pneu-
matically driven life-sized mock circulation loop with two compliant arterial and venous vascular silicone models. Two
strain gauge sensors were positioned at the radial and femoral artery equivalent, the PWV was calculated with the time
dependent pulse wave propagation speed of the systolic pressure between the two different vascular positions. Recording
of the propagation speed was based on a MATLAB built software application with simultaneous recording of the strain
gauge sensor output

Results

A technically predefined elastic modulus of the aortic silicone model around 3,1-3,4 N/mm? which is 10 times higher than
in a healthy human aorta resulted in a systolic peak propagation time around 36 ms. The resultant PWV around 20,3 m/s
was 3,6 times higher than a PWV around 5,6 m/s of a stratified age category of 50 to <60 years

Conclusion

Higher compliance values are practically required to increase durability and robustness for handling complex mock loops.
A resultant higher PWV decreases the validity of circulatory models, suggesting a strong impact of PWV on wave prop-
agation and counteracting instationary flow processes. This should be considered when results are transferred to clinical
practice.
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Introduction

Extra Corporeal Membrane Oxygenation (ECMO) indications and usage has become an essential tool for patients with
severe cardiac and pulmonary dysfunction refractory to conventional management. Its use can affect the blood in many
complex and poorly understood ways, leading to excessive bleeding or clotting. Patients who are to weak to undergo
open heart surgery use the less invasive procedure called Transcatheter Aortic Valve Implantation (TAVI). In this paper, a
multiparametric analysis is performed regarding to platelets, hemoglobin, hematocrit, thromboplastin time and fibrinogens
while using ECMO and TAVL

Methods

The dataset consists of 30 patients, in which 15 patients were undergoing ECMO and the other 15 patients were undergoing
TAVI. In the first analysis, the data history of all parameters is plotted and the structure investigated. In the second analysis,
the parameters are investigated for their correlations.

Results

In the first analysis it became visible that the values of the platelets and fibrinogens fall down, before the organism reacts
and the values increase again. The organism tries to level off the values. Investigating the correlation between these
parameters results that hemoglobin and hematocrit correlate strongly with each other. However, in almost all cases the
correlation between hemoglobin/hematocrit with platelets is low. In two cases, in which the platelets fall extremely down,
the correlation between these parameters is high. A patient that didn’t survive the ECMO procedure show the highest
correlation between hemoglobin and platelets with 0.77 and hematocrit and platelets with 0.87.

Conclusion

The analysis of blood values after ECMO and TAVI show that patterns are available in the data history. It was also
determined that the correlation between these parameters depends on the health state. Thus, a larger dataset provides the
capability to monitor the health state with artificial intelligence and recognize risky states or anomalous patterns in the
data history.
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Introduction

During extracorporeal membrane oxygenation (ECMO), the status of blood gases is measured discretely every hour. To
increase patient safety, online measurement of blood gases and pH-value is of great interest. Existing systems for online
blood gas measurement have disadvantages e.g., complex calibration procedures or shunt mode operation. A measuring
system with easy handling, high measurement accuracy and minimal drift is required. We present the evaluation of drift
characteristics from a new optical online measurement system.

Methods

We used a new designed fluorescence optical measurement system with three dedicated sensor tips for blood gases
(pco2/poz) and pH-value. An in vitro test setup consisting of blood pump, oxygenator, and silicone tubing was estab-
lished to evaluate drift characteristics. Sensor tips were integrated inline via luer lock connection. A constant blood gas
composition (poy=114 mmHg, pco,=48 mmHg, pH=7.3) was achieved by adjustment of the gas composition running
through the oxygenator. Porcine blood was used, which was collected during slaughter process, heparinised and stored
on ice for transport. Sensor characteristics were measured three times over a period of 6 hours. Reference measurements
with a blood gas analyser ABL80 radiometer were realised at 30-minute intervals. To evaluate the sensor drift, the slope
of the sensor characteristic curve was determined.

Results

The results show a maximum slope over 6 hours of 3,4 mmHg for po;, 1,26 mmHg for pco, and 0,11 for pH and demon-
strate a smaller standard deviation (spo2=1,0mmHg, spco>=1,0mmHg, s,p=0,02) than the reference method (spo>=1,9mmHg,
Spcoz=1,8mmHg, SPH=0,O4).

Conclusion

All three sensors showed a slight drift over 6-hours period with a small standard deviation. Next steps will focus on study-
ing blood gas changes during in vivo experiments to investigate the effect over a wide range of measurement parameters.
In the future, it might be possible to monitor blood gases continuously throughout ECMO to improve patient safety.
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Abstract

The study of 3D object segmentation is one of the most challenging areas of research in computer vision especially in
medical video analysis. The aim of this work is to identify 3D anatomical ear-nose-throat (ENT) structures in live video
streams provided by a high-precision stereo-microscopic navigation system during ENT surgeries. The mentioned surg-
eries have been considered as the challenging procedure due to the deep cavities and subtle structures existed in the desired
areas. The goal of 3D anatomical detection is to demonstrate structures in the external ear lobe and the ossicular chain in
order to create automatic segmentation of anatomical structures and to augment microscopic navigated surgery for ENT
surgeons. In addition, the oriented 3-dimensional bounding boxes around the mentioned areas in the 3D real world will
be estimated. Most of the existing methods for the 3D object detection, are based on supervised machine learning tech-
niques, considering that accurate 3D ground truth is provided in the training dataset. For this purpose, amanually created
preliminary atlas of ENT structures created from CT data will serve as ground truth to extract the anatomic structures form
the live video stream using computer vision and (un-) supervised machine learning approaches.As a proposed method,
Convolutional Neural Network (CNN) will be applied to the trained datasets due to recent workswhich have been shown
bright performances in various applications such as image classification, object detection, and semantic segmentation.
Stereo cameras mounted on the microscope provide disparity images for detection, localizationand reconstruction of the
structures in the surgical scene. Hence, based on the information obtained by a CNN and the disparity images, the exact
3D anatomical structures can be established. Due to the lack of a large-scale training dataset, transfer learning approach
and data augmentation techniques will be checked using different deep learning algorithms. In this project different open-
source libraries such as the Insight Registration and Segmentation Toolkit (ITK) and the Visualization Toolkit (VTK)
which are written in C++ language will be utilized.
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Introduction

The aim of the study is to compare a fully automated segmentation of left ventricular late gadolinium enhancement (LGE)
as evaluated by a convolutional neuronal network (CNN) with manual segmentation in chronic myocardial infarction.

Methods

Cardiac magnetic resonance imaging including two-dimensional LGE imaging was performed in 207 patientsona 1.5 T
clinical scanner 12 months after ST-elevation myocardial infarction. LGE images were presented to a trained CNN for
automated determination of left ventricular myocardium and consequently absolute LGE volume. Manual LGE segmen-
tation according to the +5-SD method was used as reference standard. Image quality was assessed according to a 3-point
Likert scale (2 = perfect image quality, 1 = some artifacts witout impaired LGE delineation, 0 = strong artifacts with
impaired LGE del