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Abstract 

Brain stimulation is an appealing method for the treatment of neurological disorders. To achieve 

optimal stimulation parameters and a better understanding of the underlying mechanisms, we applied 

computational modeling studies of brain stimulation. In this dissertation, we investigate the effects of brain 

stimulation encompassing noninvasive to invasive approaches to the neural activations. Furthermore, we try 

to increase the realism and detail of the volume conductor model of the head to find the precise target sites 

and how neural responses vary with stimulation types. The anatomically realistic head model was constructed 

using magnetic resonance imaging to reflect precise anatomical information. Then, we attached electrodes 

onto the scalp or into the brain according to stimulation types. For transcranial magnetic stimulation magnetic 

dipoles representing coil were considered. Using these head models, we calculated realistic electric fields and 

integrated them into the compartmental neuronal models. The cellular targets and initiation sites were 

analyzed according to different stimulation types. During the subdural cortical stimulations, we found that the 

target regions varied according to stimulus polarities and that anodal stimulations activate the top of the gyrus 

and that cathodal stimulations induce a relatively lower excitability at the lip and bank along the sulcus. For 

the transcranial magnetic stimulation, neural excitability was characterized as a function of coil orientation. 

We also proposed a semi-invasive approach—the transcranial channel combined with the transcranial direct 

current stimulation—to improve the focality and magnitude of neuromodulation. The outcome of this 

dissertation could provide insights into the action mechanisms of brain stimulation and the predicted outcome 

from therapy.  
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국 문 요 약 

뇌 자극 기법이란 외부 전기적 자극을 통해 뇌를 활성화 시키는 치료요법으로 난치병으로 

알려져 있는 여러 뇌 질환에 대해 효과가 보고되고 있다. 하지만 치료 효과에 대한 메커니즘 

이해 부족으로 타겟 영역이나 자극 조건이 무분별하다는 한계를 가지고 있다. 본 논문에서는 

시뮬레이션 연구를 통해 최적화된 자극 조건을 제시하고 이에 따른 메커니즘에 대한 이해를 

돕고자 한다. 뇌 자극의 전기적/자기적 방식에 따른 영향과 전극의 침습 정도, 자극의 세기 및 

그 밖의 다양한 성질에 따른 변화를 관측하기 위해 자기공명영상을 이용한 해부학적 정교 뇌

모델과 대뇌 피질 신경세포를 구축하였다. 구축된 시뮬레이션 환경을 통해 외부 전기 자극에 

따라 발생하는 전기장 분포를 보다 정확히 계산하고 신경세포에 전달함으로써 활성화 역치와 

발생하는 위치 등을 분석하였다. 침습적 뇌 자극 시, 양극의 경우 뇌회 윗부분에 위치한 신경

세포들의 활동 전위가 유도됐으며 음극의 경우 열구를 따른 뇌회 벽면에 위치한 신경세포들에 

대해 상대적으로 낮은 활성화 반응이 유도됨을 관측하였다. 비침습적 자기 자극의 경우 신경세

포의 활성화 반응이 코일의 방향과 대응되는 특징을 보였고 준침습성 자극을 통해 외부 자극

을 손실없이 뇌에 집중적으로 전달할 수 있음을 확인하였다. 본 논문에서는 다양한 뇌 자극 기

법에 따른 신경세포의 활성화 반응을 조사하여 자극에 따른 기전의 이해를 돕고 더 나아가 자

극의 효과를 예측하였다. 
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I. Introduction 

1.1  Overview of electrical brain stimulation 

Electrical brain stimulation is an intriguing electrotherapy designed to expedite neuronal modulation in 

the brain through a regulated current. Brain stimulation has been applied as a treatment for various 

neurological disorders and as an adjunct to medical therapy when chemical or surgical techniques cannot 

achieve a satisfactory level of improvement. It spans the fields of functional neurosurgery, such as chronic 

pain1–4, rehabilitation5–8, Parkinson’s disease2,9–11, essential tremor2,12, and other brain disorders.  

Brain stimulation can be performed in both noninvasive and invasive approaches, depending on 

whether input devices are implanted. At the beginning, an implanted electrical brain stimulation was 

proposed to treat chronic refractory neuropathic pain13, and a later noninvasive approach for several 

neurological and psychiatric disorders was reported14,15. Compared to non-invasive stimulation, invasive 

procedures enable one to selectively target specific regions of the cortex more effectively and provide 

superior effects for such disabilities as chronic pain and movement disorders16–18. Invasive stimulation is 

classified by epidural cortical stimulation (ECS) through electrodes located above the dura mater, and 

subdural cortical stimulation (SuCS) is achieved by placing electrodes below the dura mater. The invasive 

approach, in particular, has some advantages, including targeting the cortical surface with a less intense 

current than in a noninvasive approach. However, this approach is not as safe as noninvasive ones6,16,17 that 

allow neuromodulation without surgical procedures19–22.  

The transcranial direct current stimulation (tDCS) and transcranial magnetic stimulation (TMS) are the 

most commonly used techniques for noninvasive brain stimulation. tDCS allows neuromodulation by 

delivering a weak direct current (up to 2 mA) through electrodes on the scalp. This method has attracted 

considerable interest, as it is safe, inexpensive, portable, and simple to implement19,20. Conventional tDCS 

with rectangular pads conveys a weak current that is distributed broadly over a large brain area. As the scalp 

has high impedance, most of the current applied is shunted, and therefore, the currents that enter the brain are 

weakened and activate a relatively larger brain area23,24. Because an electrode montage of tDCS can shape the 

induced current’s distribution21,25,26, to achieve the targeted neuromodulation, Datta et al. proposed an 
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advanced montage of high-definition tDCS (HD-tDCS), that has an active center electrode surrounded by 

four return electrodes to enhance spatial focality23,26. Physiological studies of HD-tDCS have explored its 

plasticity effects in pain and motor excitability24,27–29. In comparison, TMS is a neurostimulation and a 

neuromodulation technique that noninvasively activates neurons in the brain30,31. It generates a time varying 

magnetic field using a coil above the head, which induces an electric field in the brain that can be of 

sufficient magnitude to depolarize neurons. In recent years, TMS has been widely tested as a tool for the 

diagnosis and treatment of a broad range of neurological and psychiatric disorders32–34.  

Despite its widespread use, brain stimulation has been employed with lesser tuned stimulation 

parameters that are determined primarily by clinical experience, due to the lack of a complete understanding 

about how the current input propagates in the cortex and which cortical targets are activated. Furthermore, 

the large number of potential combinations of stimulation parameters (e.g., electrode shape and placement, 

stimulus amplitude, frequency, polarity, pulse width, etc.) lead to uncertain therapeutic outcomes17, thereby 

making it more difficult to determine the optimal parameters. A computational study is therefore one of the 

most useful approaches in investigating the influence of these various parameters.  

Recent research has been conducted to analyze the underlying mechanism of CS via a computational 

approach to determine optimal stimulation parameters. Such studies have led to improvements in therapeutic 

effects by inferring neuronal excitability from the estimated electric field (EF) or current density (CD) 

induced by input current21,23,26,35–50 or by incorporating neuronal models51–63. 

 

1.2  Volume conductor model of the human head  

To elucidate the spatial extent of the induced electric field or current density, a volume conductor model 

of a human head is proposed, and two forms of simplified and anatomically realistic head models have been 

used primarily. The simplified head model for the noninvasive approach is a simple concentric spherical 

model composed of three and four layers based on the assumption that the head is a perfect sphere to reduce 

complexity26,64–67, as shown in Figure 1.1. This model shows quantitative consent by using the 

electroencephalographic and magnetoencephalographic data and experimental results for transcranial 

stimulation68,69.  
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Another form of simplified head model applied for invasive stimulation is an extruded slab model that 

represents a part of the brain, typically the precentral gyrus area35,36,52,53,61,63,70, as shown in Figure 1.2. The 

extruded slab model is composed of precentral gyrus and surrounding sulci and gyri because invasive 

stimulation may stimulate a relatively focal area of the brain compared to noninvasive stimulation. The 

extruded slab model is composed of a higher number of layers compared to the sphere model, such as the 

 

Figure 1.1 The four-layer concentric sphere head model. Tissue layers from outer to inner composite 

scalp, skull, cerebrospinal fluid and brain. 

 

Figure 1.2 The anterior-posterior cross-section of the extruded slab model of the precentral gyrus with 

surrounding structures. This model applies epidural or subdural cortical stimulation by placing the 

electrodes on the dura matter or under the dura mater.  
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scalp, skull, dura mater, cerebrospinal fluid (CSF), gray matter (GM) and white matter (WM), as the 

electrodes for invasive stimulation are placed closer to the brain. The simplified head models, which are the 

sphere and extruded slab models, generalize the head size and structure, and thus they limit a direct link 

between an estimated stimulus-induced electric field and individual physiological observations. 

To provide precise information about head anatomy, an anatomically realistic head model is constructed that 

represents the entire geometry of the head, and this model helps to calculate the realistic electric field that are 

undisputed in estimating the target area accurately21,23,37–50. The individualized anatomically realistic head 

model is constructed using magnetic resonance images (MRIs), as shown in Figure 1.3. The process is started 

by extracting the borders between different materials and then creating tetrahedral finite element meshes. The 

anatomically realistic head model reflects not only anatomical information but also anisotropic conductivity 

utilizing diffusion tensor imaging (DTI), but it comes at a significant computational cost. 

1.2.1  Field computation for electrical stimulation 

Based on quasi-static approximations, ∂E/ ∂t and ∂B/ ∂t in the calculation of E (electric field) and 

B (magnetic field) in Maxwell’s equations can be ignored as source terms71,72. Thus we can get below quasi-

static approximation of Maxwell’s equations: 

∇ ∙ E =
ρ

ε0

 

∇ × E ≈ 0 

∇ ∙ B = 0 

 

Figure 1.3 The tetrahedral finite element meshes constructed from magnetic resonance imaging. 

Volumetric depictions of skin, skull, cerebrospinal fluid, gray matter, and white matter are illustrated.    
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∇ × B ≈ μ0𝐽, 

where ρ is charge density, ε and μ stand for physical properties of the media, and J is current density. 

From these equations, we can derive two facts: 

Fact 1. ∇ × E = 0 ⇒ E = −∇V ∵ (∇ × (∇f) = 0 for all f) 

Fact 2. ∇ × B = μ0𝐽 ⇒  ∇ ∙ 𝐽 = 0 ∵ (∇ ∙ ∇ × B = 0 = ∇ ∙ μ0𝐽). 

The total current emerging in the brain is usually composed of two terms: primary current (Jp(𝑟)) that 

flows from the source (dendritic trees of pyramidal cells of the cortex) and impressed secondary current 

(Jv(𝑟) = σ(r)E(r), where σ denotes the electric conductivity) that is a passive current arising from a 

bioelectric source .  

The formulation produced by electrical stimulation is made by assuming that bioelectrical sources have 

a negligible impact on the stimulus-induced electric field52. Therefore, only a passive current is left and then 

the total current is expressed as follows: 

Jtotal = σE. 

Following Fact 1, the electric field E is expressed as the negative gradient of the potential field and the 

total current becomes: 

Jtotal = −σ∇V. 

Substituting total current into the equation of Fact 2 yields the Laplace equation of the potential field: 

∇ ∙ σ∇V = 0. 

The boundary conditions applied are the Neumann boundary condition in which the electric current that 

flows through the scalp is negligibly small the surface of the scalp (current density = 0), and the external 

stimulus through electrodes are applied as V = constant at the electrode surface35,52. 

Finally, we can divide the problem domain into many subdomains (called finite elements) of the 

constructed tetrahedral element meshes. In order to solve the differential equations and given conditions, the 

finite element method (FEM) is incorporated as it can easily handle any complex shape of a problem’s 

domain with a prescribed condition.  
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1.2.2  Field computation for magnetic stimulation 

Similar to that described in field computation for electrical stimulation (1.2.1), the electric field induced 

by magnetic stimulation follows in the quasi-static approximation of Maxwell’s equations41,73–77: 

�⃑� = −
𝜕𝐴 

𝜕𝑡
− ∇V = −𝐸𝑝

⃑⃑ ⃑⃑ − 𝐸𝑠
⃑⃑⃑⃑ , 

with the vector potential 𝐴  and electric potential V. The electric field induced by TMS is composed by the 

sum of the primary electric field (𝐸𝑝
⃑⃑ ⃑⃑ ) that is induced directly by the changing magnetic field from the coil 

and the secondary field (𝐸𝑠
⃑⃑⃑⃑ ) that is the scalar potential field caused by charge accumulations at tissue 

interfaces.  

The primary electric field (𝐸𝑝
⃑⃑ ⃑⃑ ) that is completely determined by the coil geometry is described 

by74,78,79: 

𝑑𝐴

𝑑𝑡
=

𝜇0𝑁𝑑𝐼/𝑑𝑡

4𝜋
∫

𝑑𝑙⃑⃑⃑⃗

|𝑟 − 𝑟0⃑⃑⃑⃗ |
 , 

where 𝜇0 = 4π × 10−7H/m is the permeability of free space, and N is the number of windings in the coil 

with the time dependent coil current 𝑑𝐼/𝑑𝑡. The integration is performed with the vector 𝑑𝑙⃑⃑⃑⃗  that is vector 

representing the source point to the field point. Thus the primary electric field is calculated straight-forward 

by approximating the coil by many magnetic dipoles.  

The secondary field (𝐸𝑠
⃑⃑⃑⃑ ) is then computed via FEM using magnetic vector potential 𝐴  as input. We 

can derived the Poisson equation for electric potential V that is solved in the volume conductor model by 

multiplying electric field with the conductivity tensor σ and using the subset of Maxwell’s equation under 

quasi-static conditions (∇ ×
1

μ
𝐵 = −𝜎𝐸): 

∇ ×
1

μ
𝐵 = −𝜎

𝜕𝐴 

𝜕𝑡
− 𝜎∇V ⇒  ∇ ∙ σ∇V = −∇σ

𝜕𝐴 

𝜕𝑡
 ∵ (∇ ∙ ∇ × B = 0). 

The Neumann boundary condition is applied, as follows: 

�⃑� ∙ 𝑗 = 0 ⇔  �⃑� ∙ 𝜎�⃗⃑� = 0 ⇔  �⃑� ∙ (𝜎∇V + 𝜎
𝜕𝐴 

𝜕𝑡
) = 0. 

Ampere’s law with current conservation is applied and the electric field induced by magnetic stimulation is 
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solved by the sum of the primary electric field given by a gradient of vector potential and the secondary field 

that can be expressed as the gradient of the potential field. 

1.2.3  Electrode factors 

The electrode’s size, number, shape and location are crucial factors that determine the stimulus targets. 

For example, conventional transcranial current stimulation uses rectangular pads to deliver a weak current 

through electrodes on the scalp; however, they activated a relatively larger brain area, and an even higher 

intensity of the electric field has occurred beside the area under the target electrode16,23,24. To improve the 

focality of the spatial distribution of the electric field, a smaller target electrode and a bigger reference 

electrode are introduced. Advanced configuration, called high-definition tDCS (HD-tDCS), is proposed. This 

configuration consists of an active center electrode surrounded by four return electrodes for targeted 

neuromodulation23,26, and the researchers revealed that HD-tDCS induces the maximal stimulus-induced 

electric field magnitude directly underneath the target electrode with enhanced focality compared to 

conventional tDCS. For the subdural cortical stimulation, a paddle-array electrode showed a synergistic effect 

such that the affected brain area becomes larger and deeper when stimulus amplitude was about 2V, but we 

could not observe this effect using a single electrode80. Various coil designs for TMS have been proposed, as 

the locus of neural activation can be approximated where the stimulus-induced electric field is maximal81. 

Deng et al., quantified the focality and depth of penetration of the electric field by incorporating 50 coils and 

found a depth-focality trade-off82. The figure 8 coil has been used widely to produce more focalized electric 

field, while the coils induced a wider electric field in which the circular coil had the ability to stimulate 

deeper regions directly. Additional novel coil designs for TMS are continually being introduced82,83.  

1.2.4  Conductivity properties 

The different tissues of the head model have inhomogeneous electrical properties and the white matter is 

well known to be anisotropy. With head tissues, the skull has less conductivity and consists of a soft bone 

layer (spongiosa) enclosed by two harder bone layers (compacta). Since the skull has lower conductivity and 

the scalp has high impedance, both play a vital role during tDCS by causing a large shunting effect and 

shifting the stimulated areas19. Inside the skull, cerebrospinal fluid that is a clear body fluid with high 
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conductivity and the current produced by tDCS flows through the high conductive cerebrospinal fluid and 

results in the diffusion of the current. Isotropic conductivity for gray matter is considered as this matter is 

mainly composed of cell bodies. White matter consists of the axons mostly projecting to other areas, and thus 

it has higher anisotropic conductivity such that the induced-current flows along fibers.  

White matter anisotropy is important for targeting deeper brain regions45. Diffusion tensor imaging (DTI) 

provides conductivity tensor information from which we can infer anisotropic properties of white matter by 

the diffusion tensor; the details about how to incorporate anisotropic conductivity are introduced in section 

3.2.2.  

 

1.3  Computation of neural activation  

Electrical brain stimulation induces external electric fields and the neurons within these fields may be 

depolarized and/or hyperpolarized from their resting state. For example, depending upon the polarity of 

transcranial direct current stimulation, anodal stimulation increases the cortical excitability while cathodal 

stimulation induces inhibition84–86. When a stimulus-induced electric field can be of such a sufficient 

magnitude that its depolarization may reach the threshold, the action potential is generated. However, the 

neuronal activation is not simply determined by stimulus amplitude. There are many combinations of crucial 

factors that affect the amounts and pattern of neural polarization such as neuronal morphology, electrical 

properties, and stimulus-induced field direction, frequency, and wave form. Thus the magnitude of the 

electric field and current density might introduce an insufficient prediction of the patterns of neural targets. 

Then with just the field’s strength, we still cannot understand the detailed biophysical mechanisms. 

1.3.1  Activating function 

The prediction of changes in transmembrane potential by the external stimuli can be determined by an 

electrical circuit representing the cable equation. The most acceptable passive cable equation that contains 

active Hodgkin-Huxley elements was developed by Roth and Basser87, and the model is appropriate for 

describing the subthreshold behavior induced by electromagnetic stimulation. The neuron is approximated by 

a series of small compartments, and then the current flow across the i-th membrane as described below: 
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Ohm’s law: ri𝐼𝑖 = −𝜕𝑉/𝜕𝑥 

The law of conservation of current: im = −𝜕𝐼𝑖/𝜕𝑥 

The membrane current is given by, im = 𝑐𝑚𝜕𝑉/𝜕𝑡 + 𝑉/𝑟𝑚,  

ri: a resistance per unit length  

𝐼𝑖: the axial intra-cellular current 

im: the membrane current per unit length 

V: intracellular potential 

𝑐𝑚: capacitance per unit length 

𝑟𝑚: resistance times unit length 

The combination of these equations yields, 

𝑟𝑚𝑐𝑚

𝜕𝑉

𝜕𝑡
+ 𝑉 =

𝑟𝑚
𝑟𝑖

𝜕2𝑉

𝜕𝑥2
. 

This equation considers the axial component of the electric field as a negative gradient of the intracellular 

potential. When the external stimuli are applied, the additional source of electric field is added, 

ri𝐼𝑖 = −𝜕𝑉/𝜕𝑥 

⇔ Ei = −𝜕𝑉/𝜕𝑥 + Ex(𝑥, 𝑡). 

Then the equation is altered to include the external source: 

rm𝑐𝑚

𝜕𝑉

𝜕𝑡
+ 𝑉 =

𝑟𝑚
𝑟𝑖

𝜕2𝑉

𝜕𝑥2
−

𝑟𝑚
𝑟𝑖

𝜕𝐸𝑥

𝜕𝑡
. 

Before the external stimuli are applied, the intracellular potential and its derivative are zero, and thus the 

second term on the left side and first term on the right side will drop out. Under these conditions, the chances 

in the membrane’s potential is approximated to the derivative of the additional source of the electric field 

(activating function): 

𝜕𝑉

𝜕𝑡
= −

1

𝑟𝑖𝑐𝑚

𝜕𝐸𝑥

𝜕𝑡
. 

The activating function is widely used to approximate the polarization of neural elements in the cortex. 

During epidural cortical stimulation, while higher electric field strength has focused on the top of gyrus, the 

activating function exhibited different patterns between anodal and cathodal stimulations35,52. However, 

cathodal stimulation showed inverted signs of the activating functions induced by anodal stimulation due to 
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the linearity of the head model with respect to electrical field. In addition, analysis using the electric field 

could not consider different neuronal morphologies and their electrical properties. Therefore, 

morphologically reconstructed compartmental neuronal models are incorporated into the volume conductor 

head model to yield a more accurate estimation of neuronal activation.  

1.3.2  Multi-scale Modeling 

Describing the neural targets remains a challenge due to their complicated morphology and cellular 

geometry (Figure 1.4). It has been investigated using multi-compartmental models of cortical neurons51,87–93, 

and then the researchers found the type of cell that is preferentially activated. They also analyzed the 

threshold of action potential, the action potential initiation sites, what the spatial patterns of the threshold are, 

and the way the membrane polarization interacts with the stimulus-induced electric field.  

For the fundamental questions regarding the neural targets, Radman et al. reconstructed morphologically 

and functionally diverse groups of inhibitory interneurons and excitatory pyramidal neurons from rats when 

 

Figure 1.4 Compartmental models of cortical neurons. Note that pyramidal neurons orient to the 

perpendicular direction to the cortical surface within the gray matter, then the axons of layer 5 pyramidal cell 

bends differently toward internal capsule.  
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the neuronal models were positioned inside the uniform electric fields55. They found a linear polarization 

according to stimulus amplitude at subthreshold fields and non-linear responses at suprathreshold fields. 

Likewise, the neuronal responses produced by noninvasive stimulation were investigated on the uniform 

electric field; for transcranial magnetic stimulation, the uniform field was considered due to the small size of 

neurons compared to the stimulation coils51. During transcranial direct current stimulation the uniform 

electric field was assumed due to the observation of the uniform voltage gradient in gyri-precise head 

model56. In contrast to noninvasive stimulation in which the applied current was dispersed, invasive 

stimulation induced a focalized electric field. Therefore, rather than considering a uniform electric field, they 

tried to incorporate a distribution of stimulus-induced electric field to the compartmental neuronal models by 

virtually combining them into the extruded slab model53,59,61,63. The neuronal models were coupled with the 

extruded slab model by positioning a series of center points composing compartments of neuronal models 

because the neuronal models consisted of a series of compartments connected by resistors and the differential 

cable equation could be solved at each center point of each compartment. The stimulus-induced potential 

fields were then calculated and subjected to extracellular mechanisms. Through activation of cortical neurons, 

the precise target region could be observed according to various stimulus parameters and the protocols that 

were selectively target either the basket cell or pyramidal cells could be observed. However, while the 

neuronal activation was determined by the potential field generated by the head model, the extruded slab 

model could not provide the realistic potential field compared to the anatomically realistic head model. While 

coupling neuronal models with the extruded slab model was quite straightforward, the anatomically realistic 

head model required complicate procedure due to its irregular geometry. Despite the higher computational 

cost to incorporate neuronal models into the anatomically realistic head model, this had advantages in that we 

can predict more precise and subject-specific target regions according to the individual head models58–60,94.  

 

1.4  Outline of the dissertation 

The goal of this research is to investigate the activation of cortical neurons using multi-scale modeling 

and the cellular target area and their responses produced by the brain stimulation encompassing invasive to 

noninvasive approaches. Subsequent chapters of this dissertation will address the following aims: 
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1.4.1  Effect of Anatomically Realistic Full-Head Model on Activation of Cortical Neurons in Subdural 

Cortical Stimulation—A Computational Study 

Two kinds of head models are used for subdural cortical stimulation: the extruded slab model and the 

anatomically realistic head model. The extruded slab model is composed by regular geometry and thus can be 

coupled with neuronal models with ease; however, it could induce inaccurate predictions of neural responses 

due to model simplicity. In contrast, the anatomically realistic head model increases realism, but it requires 

not only a huge computational cost but also considerable manual works for construction.  

In Chapter 2, we constructed two types of head models—the extruded slab model and the anatomically 

realistic head model—for subdural cortical stimulation and these head models were coupled with 

compartmental neuronal models of layer 5 and layer 3 pyramidal neurons. Then we investigated whether the 

anatomically realistic head model yielded better estimation of activation of pyramidal neurons compared to 

the extruded slab model. We found that layer 3 pyramidal neurons had comparable stimulation thresholds in 

both head models, while layer 5 pyramidal neurons showed a notable discrepancy between the models; in 

particular, layer 5 pyramidal neurons demonstrated asymmetry in the thresholds and in the action potential 

initiation sites in the anatomically realistic full-head model.  

1.4.2  Computational Study of Subdural Cortical Stimulation: Effects of Simulating Anisotropic Conductivity 

on Activation of Cortical Neurons 

One of the benefits of the anatomically realistic head model is that we could incorporate anisotropic 

information through diffusion tensor imaging. In Chapter3, we investigated the impact of incorporating 

anisotropic conductivity of the white matter with various ratios of anisotropic conductivity on the neuronal 

activation produced by subdural cortical stimulation. We found that the anisotropic model showed that 

neurons were activated in the deeper bank (along the sulcus) during cathodal stimulation and in the wider 

crown (top of gyrus) during anodal stimulation when compared to the isotropic model. Furthermore, 

excitation thresholds varied with anisotropic principles, especially with anodal stimulation. 

1.4.3  A multi-scale computational model of the effects of TMS on motor cortex 

The detailed biophysical mechanisms through which transcranial magnetic stimulation activates cortical 
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circuits are still not fully understood. In Chapter 4, we present a multi-scale computational model to describe 

and explain the activation of different cell types in motor cortex due to transcranial magnetic stimulation. It 

determines precise electric fields based on an individual head model derived from magnetic resonance 

imaging and calculates how these electric fields activate morphologically detailed models of different neuron 

types. We predict detailed neural activation patterns for different coil orientations consistent with 

experimental findings. Beyond this, the model allows us to predict activation thresholds for individual 

neurons and precise initiation sites of individual action potentials on the neurons’ complex morphologies. 

1.4.4  Effect of a Transcranial Channel as a Skull/Brain Interface in High-Definition Transcranial Direct 

Current Stimulation—A Computational Study 

In Chapter 5, we proposed the semi-invasive approaches, which is a transcranial channel. The 

transcranial channel is composed of a biocompatible and highly conductive material that helps convey the 

current induced by transcranial direct current stimulation to the target area. However, it has only been 

proposed conceptually, and there has been yet to be concrete study of its efficacy. Thus, we conducted a 

computational investigation of this conceptual transcranial model with high-definition transcranial direct 

current stimulation that induces focalized neuromodulation to determine whether inclusion of a transcranial 

channel performed effectively. We found that the inclusion of a transcranial channel induced polarization at 

the target area 11 times more than did the conventional HD-tDCS without the transcranial channel.  
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II. Effect of Anatomically Realistic Full-Head Model on Activation of 

Cortical Neurons in Subdural Cortical Stimulation—A Computational Study 

2.1  Introduction 

Incorporating compartmental neuronal models into the complex head model was challenging, as it 

incurred huge computational costs. Even building the model may take a significant amount of manual work 

and require various imaging resources41,48. Hence, it would be useful to know how significantly the 

anatomically realistic head model improves the estimation of cellular mechanisms, despite the complex and 

large computation processes required. Several studies have examined the effects of different volume 

conductor models on the EF/CD induced during transcranial magnetic stimulation48, deep brain stimulation95, 

and SuCS80. They reported that there were substantial differences between the simplified partial head model 

and the realistic full head model. However, these effects were inferred from stimulus-induced EF/CD as the 

stimulus-induced neuronal responses have not yet been investigated.  

In this regard, by comparison to the simplified partial-head model, the effects on activation of cortical 

neurons were investigated in the anatomically realistic head model by incorporating layer 5 pyramidal 

neuronal models, and our group presented the results at EMBC 2013 96. In our preliminary work, we modeled 

a small number of neurons, adjusted their locations manually, and then investigated the neuronal activation 

over the stimulus polarities in these head models. This study was limited because it did not consider 

anisotropic conductivity properly in the anatomically realistic head model, and it was simulated with too few 

neurons to represent the precentral gyrus. For these reasons, in this work, we constructed an anatomically 

realistic head model with anisotropic conductivity acquired from diffusion tensor (DT) imaging and a large 

number of neurons that represented two kinds of pyramidal neuronal models (layers 3 and 5). Those 

pyramidal neurons were then distributed uniformly within the two head models in order to compare their 

neuronal activation. Activation of neuronal models was observed with the three stimulus polarities of anodal, 

cathodal, and bipolar stimulation. In addition, excitation thresholds that represent the stimulus amplitude 

needed to trigger a neuron’s action potential and the site of that action potential initiation were analyzed. 

Thus, our focus on the discrepancies between the two common head models was designed primarily to 
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determine whether or not the anatomically realistic head model yielded better estimation of cortical neuronal 

activation, which is not yet understood clearly. For this reason, this work may be considered an extended 

version of our conference article96.  

 

2.2  Methods 

2.2.1  Two head models of subdural cortical stimulation 

Two volume conduction head models for SuCS (a simplified partial head and an anatomically realistic 

full head), including stimulus electrodes, were developed to investigate the effects of head model geometry 

on the activation of cortical neurons. First, we constructed the simplified partial head model (extruded slab), 

which has a uniform brain geometry along the z-axis and an intrinsic two-dimensional geometry, as 

illustrated in Figure 2.1. Details were described previously96. The dimensions of the precentral gyrus (8.5 mm) 

as reduced in the present model to more closely match the dimensions of the precentral gyrus in the 

anatomically realistic head model. This model is restricted to the precentral gyrus and its surrounding sulci 

and gyri. Two covered, disc-type electrodes, 13 mm apart, were placed on the cortex parallel to the precentral 

gyrus. These electrodes were designed by considering the clinical use of strip-type electrodes and the ease of 

modeling the electrodes in the anatomically realistic head model38. In a clinical situation, a pulse generator 

(reference electrode) would be implanted in the pectoral region; however, that was not a possible 

consideration in this model. It was assumed that all boundaries, except the upper boundary of the skull that 

was set as an electric insulator, are grounded during monopolar stimulation (anodal or cathodal), as shown in 

Figure 2.1 (c and d). 

 The second model is the anatomically realistic head model obtained from MRI data (Figure 2.2). A 

whole upper body from the Visible Human Project of Korea97 and the brain MRI of one living human were 

obtained from the SimNIBS 41. We note that this human MRI data is anonymous and publicly accessible. For 

this reason, this study did not require Institutional Review Board (IRB) approval from the Gwangju Institute 

of Science and Technology (GIST).  

The anatomically realistic full head model was constructed using well-known tools: FreeSurfer98,99,  
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FMRIB FSL99, and Seg3D100 (refer to Kim et al.80 for details). Then, two electrodes were designed with same 

configuration as those in the simplified partial head model and placed on the precentral gyrus representing 

the hand area (Figure 2.2(a)). One reference electrode (height = 12 mm; diameter = 11.5 mm) was attached to 

the chest. Finally, optimized volumetric mesh was generated using iso2mesh101 and TetGen102.  

These 3D computational head models were implemented in COMSOL Multiphysics (v4.3b, 

COMSOL, Inc., Burlington, MA, USA) and solved using the finite element method (FEM). The number of 

total tetrahedral elements in the simplified partial and anatomically realistic head models was approximately 

1.2 million and 8.8 million, respectively. The bi-conjugate gradient method (a relative tolerance of 1 × 10−6) 

with preconditioning of an algebraic multigrid was applied.  

 

 

 

Figure 2.1 The shape of the extruded slab model. (a) Three-dimensional extruded slab model representing 

motor cortex, and (b) a cross-section of the model passing through electrodes. The boundary condition for 

monopolar (c) and bipolar (d) stimulation are illustrated; we apply the active current at red colored boundary 

and the ground is indicated by blue line.  
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2.2.2  Conductivity assignment 

Anisotropic conductivity was assigned to the WM only, and other segmented layers of the head 

models were set to isotropic conductivity (in S/m)23,52,103–106: scalp: 0.465; skull: 0.01; dura mater: 0.065; 

CSF: 1.65; gray matter: 0.276; electrode: 9.4 × 106; and substrate: 0.1 × 10−9. For more details on the 

conductivity assignment, refer to Seo et al.58,96. In the simplified partial head model, we assumed that the 

dominant direction of the fibers was perpendicular to the skull (y-axis). In contrast, in the anatomically 

realistic head model, the major direction of the fibers was stretched, reflecting the complex geometry of the 

brain. Therefore, anisotropic information was acquired from diffusion tensor magnetic resonance imaging 

(DT-MRI) provided by SimNIBS example dataset41 under the assumption that conductivity and diffusion 

tensors share the same eigenvectors107.  

In this work, we adopted the eigenvector from DT-MRI and set the same eigenvalues as those in the 

extruded slab model, such that the longitudinal direction was set to 1.1 S/m with the transverse direction at 

0.13 S/m35,108. The tensor representation of WM anisotropy is given by 

σ = S [
𝜎𝐿 0 0
0 𝜎𝑇 0
0 0 𝜎𝑇

] ST, 

where S is an orthonormal eigenvector matrix and σL and σT are conductivities in the longitudinal and 

 

Figure 2.2 The shape of the anatomically realistic head model. (a) The complex, whole-head model (left) 

and placement of subdurally implanted electrodes on the gray matter (right), and (b) the cross-section 

perpendicular to the top electrode (blue circle; left) and parallel (right) to the two electrodes. 
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transverse directions. 

2.2.3  Compartment models of pyramidal neurons 

We developed two types of layer 5 (L5) and layer 3 (L3) pyramidal neuronal models because 

pyramidal neurons are known to be the primary activators of the corticospinal tract and may provide the main 

input to the direct pathway63,109. Their morphology and electrical properties were taken from the cat visual 

cortex110 and then modified by lengthening them 60% in order to fit human brain geometry61.     

Those neuronal models were indirectly coupled with the head models, so that electric potentials 

calculated in each head model were, as an extracellular stimulation, applied to neuronal models with a 100 

μs monophasic pulse. We then analyzed the threshold for direct activation and the sites of action potential 

initiation for the two different models by varying stimulus polarities and amplitudes. We note that the 

simulations for neuronal models were performed in the NEURON environment111.  

Two kinds of neuronal models were distributed uniformly within the region of interest (ROI) of 50 ×

50 × 50 mm3 with the electrodes located in the middle of each of the two models. In the extruded slab 

model, because of its symmetric geometry, the neuronal models were placed from the crown in the precentral 

gyrus to the opposite crown in the post-central gyrus along the path of the central sulcus, spaced 1 mm apart 

(Figure 2.3 inset). Therefore, in the transverse cross-section (xy-plane), 57 neuronal models for each layer 

(L5 or L3) and a total of 2,907 neuronal models each (L5 or L3) were constructed. As shown in Figure 2.3(a), 

the axons of L5 neurons were bent partially beyond the boundary between the GM and WM, and each soma 

of the L5 and L3 neuronal models was placed 0.6 mm and 1.8 mm above the boundary between the GM and 

WM61,112. In the anatomically realistic head model, two types of L5 and L3 neuronal models were 

constructed with configurations equivalent to those in the extruded slab model. Due to the model’s complex 

geometry, each neuronal model was allocated to each triangular face comprising the surface of the GM 

within the ROI. Therefore, a total 12,824 models for L5 and L3 neurons were modeled; the details are 

described in Seo et al.58.  
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2.3  Results 

To investigate the influence of head model geometry on neuronal activation, we applied a 100 μs 

monophasic rectangular pulse to the motor cortex by varying stimulus polarity (anode and cathode). The 

excitation thresholds necessary to evoke action potential of neuronal models were then measured in both the 

 

Figure 2.3 Schematic view of distribution of the compartmental pyramidal neuronal models. In the 

cross sections perpendicular to the electrode, neurons represent relative orientations according to their 

locations. However, only a few neurons among the uniform neuronal models are shown for illustrative 

purposes. Inset indicates the positions of L5 and L3 somata, distributed uniformly and marked as dots in (a) 

the extruded slab model and (b) anatomically realistic head model. 
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extruded slab and anatomically realistic head models over various stimulus amplitudes. Due to the 

advantages that this process held for our simulation study, we considered stimulus amplitudes up to 100 mA, 

which is far higher than the typical acceptable range of under 20 mA5–7,16,113. In this way, it is possible to 

observe the trends in neuronal activations. 

Figures 2.4 and 2.5 illustrate the spatial extents of the excitation thresholds in the extruded slab and 

anatomically realistic head models, respectively. They show similar threshold patterns and spatial extents. On 

the whole, during anodal stimulation, neurons in the crown beneath the electrode have generally had the 

lowest thresholds, while the lip to upper part of the bank and the opposite lip were excitable in L5 and L3 

neurons, respectively. Cathodal stimulation activated neurons in the deeper bank compared to anodal 

stimulation, while bipolar stimulation seemed to be a superposition of the two monopolar stimulations: 

cathodal and anodal. Differences between the two models were characterized in the cathodal stimulation. In 

the anatomically realistic head model, the patterns of spatial extent seemed asymmetric. In both L5/L3 

neurons, the bank along the central sulcus was observed to be most excitable area, while the bank along the 

precentral sulcus was not (Figure 2.5 (c)). An activated area with stimulus amplitude lower than 20 mA 

(represented by white contour lines (b) and highlighted by light yellow shaded region(c) in Figure 2.4 and 

Figure 2.5) was focused around even bank during cathodal stimulation in the anatomically realistic head 

model. However, in the extruded slab model, the crown was found to be the most excitable area regardless of 

stimulus polarities, and it had symmetric patterns of excitation threshold due to its inherently symmetric 

geometry. For further investigation, the ratio of excited neurons to total neurons was observed for three 

different anodal/cathodal/bipolar stimulations (Figure 2.6). When we focused on L5 neurons excited under 

the stimulus amplitude of 20 mA (represented by the light yellow shaded region in Figure 2.6), the extruded 

slab model induced a much higher percentage of excited neurons than did the anatomically realistic head 

model during anodal stimulation and a smaller percentage during cathodal stimulation. It did not show 

substantial differences in L3 neurons during cathodal stimulation. Overall, it was evident that the extruded 

slab model yielded notably higher percentages of excited neurons than did the realistic head model during 

anodal stimulation, which suggests that the extruded slab model may overestimate the stimulation effects. We 

observed that anodal stimulation started to excite neurons at lower stimulus amplitudes than did cathodal 

stimulation; however, this was reversed at high stimulus amplitudes. This behavior was observed in both 



２１ 

 

 

Figure 2.4 The spatial extent of the excitation thresholds in the extruded-slab model. (a) Because of 

symmetric geometry, neuronal models were distributed within half of the cortex, which is represented as a 

gray colored region; in the x-y plane, the gray matter (GM) is classified according to the cortex location and 

orientation. The crown (C) is the region directly under the electrode, and the lip (L) and bank (B) are located 

along the fold on gyrus; the bottom sulcus (BS) lies beneath the central sulcus; the postcentral gyrus consists 

of the opposite bank (OB), opposite lip (OL), and opposite crown (OC). (b) The spatial extent of the 

thresholds stretching the surface from the gray colored region in (a) in the x-direction is shown. The 

horizontal axis represents the abbreviation of the different region of the cortex; the white contour lines 

represent excitation thresholds < 20 mA. (c) Excitation thresholds along the curve (depicted as a dotted curve 
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L3/L5 neurons and both head models (over about 25 – 30 mA in L3/L5 neurons in the anatomically realistic 

head model; and over about 30 mA in L3 neurons and about 50 mA in L5 neurons in the extruded slab 

model). Overall, bipolar stimulation excited more neurons than did the others because it seemed to be a 

summation of cathodal and anodal stimulations.  

For the given stimulus polarity and cell types (L5 or L3), we summarized the minimum excitation 

threshold required to evoke neuronal activity and the area where excited neurons are located, which are 

tabulated in Table 2.1. Consistent with previous findings from the ratio of neurons excited over varying 

stimulus amplitudes (Figure 2.6), we note in Table 2.1 that anodal stimulation had substantially lower 

thresholds than did cathodal stimulation. As shown in previous results (Figure 2.4 and Figure 2.5), bipolar 

stimulation was shown to be a simple summation of anodal and cathodal stimulations. Thus in bipolar 

stimulation, the minimum thresholds under the active electrode were identical to those of anodal stimulation, 

and under the ground electrode they had the same minimum thresholds to cathodal stimulation. During 

anodal stimulation, the minimum thresholds were increased from the crown to the bank along the fold of 

gyrus (the minimum thresholds in the lip and bank were 17 and 23 mA for L5 neurons, and 7 and 55 mA for 

L3 neurons), while during cathodal stimulation, neurons in the bank had lowest threshold and the minimum 

thresholds in the crown and lip were comparable (the minimum thresholds in the crown and lip were 21 mA 

for L5 neurons, and 14 and 15 mA for L3 neurons). It is interesting that, during cathodal stimulation, the  

Table 2.1 The minimum threshold (mA) for each polarity in comparison between the extruded slab 

model and the anatomically realistic head model. Parentheses indicate the location of the neuron(s) 

excited. 

Polarity 

Extruded slab model Anatomically realistic head model 

L5 neurons L3 neurons L5 neurons L3 neurons 

anodal 7 (C) 3 (C) 8 (C) 3 (C) 

cathodal 21 (C) 12 (C) 13 (B) 11 (B) 

bipolar 7(C) 3 (C) 8(C) 3(C) 

in (a)) from the bank of the precentral sulcus to the bank of the central sulcus under the active electrode (blue 

circle).  
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Figure 2.5 The spatial extent of the excitation thresholds projected on the cortical surface in the 

anatomically realistic head model. (a) Electrodes were placed on the precentral gyrus representing the hand 

area; the left inset represents the expansion of the GM surface and right inset indicates the cross-section 

perpendicular to the top electrode (following blue colored dotted line) with the cortex location of the crown 

(C), lip (L), and bank (B). In bipolar stimulation, the upper electrode represents the cathode (blue), while the 

bottom electrode is the anode (red). For convenience, monopolar stimulation was applied using only the 

upper electrode; (b) this is the spatial extent of the thresholds of L5 and L3 neurons in the anatomically 

realistic head model; the white contour lines represent excitation thresholds < 20 mA. (c) Excitation 
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minimum threshold of L5 neurons in the anatomically realistic head model was substantially lower (60%) 

than in the extruded slab model. In the extruded slab model, neurons excited at the lowest threshold were 

located uniformly on the crown, regardless of polarities, while in the anatomically realistic head model, 

cathodal stimulation activated the bank at 11 mA (L3 neurons) or 13 mA (L5 neurons), which are the 

minimum excitation thresholds. 

The site of initiation of the action potential evoked by extracellular stimulation was examined by 

recording membrane potentials at several different locations on L5 and L3 neurons (Figure 2.7). We observed 

the initiation sites of L5/L3 neurons that evoked action potentials under the 100 mA stimulus amplitude and 

found that they varied according to the neuronal model’s location, morphology, and stimulus polarities. The 

axon terminal was frequently excited in L3 neurons, which may be due to the finite length of L3 neurons 

within gray matter (GM). The axon at the boundary between GM and white matter (WM)—where 

conductivity changes abruptly—was often observed as the initiation site for L5 neurons. Cathodal stimulation 

evoked the excitation of L3 neurons on the crown (perpendicular to the electrode) at the initial segment, 

while anodal stimulation evoked L3 neurons at the axon terminal. However, L5 neurons on the crown were 

thresholds along the curve (depicted as a dotted curve in the right inset of (a)) from the bank of the precentral 

sulcus to the bank of the central sulcus under the active electrode (blue circle). 

 

Figure 2.6 The relative ratio (%) of neurons excited with three different polarities: (anodal (A); 

cathodal (C), and bipolar (B) stimulations). Layer 5 (L5) and layer 3 (L3) pyramidal neurons are compared 

within the extruded slab model (slab) and anatomically realistic head model (full real); neurons that evoke 

action potentials within 20 mA are highlighted in light yellow. 
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evoked at the boundary between GM and WM for both anodal and cathodal stimulations. In the lip and the 

bank following the fold of the gyrus, the initiation site for L5 neurons in the anatomically realistic head 

model was the axon terminal during anodal stimulation and the boundary between GM and WM during 

cathodal stimulation. In the extruded slab model, neurons in both the lip and the bank showed inconsistent 

initiation sties. 

The major differences between the two head models were likely due to the asymmetric geometry of 

 

Figure 2.7 Initiation site of action potential over anodal (+) and cathodal (−) stimulation. (a) L5 neurons 

and (c) L3 neurons in the extruded slab model; (b) L5 neurons and (d) L3 neurons in the anatomically 

realistic head model. 
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the anatomically realistic head model; differences were observed around the lip, in particular. During anodal 

stimulation, initiation sites of L5 neurons at the lip were located at the bends in the axons on the side of the 

precentral sulcus, as well as at the axon terminals in the direction of the central sulcus. These asymmetric 

initiation sites were also observed around the lip in L3 neurons.  

 

2.4  Discussion 

Computational brain modeling could be a prerequisite in determining the optimal parameters 

necessary to design efficient electrotherapy treatments17,19. Thus far, many computational studies have been 

extrapolated cellular targets of electrical stimulation by stimulus-induced electric fields. For precise patterns 

of electric fields, the importance of the anatomically realistic head model has emerged for individualized 

modelling according to each subject by incorporating magnetic resonance imaging (MRI) and diffusion 

tensor MRI (DT-MRI); it has also been investigated actively by noninvasive electrical 

stimulation19,21,23,37,40,41,50. Edward et al. constructed three different head models using each subject MRI and 

then validated a computational model for estimating the stimulus-induced electric field in human transcranial 

stimulation21. They revealed that the model data were consistent with the motor responses across subjects. 

Furthermore, operating under the assumption that induced electric field is comparable to cortical activation, 

they found that the model predicted a significant difference (more than twofold) in the induced electric field 

on the primary motor cortex across subjects. The computation study of Truong et al. reports the comparable 

variation across subjects and describes the importance of the construction of an individualized anatomically 

realistic head model50; however, only a few studies of invasive electrical stimulation have been performed 

using the anatomically realistic head model38,80,96. It is understood that invasive stimulation may stimulate a 

relatively smaller focal area of the brain than noninvasive stimulation; thus, the use of a more complex head 

model representing the whole brain area may actually be relatively less demanding.  

In general, the degree of activation can be approximated by employing the stimulus-induced electric 

field or current density. In particular, the electric field is known to relate directly to neuronal activation under 

the quasiuniform assumption19. Another way to estimate the extent of neuronal activation is to compute the 

second derivative of the potential along the direction of the neurons (directional derivative) which is known 
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as the activating function92. However, these methods may be less accurate in estimating neuronal activation 

because neuronal morphologies and their electrical properties are not fully considered.  

The activating function shows a simple reversal in signs between anodal and cathodal stimulations 

because the brain model is linear with respect to electric potential. Due to such limitations of simple 

extrapolations, a compartmental neuronal model is incorporated into computational brain models in order to 

yield more accurate estimations of neuronal activation52,53,61,63. However, in previous studies, the 

compartmental neuronal models were coupled with the extruded slab model, which is a very simplified and 

less accurate model that may lead to inaccurate estimations of neuronal activation due to a modeling error.  

The insertion of electrodes into the anatomically realistic head model is difficult in terms of 

generating the computational mesh due to irregular brain tissue morphologies. In this work, the insertion of 

electrodes into the realistic head model was attempted and an anatomically realistic head model was 

eventually constructed. We then incorporated numerous numbers of compartmental models of L5/L3 

pyramidal neurons combined with the anatomically realistic head model, enabling us to directly investigate 

the effects of head model mismatch. In this work, this model mismatch was analyzed in terms of four distinct 

aspects: 1) spatial extent of threshold, 2) the percentage of excited neurons, 3) the minimum threshold, and 4) 

initiation site of action potentials. 

First, in the spatial extent of excitation thresholds, asymmetric patterns in the anatomically realistic 

head model were observed compared to the simplified extruded slab model. Specifically, during cathodal 

stimulation, L5 neurons in the bank close to the central sulcus were activated more than the L5 neurons in the 

precentral sulcus, although this is not illustrated clearly in Figure 2.5. The bank along the central sulcus is 

known to be the anatomical location of the motor area of the hand114, which is the most critical target area of 

invasive stimulation6. As a result, it is believed that the anatomically realistic head model may estimate 

cellular targets more accurately than the extruded slab model. 

Second, regarding the percentage of excited neurons, the extruded slab model induced more 

depolarization (a higher ratio of excited neurons) during anodal stimulation and more hyperpolarization (a 

lower ratio of excited neurons) during cathodal than did the anatomically realistic head model. This result 

was expected based on our earlier study80, where we reported the current distribution difference in SuCS 

between the realistic head model and the extruded slab model. The extruded slab model was more likely to 
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overestimate neuronal activation in SuCS than was the anatomically realistic head model. However, this 

work may be the first report that, at the neuron level, the activation effects of cortical neurons in the extruded 

slab model may be relatively overestimated compared to the anatomically realistic head model. 

Third, regarding the minimum threshold, the model discrepancy was notable during cathodal 

stimulation. The crown was the area where the top of gyrus was activated most easily in the extruded slab 

model, while the bank was activated well in the anatomically realistic head model. In addition, regarding the 

initiation site of action potentials, the two head models yielded similar behaviors on initiation sites, except for 

in the lip and in the bank. This discrepancy may come from asymmetry in the anatomically realistic head 

model. 

We observed that differences in the head models yielded variations in excitation thresholds; the 

distinctions were more notable in L5 neurons than in L3 neurons. We understand that L5 neurons are affected 

significantly by the geometry of the brain model because of its longer axon that extends into the WM, while 

L3 neurons are located within the GM.  

The simulated pyramidal neuronal responses showed an agreement with the empirical findings from 

previous research. Gorman reports that, at the threshold of stimulus amplitude necessary to elicit neuronal 

responses, a direct wave was elicited during anodal stimulation, while cathodal stimulation produced an 

indirect response109. As stimulus amplitude increased up to supramaximal intensity, cathodal stimulation 

produced a greater response in the direct and indirect activations than anodal stimulation. In this work, we 

investigated the individual neuronal models which enabled us to observe the direct response. At the stimulus 

amplitude where anodal stimulation evoked action potentials of L5 and L3 neurons, cathodal stimulation did 

not excite any neurons (Figure 2.6). Interestingly, there were points of intersection between anodal and 

cathodal stimulations that were about 25-30 mA in the anatomically realistic head model and about 30 or 50 

mA in the extruded slab model; at a higher stimulus amplitude than those points, cathodal stimulation 

produced a higher percentage of excited neurons than did anodal stimulation. 

The minimum excitation thresholds (Table 2.1) are in accordance with previous results that show 

anodal stimulation activated neurons at lower stimulus amplitudes than did cathodal 

stimulation3,52,53,61,109,115,116. Bipolar stimulation appeared to be a superposition of anodal and cathodal 

stimulations, as shown in Figure 2.4, Figure 2.5 and Table 2.1. This is consistent with the results of previous 
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computational studies3,52,53,61,63, which report that bipolar stimulation with an inter-electrode distance greater 

than 10 mm produces little interference. In this work, inter-electrode distances are greater than 10 mm in both 

head models.  

Initiation sites of action potential varied according to the position of the neuronal models, stimulation 

polarity, and relative direction of the stimulus-induced electric field61,93. According to our computational 

study, L3 neurons were initiated easily at the axon terminal, while the action potential of L5 neurons was 

initiated frequently at the boundary between the GM and WM, where conductivity changes abruptly117. 

Furthermore, we observed that during cathodal stimulation, initiation sites were pinpointed more in areas 

closer to soma than were those produced by anodal stimulation; these findings are relevant to existing 

studies52,53,61,63,118 which report the longer latency in cathodal stimulation compared to anodal stimulation in 

experimental studies and investigate the stimulation effects on invasive approaches in computational studies. 

In this work, the neuronal model was based on properties from the cat visual cortex due to limited 

knowledge about properties and morphologies of most human cortical neurons. Despite this uncertainty in 

the neuronal models, it was observed that the computational results were quite reasonably consistent with 

experimental data. The compartmental models of pyramidal neurons used in this work were incorporated also 

on several computational studies to investigate stimulation effects. Wongsarnpigoon et al. studied the effects 

of electrode position and geometry on neuronal activation in the epidural cortical stimulation61. Prior to the 

computational study, they validated compartmental pyramidal neuronal models located in the crown by 

comparing with these models with experimental data. Kamitani et al. constructed neocortical neuronal 

models in TMS and showed brief firing followed by a silent period of duration, which was comparable to 

experimental data of TMS51. Thus, these studies provide a valid rationale of computational results that well 

match those in this study.   

It is challenging to make direct comparisons between the extruded slab model and anatomically 

realistic head model; however, as both models are the most commonly used in invasive CS studies, we 

analyzed the responses of neuronal models induced by differences in the head models and then observed the 

discrepancy in those neuronal responses. Grant and Lowery proposed an ellipsoid-shaped realistic head 

model that sets the ground on the bottom, where the reference electrode can be located95. This ellipsoid 

realistic head model was compared with a cubit model that set the ground at all exterior boundaries. They 
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found that electrical grounding and the finite conducting volume of the head had considerable effects on the 

electrical potential, electrical field, and activating function. This may imply that the effects of different head 

models may be due to the grounding effect. In this regard, we investigated grounding effects under a more 

extended extruded slab model and set the reference electrode on the bottom. This model was proposed by63 

and considers boundary conditions based on a realistic head model95. Then, we compared two kinds of 

extruded slab models during monopolar stimulation and found that the two models had comparable excitation 

thresholds, with an average 2.33% difference.  

Other critical model parameters that may have a significant impact on any discrepancy between the 

extruded slab and anatomically realistic head models include the model anisotropy of conductivity and 

geometry. First, we investigated whether or not anisotropic conductivity has a significant effect on cellular 

targets. Two computational head models were set to isotropic conductivity (WM conductivity was assigned to 

0.126 S/m37), and then stimulation changes induced by tissue anisotropy to the equivalent isotropic model 

were assessed. The anisotropic models yielded substantially different results compared to the isotropic 

models. As tabulated in Table 2.1, during anodal stimulation, the minimum thresholds were 3 mA in the 

anatomically realistic head model and 7 mA in the extruded slab model; cathodal stimulation had a much 

higher value of the minimum threshold compared to anodal stimulation. In contrast to the results from 

anisotropic models, results of the model being set to the isotropic conductivity showed minimum thresholds 

were much higher during anodal stimulation than during cathodal stimulation. The minimum thresholds in 

the extruded slab model were 23 mA and 15 mA in anodal and cathodal stimulations, respectively. In the 

anatomically realistic head model, they were 19 mA and 7 mA, respectively. Interestingly, these results from 

isotropic models were irrelevant to the experimental ones that showed anodal stimulation activated neurons at 

lower stimulus amplitude then did cathodal stimulation3,109,115,116. Furthermore, isotropic models excited far 

more neurons during anodal stimulation and fewer neurons during cathodal stimulation compared to the 

anisotropic model58. As a result, we concluded that anisotropy of conductivity, as well as the complexity of 

head model geometry, are major factors that produce the discrepancies between the extruded slab and 

anatomically realistic head models.  

The positions of the L5/L3 neurons may influence our computational results. In order to estimate these 

effects on neuronal activation, we slightly disposed the neuronal models; positions of L3/L5 neurons were 
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shifted upward or downward by 1 mm in the perpendicular direction to the cortical surface. We observed that 

L5 neurons, which are activated under 100 mA, showed an average of 6.36% differences and L3 neurons had 

an average of 7.3% differences during monopolar stimulations. In addition, in order to briefly investigate the 

effect of neuron orientation, we rotated it up to 90 degrees in increments of 30 degrees, since the morphology 

of dendrites is not symmetric. Slight change was observed, with a maximum of 2.8% differences in both L5 

and L3 neurons according to the rotation of the dendrites. These investigations showed that the positions of 

neurons had mild effects on neuronal activations; however, spatial extent of thresholds, minimum threshold, 

or patterns of percentage of excited neurons were not substantially varied.  

Through this computational study, we revealed that the anatomically realistic head model may be 

recommended as an effective, beneficial model used to investigate cellular targets and detailed neuronal 

responses. This recommendation comes despite the fact that relatively smaller and more focalized areas may 

be involved in the investigations as well as construction of the realistic head model requires substantial 

efforts. The increased effort might be due to incorporating precise information of model anatomy and 

anisotropic conductivity acquired from MRI and DT-MRI. For further study, we plan to model 

communicating populations of neurons and generate indirect responses following synaptic excitations. It is 

expected that the advantages of the anatomically realistic head model will be more considerable in this 

further study because of the larger area that may be involved in neuronal excitation.  

We know that a target-neural element is necessary to improve clinical results, and it is believed that 

targeted neural elements may vary according to electrode positions, geometry, and polarities61. For example, 

the analgesic effect of motor cortex stimulation is related to the specific neurons excited in the superficial 

cortical layer and not to the intensity of the stimulus4. In the same context, effects are also related to electrode 

locations: electrodes placed perpendicular to the precentral gyrus were recommended in order to improve 

therapeutic effects3,4, while other studies have demonstrated improved outcomes with electrodes oriented 

parallel to the precentral gyrus1. In our work, we demonstrated that the anatomically realistic head model is 

more useful in investigating the target area and detailed responses of neuronal activation. Further studies 

should focus on parametric analyses using the anatomically realistic head model rather than the extruded slab 

model. 
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III. Computational Study of Subdural Cortical Stimulation: Effects of 

Simulating Anisotropic Conductivity on Activation of Cortical Neurons 

3.1  Introduction 

To improve the spatial accuracy of stimulation a realistic head model has been used widely, because 

magnetic resonance (MR) images can be used to reflect brain anatomy21,23,37–50. These studies have 

incorporated the anisotropic conductivity derived from diffusion tensor (DT) imaging into their head 

models40–46 and have shown variation in the spatial patterns and strength of induced EF/CD, as well as 

alteration of current flow in directions parallel to the white matter (WM) fiber tract according to the inclusion 

of anisotropy. However, most investigations using anisotropic conductivity with realistic head models have 

focused on noninvasive approaches, while invasive studies are rare. The most recent study examined the 

effects of SuCS on anisotropic conductivity using a realistic head model80, but this investigation using a 

realistic head model was limited to macroscopic or mesoscopic estimations of EF/CD in the cortex, rather 

than microscopic estimations at the neuronal level. 

The simple quantification of EF or CD is insufficient to explain complex neuronal modulation, 

because responses of cortical neurons vary depending on their shape, size, location, and orientation56,61,119. 

For a detailed investigation at the neuronal level, compartmental cortical neuronal models coupled with the 

head model are required. However, due to the complex brain geometry of the realistic head model, those 

neuronal models are usually combined with a simplified head model (extruded slab model). The simplified 

extruded slab model represents the typical precentral gyrus region and this simple geometry makes it easy to 

couple neuronal and brain models in a straightforward manner. However, due to possible modeling error 

(anatomical mismatch of the volume conduction model of simplified and real head models), this method is 

expected to produce non-negligible discrepancies between computational and empirical (ground truth) 

electric fields, which can be a crucial factor in determining whether or not neuronal activation takes 

place23,41,77. In a recent study, the effects of transcranial direct current stimulation (tDCS) on cortical neurons 

were assessed using a realistic head model56, in which neuronal activation was investigated under the 

assumption that tDCS produces uniform electric fields in gray matter (GM); thus, complex brain geometry 
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effects have not been considered directly in neuronal models. 

To the best of our knowledge, the computational study of SuCS using an anatomically realistic head 

model has not been investigated at the neuronal level. In response to this need, the significance of neuronal 

activation by a realistic electric field produced by SuCS was reported by our group at the EMBC 201396; in 

preliminary work, small numbers of neurons in the computational domains were considered concisely for 

comparison between the simplified extruded slab model and realistic head model. However, this study did not 

consider anisotropic conductivity in the WM properly and the number of neurons was too small to represent 

the typical neurons in the brain cortex. For these reasons, in this work, we constructed an anatomically 

realistic full head model with anisotropic conductivity acquired from DTI and a large number of neuronal 

models. Two types of layer 3 and layer 5 pyramidal neuronal models were developed for uniform distribution 

around the precentral gyrus.  

Our goal was to investigate the effect of anisotropic conductivity on neuronal activation produced by 

SuCS using the anatomically realistic head model with three types of stimulation polarities (cathodal, anodal, 

and bipolar). Their influence was explored by quantitative estimation of excitation thresholds that evoke 

neuron activation, as well as the percentage of neurons excited and the minimum threshold. 

 

3.2  Methods 

3.2.1  Construction of the anatomically realistic head model 

A volume conduction model of the human head, including stimulus electrodes, was developed using 

a brain and whole human body MRI acquired from SimNIBS41 and the visible human project of Korea97 

(Figure 3.1). We note that these human MRI data are anonymized, de-identified, and are publicly accessible. 

For this reason, the institutional review board (IRB) approval of Gwangju Institute of Science and 

Technology (GIST) was not required for this study. We segmented WM, GM and the cerebellum based on 

FreeSurfer98,120, and used FMRIB FSL99 to extract CSF, ventricles, skull and scalp. The shape of the upper 
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body was extracted using Seg3D100. Before creating tetrahedral finite element meshes from surface meshes, 

we attached two electrodes to the precentral gyrus representing the hand area114. We designed two disc-typed 

electrodes (height = 0.1 mm; diameter = 4 mm) to be covered with substrates (height = 1.1 mm; diameter = 5 

mm), and these two electrodes were implanted subdurally 13 mm apart. The substrate was constructed by 

considering the clinical use of strip-type electrodes, but we limited the substrate to surround a disc-type 

electrode because of the difficulty of modeling strip-type electrodes in the brain38. Then, we considered upper 

electrode (blue in Figure 3.1(b)) only as an active electrode for monopolar stimulation (anodal or cathodal); 

upper electrode as a cathode and bottom electrode (red in Figure 3.1(b)) as an anode were considered for 

bipolar stimulation. In a clinical situation, a pulse generator is implanted in the pectoral region; thus, a disc-

type reference electrode (height = 12 mm; diameter = 11.5 mm) was modeled on the chest. Finally, we 

generated optimized volumetric mesh using iso2mesh101 and tetgen102. 

These 3D computational models were input in COMSOL Multiphysics (v4.3b, COMSOL, Inc., 

Burlington, MA, USA) and solved numerically by the finite element method. The number of total tetrahedral 

mesh elements was 8.8 million. Smaller elements were used primarily around the cortex near electrodes and 

then they became larger toward the chest area. The bi-conjugate gradient method (a relative tolerance of 1 ×

10−6) with preconditioning of an algebraic multigrid was used as a solver. 

 

 

Figure 3.1 The shape of the anatomically realistic head model. (a) Whole head model with reference 

electrode (red circle) and (b) cross-section of head model for subdural cortical stimulation are shown. Red 

and blue dots on the cortex represent implanted electrodes.  
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3.2.2  Conductivity assignment 

Anisotropic conductivity assigned to the WM was constructed in the anatomically realistic head 

model. Except for WM, all other tissue types were modeled as isotropic. The conductivities for each layer, 

which were obtained from the literature35,37,52,108, are tabulated in Table 3.1.  

In the anatomically realistic head model, it was difficult to determine the major anisotropic direction 

of WM, because fibers were distributed in a complex manner due to the complexity of brain geometry. 

Accordingly, we derived an electrical conductivity tensor of WM for the anatomically realistic head model 

from the water diffusion, as measured by diffusion tensor magnetic resonance imaging (DT-MRI), assuming 

that conductivity and diffusion tensors share the same eigenvectors107. In this case, we shared only 

eigenvectors tensor provided by SimNIBS example dataset41 and then set the eigenvalue along the largest and 

perpendicular eigenvectors in three ways. First we used artificial anisotropy with a fixed value (fixed value 

Table 3.1 Conductivities of tissues and electrodes. 

Compartment Conductivity (S/m) 

Substrate conductivity 0.1 × 10−9 

Electrode conductivity 9.4 × 106  

Scalp 0.465 

Skull 0.01 

Dura mater 0.065 

CSF 1.65 

Gray matter 0.276 

White matter (isotropic) 0.126 

White matter (parallel to fibers) 1.1 

White matter (perpendicular to fibers) 0.13 
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anisotropy). We set the eigenvalue along the largest eigenvector (σlong, longitudinal direction) as 1.1 S/m, 

and the perpendicular eigenvectors (σtrans, transverse direction) as 0.13 S/m, as were shown in Table 3.1. 

Next, we modeled the conductivity tensor σ of the WM as follows: 

σ = S diag(σlong, σtrans, σtrans) ST        (1) 

where S is the orthogonal matrix consisting of unit length eigenvectors of the diffusion tensor. 

In addition to obtaining a more generalized conductivity tensor, we used a direct transformation 

approach with volume normalization (volume normalization anisotropy) and artificial anisotropy with 

volume constraint (volume constraint anisotropy)121,122.  

The volume normalization anisotropy maintains the mean conductivity of the tensors at the isotropic 

WM value (σiso). It calculates normalized eigenvalues σvi
′  as 

σvi

′
= σvi

σiso

√σv1σv2σv3
3               (2) 

where σvi
 is the conductivity tensor eigenvalue of the DTI data.  

The volume constraint anisotropy fixed the artificial anisotropy ratio to the eigenvalues by 

calculating 

σlong = √(σiso)3r23
              (3) 

σtrans = √(σiso)3/r 
3

              (4) 

where r is the anisotropic factor (r=2 if 2:1, r=5 if 5:1, and so on). We varied the anisotropic factor from 2, 5, 

and 10 to 100; the conductivity values are tabulated in Table 3.2.  

Table 3.2 Longitudinal and transverse conductivity of WM tensor elements calculated using the 

artificial anisotropy with volume constraint according to anisotropic factors. (r). 

 r=2 r=5 r=10 r=100 

𝛔𝒍𝒐𝒏𝒈 0.200 0.368 0.585 2.714 

𝛔𝐭𝐫𝐚𝐧𝐬 0.100 0.074 0.059 0.027 
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3.2.3  Compartment models of pyramidal neurons 

In this work, layer 5 (L5) and layer 3 (L3) pyramidal neuronal models were constructed. We used the 

detailed morphology and electrical properties from the cat visual cortex110 and lengthened the neuronal 

models by 60% to fit human brain geometry61. Briefly, low density Na+ channels were present in the soma 

and dendrites, and high density channels were present in the axon hillock and initial segment. The axon and 

soma included fast K+ channels, while dendrites did not. Slow K+ channels and high-threshold Ca2+ 

channels were present in both soma and dendrites. Simulations were performed in the NEURON 

environment111.  

Due to the complexity and limitations of computational resources, such neurons could not be 

constructed explicitly in the 3D computational models. Thus, two kinds of L5 and L3 neuronal models were 

positioned virtually in the anatomically realistic head model. We computed the fields of stimulus-induced 

potentials distributed in the head model, and then the electric potentials were applied to each compartment of 

 

Figure 3.2 Schematic view of the neuronal model morphology and placement. Orientations of layer 

3(L3) and layer 5(L5) pyramidal neuronal models are shown, with bends in different locations. They 

represent only one aspect of the uniform neuronal models.  
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the neuronal models by extracellular stimulation. We applied a monophasic rectangular stimulating pulse 100 

μs in duration, and defined the excitation threshold of a neuron when the membrane potential at one of the 

nodes in the corresponding neuronal model was raised by 70 mV or more above the resting potential63.   

Rather than modeling the neuronal models within the whole brain area, we designated the region of 

interest (ROI) as a regular hexahedron within a volume of 5 × 103 mm3 with the electrodes in the middle, 

and placed two types of L5 and L3 neuronal models uniformly in the ROI to reduce superfluous 

computations. The orientation of the neuronal model was perpendicular to the cortex. L5 neurons curved 

beyond the boundary between GM and WM, while L3 models were located within the cortex. The soma of 

L5 and L3 neuronal models were placed 0.6 mm and 1.8 mm above the boundary between the GM and WM61. 

These neuronal models are illustrated in detail in Figure 3.2. Each of the L5 and L3 neuronal models was 

allocated in each triangular element comprising the GM surface and aligned with the normal direction of this 

element. Therefore, we constructed a total of 12,824 neuronal models each (L5 or L3) and distributed them 

uniformly, as shown in Figure 3.3. This process was implemented in MATLAB (MathWorks, Natick, MA, 

USA) and COMSOL 4.3b with MATLAB. 

 

Figure 3.3 Placement of L5 and L3 pyramidal neuronal models in the anatomically realistic head 

model. Locations of L5 and L3 somata are marked as colored dots (blue: L5, red: L3) in cross-section 

passing through two electrodes.  
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3.3  Results 

First, to investigate the influence of anisotropic conductivity on neuronal activation, we compared the 

effects of simulating the anisotropic and isotropic conductivity using the anatomically realistic head model. 

Next, to gain further insight into the anisotropic conductivity, three methods were incorporated to determine 

the anisotropic information. We analyzed the effect of anisotropic conductivity on pyramidal neuronal 

activation by increasing the stimulus amplitude up to 100 mA. Even though this amplitude is impractical, in 

the light of the advantages of the simulation study, we observed the tendency for neuronal responses up to 

this higher amplitude.  

3.3.1  Comparison between anisotropic and isotropic conductivity 

We assessed the changes induced by tissue anisotropy relative to the equivalent isotropic model. For 

the isotropic model, WM conductivity was assigned to 0.126 S/m, while fixed value anisotropy (1.1 S/m and 

0.13 S/m conductivity values in longitudinal and transverse directions, respectively) was applied to the 

anisotropic model. 

The inclusion of anisotropy in the model changed the spatial extent of the excitation thresholds, as 

illustrated in Figure 3.4. L5 neurons in the anisotropic model were excited in a wider area around the crown 

during anodal stimulation and in a narrower, but deeper, bank area during cathodal stimulation than those in 

the isotropic model. Like L5 neurons, L3 neurons in the anisotropic model were activated more widely 

during anodal stimulation than those in the isotropic model, but they were activated slightly more in the 

deeper bank during cathodal stimulation. The overall change induced by anisotropy was smaller in L3 than in 

L5 neurons. This can be accounted for as follows: most L3 neurons were located within the GM, where the 

anisotropic WM conductivity may have minimal effects on L3 neurons. 

Figure 3.5 presents the relative ratio of L5 and L3 neurons excited in the isotropic and anisotropic 

models as stimulus amplitude increased. In L5 neurons, the anisotropic model yielded substantially different 

results from the isotropic model: the anodal stimulation excited far more neurons, while the cathodal 

stimulation excited noticeably fewer neurons in the anisotropic model. L3 neurons showed behavior similar 

to those in L5, but the difference was quite small. This demonstrated the minimal effect of anisotropy on L3 
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Figure 3.4 Comparison between isotropic and anisotropic conductivity for anodal, cathodal and 

bipolar stimulation. (a) Electrode placement in the anatomically realistic head model. Inset represents the 

ROI, including the crown (C), lip (L) and bank (B) on the GM. (b) The spatial extent of the excitation 

thresholds for L3 and L5 neurons between the isotropic and anisotropic models over three polarities.  
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neurons, but its relatively larger effect on L5 neurons. We observed bipolar stimulation was not noticeably 

different between the anisotropic and isotropic models. 

Table 3.3 illustrates the minimum excitation threshold (minimum input current to modulate neurons) 

for three different polarities in two models (the isotropic and anisotropic models). Similar to the results in 

Figure 3.5, the minimum thresholds of L5 neurons were quite different between models. The anisotropic 

model yielded a much lower minimum threshold with anodal stimulation and a higher threshold with 

cathodal stimulation than the isotropic model. However, the bipolar stimulation yielded a lower threshold 

between the two polarities (cathodal and anodal); As for L3 neurons, there was a small difference only with 

cathodal stimulation; the anisotropic model had a slightly higher threshold than the isotropic model.  

3.3.2  Comparison among various anisotropic conductivities 

Previously, we observed that L3 neurons are considerably less sensitive to WM anisotropy than L5 

neurons. In this section, we investigated further the effect of anisotropic conductivities on L5 neurons. There 

are various principles that apply to the adaptation of anisotropic conductivity. In addition to the fixed value 

anisotropy, two principles of anisotropic adaptation were introduced: volume normalization anisotropy and 

volume constraint anisotropy with varying anisotropic factors (r=2, 5, 10, and 100). A detailed description 

was presented in the section ‘Conductivity assignment.’ 

 
Figure 3.5 The relative ratio (%) of neurons excited with stimulation at three different polarities 

(anodal (A), cathodal (C), and bipolar (B) stimulation). L5 and L3 neurons in the anatomically realistic 

head model were compared between the isotropic (iso) and anisotropic (aniso) models. 



４２ 

 

Table 3.3 The minimum excitation thresholds (mA) over three polarities between the anisotropic and 

isotropic models; parentheses indicate the location of the neuron(s) excited. 

polarity 

L5 neuron L3 neuron 

Isotropy Anisotropy Isotropy Anisotropy 

Anodal 19 (C) 8 (C) 3 (C) 3 (C) 

Cathodal 7 (B) 13 (B) 8 (B) 11 (B) 

Bipolar 7 (B) 8 (C) 3 (C) 3 (C) 

 

Figure 3.6 illustrates the spatial extent of the excitation thresholds of L5 neurons over three polarities 

for the six anisotropic models. Volume normalization anisotropy and volume constraint anisotropy with r=2 

yielded almost identical behavior. As the anisotropic factor (r) in the volume constraint anisotropy increased, 

the anodal stimulation yielded a wider area of excitation. While the difference was quite small, the cathodal 

stimulation produced a slightly narrower area and seemed to activate neurons in the deeper bank as the 

anisotropic factor increased. Bipolar stimulation may yield the simple superimposition of anodal and cathodal 

stimulations. 

Figure 3.7 presents the relative ratio of L5 neurons excited over the six anisotropic models (volume 

normalization anisotropy, volume constraint anisotropies (r=2, 5, 10, 100), and fixed value anisotropy). The 

overall behaviors of the relative ratio of L5 neurons excited were quite similar to the spatial extent of the 

thresholds (Figure 3.6). During anodal stimulation, both volume normalization anisotropy and volume 

constraint anisotropy with r=2 yielded comparable ratios of neurons excited, and the number of neurons 

excited increased as the anisotropic factor increased. In cathodal stimulation, the numbers of neurons excited 

showed a very small difference over the anisotropic models, but conversely, they became slightly higher as 

the anisotropic factor decreased. When the impractical factor (r=100) of volume constraint anisotropy was 

excluded, we found that the fixed value anisotropy yielded the greatest number of neurons excited in anodal 

stimulation and the fewest number in cathodal stimulation.  
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Figure 3.6 Comparison among various anisotropic conductivities for anodal, cathodal and bipolar 

stimulation. Spatial extents of excitation thresholds of L5 neurons are shown in various anisotropic models 

within the ROI shown in Fig 4(A).  
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Figure 3.7 The relative ratio of the number of L5 neurons excited for three polarities. The six different 

anisotropic models were compared.  

The minimum excitation thresholds of L5 neurons were estimated over the six anisotropic models, as 

tabulated in Table 3.4. It is clear that the higher anisotropic factor (r) of volume constraint anisotropy 

decreased the minimum threshold during anodal stimulation, while it increased the minimum threshold 

slightly during cathodal stimulation. Therefore, the minimum thresholds for the anodal stimulation decreased 

more than those for cathodal stimulation when r=100. The crown was the primary area activated with the 

minimum threshold during anodal stimulation, while the bank was activated during cathodal stimulation. It is 

quite interesting that for high anisotropic factors (r=5, 10, 100), the bipolar stimulation yielded slightly 

higher than minimum thresholds between the anodal and cathodal stimulations.  

 

3.4  Discussion 

To investigate the effects of the anisotropic model compared to the isotropic model, we introduced 
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Table 3.4 The minimum excitation thresholds (mA) of L5 neurons in the anatomically realistic head 

model over the six anisotropic models; parentheses indicate the location of neuron(s) excited: crown (C) 

and bank (B). 

Polarity Norm Vol (r=2) Vol (r=5) Vol (r=10) Vol(r=100) Fixed value 

Anodal 18 (C) 18 (C) 16 (C) 12 (C) 6 (C) 8 (C) 

Cathodal 7 (B) 8 (B) 8 (B) 9 (B) 11 (B) 13 (B) 

Bipolar 7 (B) 8 (B) 9 (B) 10 (B) 8 (C) 8 (C) 

  

the principle of fixed value anisotropy, choosing eigenvalues reported by Wongsarnpiggon et al.61,108. During 

anodal stimulation, the anisotropic model activated neurons in a relatively wider area than the isotropic 

model; however, during cathodal stimulation, we observed conversely that a narrower area was activated in 

the anisotropic model than in the isotropic model. Consistently, the anisotropic model had the lowest 

minimum thresholds during anodal stimulation, while the isotropic model showed the lowest minimum 

thresholds during cathodal stimulation. These results produced by the anisotropic model matched well with 

previous studies3,52,53,61,109,115,116, which reported that anodal stimulation had a lower minimum threshold than 

cathodal stimulation, while isotropic stimulation did not. We observed that anisotropic conductivity played a 

critical role in neuronal activation; such observations have been reported in studies on source localization or 

noninvasive stimulations40,121,122. 

To investigate further the effects of the anisotropic models on neuronal activation, we adapted two 

types of approaches to determine the anisotropic information derived from the DT-MRI. First, we looked at 

the volume normalization anisotropy, which normalizes conductivity tensors to compensate for variations in 

isotropic conductivity. Second, we investigated volume constraint anisotropy, which is used with a wide 

range of anisotropy ratios. We found that variation in the anisotropic information induced an altered spatial 

extent of the threshold and percentage of excited neurons, especially in anodal stimulation; however, it is still 

ambiguous which approach is appropriate. According to previous work108,123, the anisotropic ratio of WM is 

known to be 1:10. However, due to the paucity of direct measurements of anisotropic conductivity108 and the 

variation (both regionally and pathologically40,124) in the anisotropy ratios, the optimal method of taking into 
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account WM anisotropy remains unknown to date.  

Several previous modeling studies have investigated the effects of invasive cortical stimulation at the 

neuronal level52,53,61,63 by developing a simplified extruded slab model and examining the influence of 

various parameters on neuronal activation. In the early stages, a small number of neuronal models were 

constructed on the precentral gyrus52,53, and the leverage of model geometry, electrode placement and 

stimulus polarities were tested. More recently, a greater number of neuronal models and more varied types of 

neurons have been introduced in a larger cortical area61,63. Most of these studies have focused on the 

investigation of activated neural elements produced by ECS52,53,61. Furthermore, Zwartjes et al. proposed 

stimulation protocols that target selected neuronal populations63. Although they provided insight with respect 

to neuronal activation, information related to SuCS is difficult to predict due to the different placement of 

electrodes. Moreover, those neuronal models were coupled with the simplified extruded slab model, which 

represents the precentral gyrus only. Thus, in this study, we used the anatomically realistic head model with 

anisotropic conductivity derived from MR-DTI to yield more accurate extrapolation of neuronal activation, 

which may be distinct from earlier work. 

Electrode location (on/under the dura mater), detailed neuronal morphologies, and computationally 

realistic brain models were also introduced distinctively in this work, but we observed results consistent with 

existing studies. During anodal stimulation, the crown, which lies beneath the active electrode, was the most 

excitable area, as most neurons in the crown were perpendicular to the electrode surface. In addition to the 

crown, cathodal stimulation favored excitation of the upper bank, where neurons are aligned primarily 

parallel to the electrode surface. Further, we found that axons were more excitable than soma and dendrites. 

These results are consistent with those reported in earlier studies52,53,61,63.  

It is interesting to note that the spatial extent of the excitation thresholds in bipolar stimulation was 

almost identical to the superimposition of both anodal and cathodal stimulations. This may be due to the large 

electrode center-to-center distance (13 mm in this work). It has been reported52,53,61,63,125 that the anodal and 

cathodal fields during bipolar stimulation scarcely interfered with electrodes at least 10 mm apart, which is 

relevant to our results.  

Our empirical results showed consistently that anodal stimulation activated pyramidal neurons 

directly at lower amplitudes than cathodal stimulation3,109,115,116. Further, Hern et al. reported that in 
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corticofugal fibers, cathodal stimulation elicited excitation thresholds 1.5-5 times higher than anodal 

stimulation115. Comparing the minimum excitation thresholds in the anatomically realistic head model with 

fixed value anisotropy, anodal stimulation was 8 and 3 mA for the L5 and L3 neuronal models, respectively, 

while cathodal stimulation was 13 and 11 mA. Thus, cathodal stimulation was 1.6 and 3.7 times higher than 

anodal stimulation for L5 and L3 neurons, respectively. These results reconfirm the fact that anodal 

stimulation produces lower current thresholds than cathodal stimulation, and these ratios agree well with the 

results of other experiments113. Further, we found that pyramidal neurons in the lip of the central sulcus 

responded at lower thresholds in cathodal than anodal stimulation, which is consistent with the results of 

Phillips’ experiment116. 

Responses in the pyramidal tract following cortical stimulation are known to be classified into D- and 

I- wave responses109,116,126. The initial positive deflection is interpreted as a D-wave, which is likely produced 

by direct activation of cells in the motor cortex. Next, a series of variable positive deflections of the I-wave 

follow from synaptic excitation and/or re-excitation of pyramidal cells with longer latencies. According to 

Gorman109, at the threshold of stimulating intensities to evoke neuronal responses, the D-wave was elicited in 

anodal stimulation, while cathodal stimulation evoked I-waves. At suprathreshold stimulating intensities, 

both anodal and cathodal stimulation produced D- and I-waves. At supramaximal stimulation, cathodal 

stimulation produced larger amplitude D- and I-waves than anodal stimulation. In this work, we explored the 

individual neuronal responses to determine the cellular target of stimulation, so that we could observe direct 

responses (D-wave) only. The rate of neurons excited in the anisotropic model well represented the 

comparison between polarities, as shown in Figure 3.5. When anodal stimulation began to trigger action 

potentials, cathodal stimulation did not. Moreover, anodal stimulation excited more neurons at lower 

amplitudes than cathodal stimulation. However, by increasing the stimulus amplitude, cathodal stimulation 

evoked action potentials in more neurons than anodal stimulation. These results are consistent with previous 

experimental observations of the D-wave.  

Wongsarnpigoon et al. studied the effects of electrode position and geometry on neuronal activation 

by ECS61. Before beginning the study, they validated a compartmental pyramidal neuronal model located in 

the crown by comparing it with experimental data. In this work, we employed the pyramidal neuronal models 

used in Wongsarnpigoon et al.61, which were modified versions of cat visual cortex110 fitted to human brain 
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geometry. These provided a valid rationale of the simulation results that well matched those in our study.  

In our model, we considered the L5 and L3 pyramidal neuronal models; their morphologies and 

electrical properties were taken from cat visual cortex110, because to our knowledge the properties and 

morphologies of most human cortical neurons have not been described well thus far. Due to this uncertainty 

with regard to neuronal properties, computational results may lead to inaccurate neuronal responses. For 

example, in the previous modeling study127, the presence of collaterals reduced the excitation threshold by 

50%, and even evoked action potentials in neurons that were perpendicular to the electrode during cathodal 

stimulation63, while unbranched neurons were not activated125. Despite this possible discrepancy in the 

neuronal models, we reproduced quite reasonable computational results that are comparable to experimental 

data. As a consequence, we expect that excitation thresholds induced by SuCS may be estimated reasonably 

through our computational model.  

We constructed individualized and non-communicating populations of neurons. This limits the 

observations of the I-wave that is followed by indirect and trans-synaptic activation. The reason for 

investigating the I-wave is that, under certain conditions, cathodal stimulation activated cellular targets more 

readily than anodal stimulation2. This implies that motor cortex stimulation activates cortical neurons largely 

indirectly. Although observing multiple interconnected neurons is important in indirect responses, the 

response of a single pyramidal neuron is also useful116. Because these neurons are activated directly from the 

common path issuing from the cortex, they may give evidence of which neurons are recruited by the 

stimulus-induced electric field.  

There were several limitations in our modeling study with the anatomically realistic head model: first 

is the substrate shape inserted. In this work, we only considered substrates surrounding electrodes. In order to 

investigate whether the substrate shape affects neuronal excitation, we constructed two types of electrodes in 

the simplified extruded slab model. One was a 5 × 18 mm2 sized strip-type electrode and the other was a 

disc-type electrode with covered substrates that were designed for this study. Then, we compared the 

excitation thresholds of L5 neurons during bipolar stimulation, and the thresholds differed only up to an 

average of 0.37%, which is negligibly small. Even though the complex brain geometry of the anatomically 

realistic head model may be affected by these changes, it is also possible that it has only a minor influence. 

Another modeling issue is the construction of the dura mater. Due to the extreme thinness of the dura mater, 
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we were not able to include it in the anatomically realistic head model. However, because electrodes in SuCS 

are located under the dura mater and we focused on activation within the cortex, the exclusion of the dura 

mater may be permissible. We underpinned it by comparing the extruded slab model with and without dura 

mater, which showed 0.003% differences in the excitation thresholds of L5 neurons during bipolar 

stimulation. Dura mater construction is necessary to consider ECS further, as it is used more widely than 

SuCS. Thus, the inclusion of the dura mater in both ECS and SuCS computational studies will be considered 

in future work. 
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IV. A multi-scale computational model of the effects of TMS on motor cortex 

4.1  Introduction 

The efficacy of TMS has been demonstrated; however, there remains a large degree of uncertainty 

regarding the factors influencing the affected brain areas and relevant circuits. To provide a better 

understanding of the biophysical mechanisms behind TMS, several computational studies have been 

performed to try to reveal the effects of a number of parameters that lead to variable outcomes. The majority 

of models predict the brain regions influenced by TMS based on stimulus-induced electric fields55,78. While 

early studies utilized spherical models of the human head, in recent years high-resolution volume conduction 

models of the head were developed from human magnetic resonance imaging (MRI) to improve accuracy of 

calculated electric fields41,42,47,73,77,79,128–130. These models revealed that the geometry of the volume 

conduction model, such as complex gyral folding patterns and sulcus width, is one of the key parameters 

determining the induced electric field. In addition, computational studies were extended by connecting 

numerical results with experimental observations to show the correlation between computed electric fields 

with physiological observations67,131,132.  

Directly monitoring target cells’ activities under stimulation would be immensely valuable for the 

interpretation of TMS effects, but few such studies exist133,134. However, computational studies can explore 

the effects of the electromagnetic fields on neural activation by simulating models of neural stimulation in 

silico. In early computational models, straight axonal fibers were considered numerically and the response of 

neurons induced by the external field was modeled by means of the cable equation87,89. Later models 

investigated the role of cell morphology using multi-compartmental modeling51,54,62. Since the responses of 

cortical neurons vary depending on not only the neuronal morphology but also orientation relative to the 

induced electric field and stimulus amplitude55,56,85,119, anatomical information such as cortical folding that 

induces a wide range of field orientations was fed into the neuronal models by applying the calculated 

electric field from the head model to the neuronal models94,135.  

Here, we use an advanced multi-scale modeling approach that combines a high-resolution head 

model with detailed multi-compartmental neuron models. We construct an anatomically realistic head model 
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based on MRI and calculate the external currents that affect neurons via the TMS-induced electric field with 

high accuracy. We concentrate on the hand knob area of the motor cortex that is the predominant target of 

many TMS studies1,131. A multitude of layer 5 and layer 3 pyramidal neurons (L5/L3 PNs) is incorporated on 

the basis that they might be primary activators of the corticospinal tract and provide the main input to the 

direct pathway54,94,109,136. We estimate the target area of activation as a function of coil orientation as well as 

the stimulation intensities required to activate neurons. Finally, we predict the precise sites where the neurons 

initiate their action potentials.  

 

4.2  Methods 

In order to study the cellular effects of TMS in the brain we employed a multi-scale computational 

modeling approach combining a volume conductor head model with detailed neuronal models of cortical 

pyramidal neurons. The motor cortex, especially the hand area, was considered as a cortical target location. 

The volume conductor head model was used to simulate the stimulus-induced electric fields. The precise 

impact of these fields on different neural targets was evaluated using multi-compartmental models of 

pyramidal neurons embedded into the head model. This allowed us to predict differences in individual 

neuron’s susceptibility to TMS depending on neuron placement and coil orientation.  

4.2.1  Volume conductor model 

The simulated effects of TMS depend not only on stimulation parameters but also on the anatomical 

information specified in the volume conductor model. To calculate the precise electric field, a volume 

conductor head model for TMS that reflected T1-weighted and T2-weighted magnetic resonance (MR) 

images was constructed using SimNibs v1.141,137. Briefly, segmentation of white matter (WM), gray matter 

(GM), cerebrospinal fluid (CSF), skull and skin was based on FreeSurfer v5.3.098,120, FSL v5.0.099 and 

MeshFix v2.0138, as shown in Figure 4.1(a). Then, the head model was constructed by generating an 

optimized tetrahedral volume mesh using an enhanced resolution in the region of interest (ROI) around the 

hand knob using Gmsh139. The total number of tetrahedral elements was approximately 5.6 million. At each 

layer of the head model, isotropic conductivity was assigned with the following values (in S/m): WM: 0.126; 
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GM: 0.276; CSF: 1.654; skull: 0.01; and skin: 0.465. 

4.2.2  Field calculations 

The electric field induced by TMS was calculated using SimNIBS v.1.141,137, �⃗⃑� = −
𝜕�⃗�

𝜕𝑡
− 𝛻𝜙 =

 −𝐸𝑝
⃑⃑ ⃑⃑⃗ −  𝐸𝑠

⃑⃑⃑⃑⃗, consisted of primary (𝐸𝑝
⃑⃑ ⃑⃑⃗) and secondary (𝐸𝑠

⃑⃑⃑⃑⃗) electric fields. The primary electric field was 

directly determined by the coil geometry and the head model. The secondary electric field was solved via a 

finite element method using the GetFEM++ library and MATLAB137,140. The Magstim 70 mm figure-8 coil 

was represented by magnetic dipoles positioned above the hand knob (Figure 4.1) and the stimulator output 

was set to 1 A/μs. The coil orientation was defined relative to the direction of the central sulcus such that 

the electric field induced was in anterior to posterior direction (Figure 4.1(c)). Then, three additional coil 

orientations were tested by rotating in steps of 45 degrees and reversed orientations were simulated by 

changing the sign of the current through the coil.   

To investigate the TMS-induced cellular effects, we quantified the magnitude of the electric field |�⃗⃑�| 

and the orthogonal component of the electric field E⊥ = �⃗⃑� ∙ �⃑⃗� to the gray matter surface, where �⃑⃗� is the 

normal vector for the boundary surface element. The orthogonal component was expected to contribute to 

TMS-induced brain activation by the theoretical cortical column cosine model of TMS efficacy (𝐶3-

model)73,141.  

 

Figure 4.1 The volume conductor model and coil placement. (a) Cross-section displaying the scalp, skull, 

cerebrospinal fluid, gray matter and white matter. (b) The computed coil location is superimposed on the 

head model. (c) The yellow dot indicates the location of the center of the TMS coil on the border between 

gray matter and cerebrospinal fluid, and the coil handle is oriented in the direction of the yellow arrow.  



５３ 

 

4.2.3  Multi-compartmental neuronal models 

We adapted existing multicompartmental models of layer 5 and 3 pyramidal neurons (L5/L3 PNs) 

from cat visual cortex110 using the NEURON simulation software111. The electrical properties were 

unchanged from the original models. Briefly, a high density of fast, inactivating voltage-dependent Na+ 

channels were present in the axon hillock and axon initial segment, and a low density of these channels was 

presented in the soma and dendrites. Slow Ca2+-dependent K+ channels and high threshold Ca2+ channels 

were located in the soma and dendrites. Except for the dendrites, fast K+ channels were present. L5/L3 PNs 

were combined virtually with the head model and modified to accommodate the irregular geometry of the 

cortex53,58,61,63,94,135, as shown in Figure 4.2. The dendritic trees were lengthened or shortened by re-scaling 

them according to the local dimensions of the cortex such that dendrites reached layer 1 and the orientation 

was perpendicular to the cortical surface61,112. Since the morphology of the dendritic trees was not symmetric 

and it might influence the neuronal activation, L5/L3 PNs had randomly rotated dendritic trees at different 

locations. The axons of L5 PNs were defined to curve beyond the boundary between GM and WM toward the 

corpus callosum. The axons of L3 PNs were defined to terminate in layer 5/6 within the GM. To reduce 

superfluous computations, we preselected a region of interest (ROI) of 50 × 50 × 50 mm3 around the hand 

knob and then placed L5/L3 PNs in each triangular element comprising the gray matter surface. Altogether, a 

 

Figure 4.2 The placement of L5/L3 PNs in the head model. (a) The distributions of somata of L5/L3 PNs 

are marked as colored dots (red: L5; blue: L3). (b) A schematic view of the distribution of the L5/L3 PNs is 

shown along the cortex folding (gray colored area); note the bending of L5 PN axons when crossing the 

boundary between gray matter and white matter.  
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total of 10,888 L5 PNs and 10,888 L3 PNs was constructed. This process was implemented in MATLAB 

(MathWorks, Natick, MA, USA). 

4.2.4  Computation of neuronal activation induced by stimulation 

The membrane potentials induced by stimulation were approximated by adding an external current 

source 𝐼𝑒𝑥𝑡  to the cable model31,54,62,87,89: 

Iext = −
1

𝑟𝑎

𝜕𝐸𝑙

𝜕𝑙
 , 

where ra is the axial resistance per unit length and El represents the component of the electric field that is 

parallel to each compartment of the PNs. The derivative of the electric field along each compartment was 

calculated at each center point by 𝑙T(∇𝐸)𝑙, where ∇𝐸 contains the components of the electric field gradient 

tensor that are estimated by computing the difference of electric fields at neighboring points displaced by ±1 

mm along each axis117.  

We calculated a monophasic pulse that induced a fluctuating magnetic field through an RLC circuit 

as detailed in57, 

i(t) = sin(𝑤𝑡) exp (−𝑡/𝜏), 

where w = 30 kHz  is the angular frequency and τ = 0.08 ms  is the decay time. The 𝐼𝑒𝑥𝑡  at each 

compartment was then multiplied by the normalized time derivative of the monophasic pulse. Finally, we 

obtained the spatial and temporal membrane potential dynamics. They were used to measure the excitation 

thresholds, the stimulation site and action potential propagation.  

 

4.3  Results 

Figure 4.3 depicts the magnitude of the electric fields (|�⃗⃑�|, top row) and the orthogonal component of 

the electric fields (E⊥, bottom row) for different coil orientations. All calculations were performed for a rate 

of change of the coil current of 1 A/μs. Electric fields had higher magnitudes in the precentral and 

postcentral gyrus and focused on the top of the gyri, regardless of coil orientations. We observed only slight 

changes in the field strengths depending on coil orientation. In contrast, the orthogonal component of electric 
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fields (E⊥) showed different spatial patterns compared to the electric field magnitude. High strengths of E⊥ 

were found on the walls of the gyri and strongly depended on coil orientation. Furthermore, while the spatial 

extent of |�⃗⃑�| was the same for the standard orientation and the +180 degree orientation, the sign of E⊥ in 

the +180 degree orientation was reversed due to the reversed sign of the induced electric fields. Interestingly, 

the maximum value of |�⃗⃑�| depended on coil orientation; it was lowest in the standard coil orientation and 

highest at +135 degrees. However, the maximum values of E⊥ were highest for the standard coil orientation 

and lowest at +90 degrees.  

To assess the neuronal activations as a function of coil orientation, we determined the excitation 

threshold required to cause action potentials of L5/L3 PNs. For each coil orientation, we kept increasing the 

stimulator output until a neuron generated an action potential or we reached a maximum rate of change of the 

current defined as 171 A/μs. Our focus is on the excitability for a stimulation intensity corresponding to 

67 A/μs, as this value corresponds to the average motor threshold for the Magstim 200 stimulator connected 

 

Figure 4.3 Effects of coil orientation on the electric fields. The spatial patterns of magnitude of electric 

fields (|�⃗⃑�|, top row) and its component orthogonal to the gray matter surface (E⊥, bottom row) are visualized; 

the color scale is adapted for better visualization. The black arrows indicate different coil orientations, and 

the maximum value of |�⃗⃑�| and E⊥ (measured in V/m) are given in the bottom left of each figure.  
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to the coil modeled67,117,135,142. The excitability of L5/L3 PNs was predicted either by the direct estimation of 

the electric field (E⊥ map in the Figure 4.4(c)) or by simulating the induced depolarization and firing of the 

detailed neuronal models (threshold maps in Figure 4.4(d,e)). The color of the threshold maps represents the 

stimulator output necessary to activate the corresponding cell and the estimated excitable area in the E⊥ 

maps. The blue colored areas indicate an excitability in the opposite direction, because the head model was 

linear with respect to the electric field. As shown in Figure 4.4(a), we virtually divided the precentral and 

postcentral gyrus to better visualize the excitability in the walls of the gyrus.  

In L5 PNs, we observed that the predicted excitability depended on coil orientation for both E⊥ and 

threshold maps (Figure 4.4(c,d)). For the base orientation and +45 degrees, a high excitability was 

predominantly observed in the wall of the precentral gyrus. In contrast, for orientations +90 degrees to +225 

degrees we observed high excitability in the wall of the postcentral gyrus. Comparing these threshold maps to 

the E⊥ maps, we see that the threshold maps show activated L5 PNs in some additional smaller areas with 

comparatively small E⊥ values. From +90 to +180 degrees, the excited regions were quite well matched to 

the results from E⊥. Furthermore, in the standard direction, the spatial extents of L5 PNs that were activated 

for stimulation intensities corresponding to the motor threshold seemed to enlarge with increasing coil 

rotation, while for the opposite direction of the coil current highly excitable areas shrank with increasing coil 

rotations.  

Overall, the excitability in L3 PNs showed behavior comparable to that of L5 PNs (Figure 4.4 (d,e)), 

but notable differences in threshold maps between L5 and L3 PNs were as follows: while L5 PNs in the top 

of the gyri were never activated, L3 PNs were excited in the top and also the wall of gyri. The excitable areas 

of L3 PNs caused by the +90 and +135 degree stimulations were relatively focused on the upper parts of the 

wall of the postcentral gyrus, while L5 PNs placed in the deeper parts of the sulcus were activated. 

Furthermore in L3 PNs, the excitability in the precentral gyrus and the postcentral gyrus was comparable and 

a bigger area was affected than for L5 PNs. The discrepancies between L5 and L3 PNs confirmed that the 

morphology and placement of neuronal models has an important impact beyond the position relative to the 

coil.   

The percentage of excited neurons for a stimulation intensity at the motor threshold is shown in 
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Figure 4.4 The spatial extent of predicted excitability based on the orthogonal component of the 

electric field (𝐄⊥) and detailed simulations of L5/L3 PNs. (a) The red dot on the border between GM and 
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Figure 4.5. Consistent with the results for the threshold maps in Figure 4.4 we found that the percentage of 

excited L5 PNs increased from base to +135 degrees and then decreased gradually thereafter. Similarly, the 

maximum percentage of excited L3 PNs was observed when the coil was rotated at +135 degrees and L3 PNs 

had about two times higher activations over all coil orientations. The overall percentage of excited neurons 

under the maximum stimulator output (171 A/μs) had a similar pattern; in standard orientation, 29% and 

38% of L5 and L3 PNs were activated, respectively, and these numbers increased to 33% and 44% when the 

coil was oriented at +135 degrees.  

The majority of action potentials were initiated at the axon initial segment and others at the axon near 

the boundary between GM and WM for L5 PNs and at the middle and terminal points for L3 PNs (Figure 

4.6). In the base orientation, threshold stimulation elicited action potentials first at the initial segment for 90% 

of both the L5 and the L3 PNs. This fraction increased with increasing coil rotation up to 97% at +135 

CSF indicates the location of the center of the coil. The base orientation is shown as red arrows. The inset 

represents the region of interest in which PNs were distributed. The blue arrows indicate the opposite coil 

orientation (+180°). The precentral and postcentral gyri were virtually divided for visualization purposes. The 

spatial patterns of E⊥ (b) and threshold maps of L5 (c) and L3 (d) PNs depended on coil orientation as 

shown. The black and red colored areas in the threshold maps (c-d) indicate the excitable areas under the 

stimulator output corresponding to the average motor threshold ( 67 A/μs) . The directions of coil 

orientations in the 2nd row are the opposite directions of the 1st row (in the threshold map in (c and d)) 

simulated by changing the sign of the current through the coil. Note how the excitable areas strongly depend 

on the coil orientation.  

 

Figure 4.5 The percentage of L5 and L3 PNs that are activated for a stimulation intensity at the motor 

threshold (𝟔𝟕 𝐀/𝛍𝐬) as a function of coil orientation.   
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degrees in L5 PNs and up to 95% at +90 degrees in L3 PNs. Example plots of membrane potential dynamics 

induced by the threshold stimulus evoking action potentials are shown in Figure 4.7. We observe the 

propagation of the action potentials from the axon initial segment to the more distal parts of the neurons. In 

both L5 and L3 PNs, following the action potential at the initial segment, the soma was activated as it is 

closest to the initial segment. The terminal points of the axons were activated last as they are most distal from 

the axon initial segment. Since the axon of a L5 PN is quite long compared to that of a L3 PN, the arrival of 

the action potential at the terminal point was substantially delayed. Similarly, dendrites of L5 PNs showed 

delayed activation while in the L3 PNs dendrites were occasionally activated.  

The PNs that were morphologically reconstructed had asymmetric dendritic trees that might affect 

the neuronal responses. We studied the impact of dendritic trees on threshold maps and the percentage of 

excited neurons for a stimulation intensity at the motor threshold by rotating them in steps of 45 degrees 

around the axis defined by their apical dendrite for a fixed coil orientation at +180 degrees. In the threshold 

maps for L5 PNs as shown in Figure 4.8, the highest variations of the thresholds caused by these rotations 

 

Figure 4.6 The percentage of action potential initiation sites of L5 and L3 PNs for a stimulation 

intensity corresponding to the motor cortex threshold (𝟔𝟕 𝐀/𝛍𝐬)  averaged over different coil 

orientations. Sites include the axon initial segment (iseg) and the boundary between gray matter and white 

matter (boundary). Additionally, the terminal part (terminal) and middle point of the axon (middle) for L3 

PNs were considered. Most action potentials are first evoked at the axon initial segment of L5 PNs 

(96.31±1.72%) and L3 PNs (92.76±2.42%). The remaining number of L5 PNs show action potential 

initiation at the axon near the boundary between gray matter and white matter. Only few L5 PNs 

(0.49±0.14%) initiate action potentials simultaneously at the axon initial segment and the GM-WM. For L3 

PNs, middle (1.05±0.78%) and terminal points (2.08±1.45 %) of axons are also activated occasionally.  
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Figure 4.7 Virtual recordings of membrane potential dynamics of L5/L3 PNs. The simulated recordings 

were performed from dendrites (dend), soma and parts of the axons, as indicated by the red colored cones. (a) 

In a L5 PN, the membrane potentials are recorded at the axon initial segment (iseg), the location where the 

axon crosses the boundary between gray matter and white matter (boundary), bending and terminal points. 

(b) Additionally, the middle points of axons of L3 PNs are recorded.  
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were observed in the boundary between the top of the postcentral gyrus and the sulcus. However, the coil 

dependency in the threshold maps did not change and thus the L5 

PNs toward the postcentral gyrus were activated consistently. Compared to the percentage of excited 

L5 PNs with randomly rotated dendritic trees (16.12% as shown in Figure 4.5), the fixed orientation of 

dendritic trees induced changes in the fraction of activated neurons of up to 2%. The threshold variations in 

the L3 PNs were hardly noticeable compared to those of the L5 PNs. The percentage of excited L3 PNs was 

26.4% with randomly rotated dendritic trees, and when the orientations of dendritic trees were fixed it 

resulted in changes of at most 0.3%. Thus, we found that the morphology of the dendritic tree of the L5 PN 

model had a bigger impact than that of the L3 PN model, possibly due to its greater lack of rotational 

 

Figure 4.8 The impact of dendritic tree morphology of L5 PNs was evaluated by rotating them in steps 

of 45° for a fixed coil orientation at +180°. (a) The threshold maps according to the different orientations of 

dendritic trees and (b) its mean and standard deviation are shown. The map of standard deviations in (b) 

indicates precise orientation of the dendritic tree can alter activation thresholds in a noticeable fashion in 

certain situations. Overall, however, the activated areas in (a) do not change much compared to the threshold 

map for randomly rotated dendritic trees in (c).  
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symmetry. Overall, however, rotations of the dendritic trees around the axis defined by the apical dendrite did 

not alter the spatial extent of activated regions much.  

 

4.4  Discussion 

The detailed mechanisms through which TMS activates cortical cells and cortical circuits are still 

not fully understood. In this study, we used multi-scale computational modeling to predict cortical activation 

as a function of coil orientation in two different ways. First, we simply considered the strength of the 

component of the TMS-induced electric field that is orthogonal to the gray matter surface as suggested by the 

C3-model73,141. Second we developed a detailed computational modeling approach that combined an 

anatomically realistic head model with complex multi-compartment neuronal models of L5/L3 PNs and 

quantified their stimulation thresholds. A major finding was the characterization of the induced electric 

fields and the thresholds of L5/L3 PNs as a function of coil orientations as shown in Figure 4.4. In addition, 

threshold variations according to different morphologies of PNs were observed.  

The magnitude of the electric field was considered first, because the strength of the electric field is 

commonly used to extrapolate neuronal activation19,55,78. We found that the magnitude of the TMS-induced 

field is focused on the top of the gyrus, which is in agreement with previous modeling studies41,73,77,129. 

However, the electric field magnitude showed little dependency on coil orientation73. Then, we investigated 

the directional electric field, especially the orthogonal component that is perpendicular to the cortical surface, 

as this has been suggested to contribute most to the TMS-induced activation according to the C3 -

model73,141,143. We found a strong dependence of the orthogonal field component on coil orientation, as shown 

in Figure 4.3. In contrast to the electric field magnitude, the highest field values were found in the sulcal 

walls and never on the apex (or crown) of the gyrus. 

While the analysis of TMS-induced electric fields has been widely addressed in the past, the 

incorporation of multi-compartment neuronal models has hardly been investigated. To permit a more detailed 

understanding of the biophysical mechanisms of TMS, a few previous modeling studies employed detailed 

neuronal models and calculated the membrane potential dynamics generated by the electromagnetic field. 
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However, these attempts had various limitations. First, in early studies no anatomical information on large-

scale brain morphology was applied51,54,62. Rather than constructing a finite element head model, these 

studies applied a uniform electric field to the neuronal model. Even though such investigations achieved 

reasonable results regarding the neuronal activation, they did not consider the effects of the complex folding 

patterns of the cortex and the effects of tissue borders such as the borders between GM on the one hand and 

CSF or WM on the other hand. However, the importance of anatomically realistic head models has been 

shown convincingly41,77,129. Furthermore, the impact of detailed brain anatomy has been considered in various 

methods of brain stimulation and substantial differences have been demonstrated by improving anatomical 

information related to the head model48,59,80,95. Salvador et al. (2011) investigated neuronal responses using a 

simplified head model of a cortical sulcus with several types of neurons and found changes of the stimulation 

threshold depending on the pulse waveform and the coil orientation135. However, the used head model had an 

approximated geometry restricted to the motor cortex and a full complex geometry, such as the hook-shaped 

hand knob, was not considered. Furthermore, the modeled coil orientation was limited to anterior to posterior 

and its reversal due to the simplified geometry of the head model. Most recently, Goodwin and Butson (2015) 

proposed a more realistic approach that integrates an anatomically realistic head model derived from MR 

images with detailed neuronal models94. They considered the excitability of neurons as a function of coil 

orientation. However, in contrast to our results, excitability maps hardly showed a systematic dependence on 

coil orientation and activation thresholds were lower in the gyral crown. We speculate that this might be 

caused by the different morphology of PNs or the different way in which they calculated the external currents 

to simulate neuronal responses. Also, we considered two types of L3/L5 PNs spread over a wider region of 

the cortex. Finally, we also established the site of action potential initiation and found that most PNs are 

activated at the axon initial segment and action potential initiations at other parts of the neuron are 

comparatively rare.  

The threshold maps we calculated demonstrate acute sensitivity to coil orientation, but different 

spatial extents were observed according to the different morphologies of the PNs. In L5 PNs, activation 

thresholds were low in the sulcal walls, matching predictions based on the orthogonal component of the 

electric field. The excitation in the sulcal cortical surface was consistent with the well-established columnar 

neuronal orientation and functional organization of the cortex and functional imaging studies141,144. 
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Furthermore, the excitable area of the L5 PNs were wider in the postcentral gyrus compared to the precentral 

gyrus. This might be due to the severe curvature in the precentral gyrus or the thinner cortex on the 

postcentral side such that the neurons were smaller than those in precentral gyrus. This suggests an additional 

important factor of cortex geometry for TMS next to neuron placement and coil orientation1. The L3 PNs had 

different morphology with shorter axons than the L5 PNs such that they were located completely within the 

gray matter. Similar to the L5 PNs, the coil orientation had a significant impact on the responses of the L3 

PNs, but the precise patterns of the threshold maps differed between the L3 and L5 PNs. As hypothesized by 

Day et al., here the proximity to the coil played an important role145, as L3 PNs in the gyral crown and the 

upper parts of the sulcal wall were predominantly activated.  

The neural response to TMS is composed of a direct (D) and several indirect (I) waves. The D-wave 

is thought to be produced by direct activation of L5 PNs as we have modeled it here and is followed by I-

waves that are thought to be generated by synaptic excitation and/or re-excitation of L5 pyramidal cells with 

longer latencies126,145, presumably via pyramidal cells in superficial cortical layers L2 and L3. According to 

Di Lazzaro et al. (2004), at the lowest stimulation intensity to evoke neuronal responses, an I-wave is elicited, 

and with increasing stimulation intensity, the earlier, small D-wave is produced1. This indicates that 

thresholds for eliciting I-waves are lower than those for eliciting D-waves115. In this work, we explored the 

excitation thresholds of both L3 and L5 PNs and found that the percentage of excited neurons for a 

stimulation intensity at the motor threshold was about two times higher for L3 PNs than for L5 PNs. 

Furthermore, the activation of the L3 PNs was consistently higher than that of the L5 PNs for the full range 

of stimulation intensities. The lower stimulation thresholds of the L3 PNs are consistent with lower 

stimulation intensities required to produce I-waves57,146, and the higher stimulation intensities required to 

produce D-waves.  

The highest percentage of excited PNs was observed at +135 degrees and the excited regions were 

focused on the postcentral gyrus. The base coil orientation induced the lowest percentage of activated PNs, 

but as shown in Figure 4.4 the precentral gyrus was targeted better than for other coil orientations. Thus, to 

activate the precentral gyrus, the base coil orientation is recommended by our model, congruent with 

previous research147,148, and +135 degrees should be ideal to stimulate the postcentral gyrus.  

The question of the precise initiation site of action potentials is a central issue for understanding the 
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physiological effects of TMS. According to our study, the dominant initiation site leading to action potentials 

is the axon initial segment in both L5 and L3 PNs. This is consistent with previous studies arguing that action 

potentials giving rise to the D-wave might be initiated close to the soma and/or axon initial segment149,150. In 

addition, L5 PN action potentials were also initiated at the axon where it crosses the boundary between gray 

matter and white matter, where tissue conductivity changes abruptly117. However, it will be important to 

verify these results with more realistic axon models.  

There are several limitations in our modeling study. A first limitation is related to neuronal 

properties and morphologies. The L3 and L5 PNs were taken from cat visual cortex due to the lack of models 

for most human cortical cell types. However, despite the uncertainty with regard to properties of PNs, we 

produced results matching both experimental studies and other computational studies51,62 that incorporated 

the same models of PNs.  

While we observed the stimulation of neural activity in the superficial cortex nearby the coil, TMS 

might also affect deep brain areas that cannot be stimulated directly. This can be explained on the basis of the 

propagation of action potentials along white matter fiber tracts. Recent studies modeled tractography-based 

white matter fiber tracts using diffusion tensor imaging (DTI) and observed activation of axon bundles47,77,128. 

Compared to fiber tracts in previous modeling, we modeled straightly stretched axons of L5 PNs inside the 

WM. Due to such limitations, the axons inside the WM occasionally passed through protruding parts of GM. 

Notwithstanding this intersection could affect the neuronal responses such as the action potential initiation or 

thresholds, most PNs initiated action potentials at the axon initial segment and coil orientation dependency 

observed in threshold maps was consistent with observations in previous studies. Further developments in 

tractography may improve detailed neuronal models and may lead to a deeper understanding of the TMS-

induced brain activity propagations from the superficial cortex to distant brain regions.  

Another limitation is that the reconstructed PNs were synaptically isolated. For the L5 cells this 

means that we basically studied the generation mechanism of D-waves. The activation of L3 cells could be 

seen as a proxy for the generation of I-waves. A logical next step is to synaptically couple L3 and L5 cells as 

done in a recent model for the generation of D and I-waves using L5 PNs that were contacted by a pool of 

excitatory and inhibitory layer 2 and 3 neurons57. This model successfully reproduced various characteristics 

of I-waves and highlighted the importance of the complex morphology of the L5 PNs for the generation of I-
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waves. An improvement would be to use the anatomical information on the activation of PNs as modeled 

here, as we found a clear difference in the threshold maps for L5 and L3 PNs based on their morphology. 

Therefore, in future work, we plan to incorporate synaptic connections between L3 and L5 PNs. We hope that 

this will bring us one step closer to a detailed understanding of the mechanisms through which TMS activates 

cortical circuits, paving the way for more precise and effective application of TMS based on individual brain 

morphology in clinical and basic research settings.  
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V. Effect of a Transcranial Channel as a Skull/Brain Interface in High-

Definition Transcranial Direct Current Stimulation—A Computational Study 

5.1  Introduction 

To achieve intense and focused neuromodulation with minimal invasiveness, Wingeier et al. 

introduced a transcranial channel combined with tDCS.151 A transcranial channel acts as an interface through 

the thickness of the skull to deliver current induced by tDCS into the targeted area. Implanted in the patient’s 

skull, it is made of biocompatible and highly conductive materials. To lower the risk of infection, it does not 

breach the extradural space. It has various designs, including an I-shaped cylindrical channel (shaft) and a T-

shaped channel (shaft with hat), among others. However, this transcranial channel has only been proposed 

conceptually, and to date there has been no concrete study of its efficacy. Thus, it remains unknown how well 

a transcranial channel improves the efficiency of brain stimulation in the underlying cellular mechanisms.  

In this study, we investigated the effects of a transcranial channel by combining HD-tDCS, using a 

computational study that allowed a cost-effective prediction of the influence of brain stimulation.21,130,152–155 

The spatial extent of stimulus-induced EF has been estimated in computational studies with the assumption 

that the EF magnitude is correlated with the modulation of cortical excitability.19,23,24,45,46 However, it cannot 

reflect stimulus-evoked neuronal polarization, which is dependent on target neuronal morphology, location, 

and EF orientation.55,56,117 We incorporated compartmental models of pyramidal neurons (PNs) into an 

anatomically realistic volume conduction head model, and then investigated the way in which implantation of 

a transcranial channel modulated cortical excitability. We focused on stimulus-induced membrane 

polarization in two kinds of pyramidal neurons (PN), layer 5 (L5) and layer 3 (L3). 

Our objective was to investigate the influence of the inclusion of a transcranial channel, its shape (I- 

or T-shaped), and displacement of the tDCS electrode relative to the transcranial channel. This study may be 

the first step in assessing the use of a transcranial channel combined with HD-tDCS, which may confirm its 

efficacy for clinical use. 
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5.2  Methods 

5.2.1  The volume conduction model of an anatomically realistic head  

We developed a volume conduction model of an anatomically realistic head for HD-tDCS using human 

magnetic resonance imaging (MRI), following SimNIBS pipeline41 (Figure 5.1(a)). We note that this human 

MRI data is example dataset provided by SimNIBS under the ethical approval41. The model was segmented 

by the white matter (WM), gray matter (GM), cerebrospinal fluid (CSF), skull, and scalp, respectively. Dura 

mater was made artificially by deleting 0.5 mm156 of the boundary between the CSF and skull layer based on 

the assumption that it was mapped to the skull layer.157,158 Then, we constructed disc-type electrodes (height 

= 1 mm; radius = 4 mm) to form a 4 × 1 HD-tDCS electrode montage with the “active” center electrode on 

the target hand knob in the precentral gyrus,114 and with four “return” electrodes positioned in a circular 

fashion.23 CCNY-4 gel (height = 2 mm; radius = 4 mm) was modeled between the scalp and the electrodes. 

Thereafter, two types of transcranial channels were designed, one an I-shaped channel with a shaft only, and 

the other a T-shaped channel that consisted of a shaft with a hat. These transcranial channels were designed 

to traverse the entire thickness of the skull (Figure 5.1(b)). The diameters of the shaft varied from 1 to 9 mm 

and we set the diameter of the hat to the shaft diameter + 1 mm. 

3D-optimized tetrahedral volume mesh was constructed from the surface mesh using iso2mesh101 

 

Figure 5.1. The shape of the anatomically realistic head model. Electrodes were placed (a) overlaying the 

head (left) and brain (right). The red circle in the right inset represents the ROI on the hand knob. The cross-

sectional view along the black dotted line is illustrated (b) and shows the two types of transcranial channels.   
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and tetgen.102 There were approximately 18 million total tetrahedral elements, with far smaller elements 

distributed around the electrode, transcranial channel, and regions of interest (ROIs) in the precentral gyrus; 

element size ranged from an average of 0.0043 mm3 (in the transcranial channel) to an average of 1.25 mm3 

(in the skull). The electrical conductivities of the compartments were set to isotropic values (in units of 

S/m):37,53,61,108 scalp, 0.465; skull, 0.01; dura mater, 0.065; CSF, 1.65; GM, 0.276; WM, 0.126; gel, 0.30, and 

electrode, 5.80e.7 In this paper, we considered the transcranial channel made of titanium with the 

conductivity of 7.40e5 S/m, because it is a biocompatible material used commonly as a skull plate.154 The 

Laplace equation was solved with the boundary conditions—the exposed surface of the active electrode was 

set to 1 mA inward current, those of the return electrodes were set to ground (-0.25 mA for each return 

electrode), and all other external boundaries were set to be insulated. We used the linear system solver of the 

conjugate gradient method with a relative tolerance of 1 × 10−9 in COMSOL Multiphysics 5.2 (Comsol Inc, 

Massachusetts).  

5.2.2  The compartmental model of pyramidal neurons 

We constructed two kinds of compartmental models, L5 and L3 PNs. Their morphology and 

electrical properties were taken from the cat visual cortex.110 Furthermore, to investigate the robustness of the 

estimated polarizations for the neuronal morphology, we adapted two established L5 PNs additionally that 

were composed by different morphologies (illustrated in Figure 5.8(a)).90,159 The same compartment 

composed of axons and electrical properties were applied. The PNs were lengthened following the irregular 

dimensions of the cortex to reach the dendritic trees to layer 1.61,112 Simulations for the compartmental 

models of PNs were performed in the NEURON environment.111 

L5 and L3 PNs were coupled indirectly within the hand knob (Figure 5.1(a)) in the anatomically 

realistic head model (for details, see Seo et al.58,59). Because PNs are oriented perpendicular to the 

cortex,47,160,161 we set the neuronal orientation perpendicular to the brain surface, with boundary elements 

between CSF and GM, and the axons of L5 PNs were curved beyond the boundary between the GM and 

WM.53,58,61,63 We constructed L5 and L3 PNs (2137 numbers of PNs each), and then applied the stimulus-

induced potential fields distributed in the anatomically realistic head model at each center point of the 

compartmental models of PNs by extracellular stimulation. As complex membrane polarization was evoked 



７０ 

 

according to neuronal morphology and orientation relative to the induced EF,55,56,162 we investigated a range 

of steady-state membrane polarizations in each compartment (dendrites, soma, initial segment, and axons) of 

the L5 and L3 PNs. To investigate the focality and intensity of the target area we analyzed the median value 

of polarization and their deviations in pre-selected ROI, where it is directly under the center electrode, as 

shown by the red circle in Figure 5.1(a). This process was implemented in MATLAB (MathWorks, Natick, 

MA, USA) and COMSOL 5.2 with MATLAB. 

 

5.3  Results 

5.3.1  Effects of varying the dimension of the transcranial channel 

For each configuration of the transcranial channel, we calculated the EFs induced and the membrane 

polarizations in the brain. The shaft diameter of the I- and T-shaped channels increased from 1 to 9 mm. First, 

we calculated the peaks of induced EF (Table 1) and found that implantation of the transcranial channel 

induced 3.3 to 10.3 times greater peak EFs than did the conventional HD-tDCS without the transcranial 

channel. As the diameter of the shaft increased, the stimulus-induced peak EF increased in diameter by up to 

7 mm; however, we observed reduced peak EFs in both the T- and I-shaped models with a shaft diameter of 9 

mm. Similar peak EFs occurred in both types of transcranial channels, although the T-shaped channel 

induced slightly higher EFs than the I-shaped channel. 

Second, in order to measure the relative focality (Table 1), we calculated the volume of the cortex, 

where EFs were greater than 50%, 60%, 70%, or 80% of the peak EF values, respectively. The area with the 

highest EF magnitude (Vol80) was smaller in the conventional HD-tDCS without the transcranial channel 

compared to that of the transcranial channel. Higher EF (Vol50-70) was distributed more widely in the 

conventional HD-tDCS, while the transcranial channel helped capture it. Thus, the transcranial channel 

resulted in higher relative focality than did the conventional HD-tDCS, with the smaller area higher than 50% 

to 70% of the peak EF. Within the HD-tDCS configurations with the transcranial channel, the relative focality 

decreased as the diameter of the shaft increased, because the larger area of the transcranial channel conveys 

the stimulus-induced EF to the extended target area. 
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Table 5.1. Variation in the stimulus-induced EF within the brain with increments in the shaft diameter 

of the T- and I-shaped channels. The conventional HD-tDCS without the transcranial channel is compared. 

The peak EF magnitude (V/m) and cortex volumes in excess of 50%, 60%, 70%, or 80% of the peak EF 

magnitude (Vol50, Vol60, Vol70 and Vol80 (mm3)) were observed. Note the conventional HD-tDCS has a 

lower peak EF value and lower relative focality compared to that with the transcranial channel. 

Channel Type 
Shaft 

diameter 
Peak EF (V/m) Vol50 Vol60 Vol70 Vol80 

Conventional  

HD-tDCS 
 0.30 1538.20 366.99 19.74 0.17 

T-shaped 

Channel 

1 mm 0.99 12.02 5.02 2.05 0.54 

3 mm 2.53 12.78 5.78 2.42 0.70 

5 mm 3.35 22.81 10.19 3.78 0.87 

7 mm 3.40 52.98 23.87 8.69 1.76 

9 mm 3.09 92.19 41.11 16.68 5.27 

I-shaped Channel 

1 mm 0.88 13.49 5.45 2.22 0.58 

3 mm 2.28 13.04 5.88 2.46 0.70 

5 mm 3.10 23.04 10.28 3.79 0.88 

7 mm 3.26 53.22 23.92 8.71 1.76 

9 mm 2.97 92.60 41.23 16.72 5.29 

 

To further assess the way in which the transcranial channel improved the efficacy of stimulation, we 

presented spatial distributions of EFs between the conventional HD-tDCS with and without the T-shaped 

transcranial channel and set the channel diameter to 7 mm as it showed maximum peak EF. We focused the 

T-shaped channel due to I- and T-shaped channels showed comparable distributions of EFs. As shown in 

Figure 5.2, EF distributions depended upon whether or not the inclusion of the transcranial channel was 

considered, and which type of channel was incorporated. The conventional HD-tDCS resulted in a 0.3 V/m 

peak with an extensive EF distribution from the pre- to post-central gyri, while the inclusion of the 

transcranial channel increased peak EFs focused on the hand knob 10.3 fold in the T-shaped channels. In 

addition to EFs, the magnitudes of tangential (parallel to the cortical surface) and radial (perpendicular to the 

cortical surface) components of EFs are visualized (2nd and 3rd columns in Figure 5.2). Tangential 

component was estimated by the cross product of normal vector of the cortical surface and the EFs; radial 

component was estimated by the dot product of normal vector and EFs. We found that radial field was 
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highest in the top of hand knob where is directly under the active electrode, whereas the highest values of 

tangential field appeared toward the sulcus. 

The excitability of the L5 and L3 PNs was then simulated in the region of interest (ROI) with 5 mm 

radius in the middle of the hand knob, where the top of the precentral gyrus is directly under the active 

electrode, over varying transcranial channel diameters. We analyzed the distributions of membrane 

polarization and induced EF in ROI. Note that the electric field flowed directed inward to the ROI, because 

 

Figure 5.2. Distribution patterns of stimulus-induced EFs decomposed into radial and tangential fields 

on the cortical surface. Comparison of the conventional HD-tDCS without the transcranial channel (a) and 

with implantations of the T- shaped transcranial channels at the channel diameter of 7 mm (b); the color 

density scale is adjusted according to the maximum value of the EFs.  
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ROI was a small area and located directly under the active electrode. Figure 5.3 shows simulated steady-state 

membrane potentials of L5 and L3 PNs, which include the soma, axon initial segment, bend, terminal, node 

crossing the gray matter (GM) and white matter (WM) boundary, and some dendrite points. PNs with a non-

symmetric dendritic morphology were modulated by the polarity and orientation of the EF, and thus dendrites 

might have complex polarization patterns.55,115,162 In this study, we identified some dendritic trees that 

suggest membrane depolarization or hyperpolarization according to their position. We found that the 

maximum polarization increased in the upper part of the dendrites and axon terminal as the channel diameter 

increased, and that the rate of increase in polarization with increasing channel diameter decreased, so that 

polarization at the channel diameter of 9 mm was comparable to that at the diameter of 7 mm compared to 

other configurations. However, the somatic polarization and other compartments show a similar tendency in 

peak EF behavior, i.e., they increased marginally by up to 7 mm and then decreased slightly at the 9 mm 

diameter. Overall, as we observed in previous results, the I-shaped transcranial channel (not shown) shows a 

comparable and slightly lower mean and maximum value of polarization than did the T-shaped channel. 

Generally, the dendrites’ upper parts were hyperpolarized, and the soma’s lower parts were depolarized; the 

transcranial channel amplified this polarization. The peak somatic polarization in L5 PNs for the transcranial 

channel with 7 mm shaft diameter (that induced maximum somatic polarization) was approximately 11 times 

higher than without the transcranial channel, and, similarly, we observed a 12-fold increased peak somatic 

polarization in the L3 PNs when the transcranial channel was incorporated. A smaller deviation was observed 

in the conventional HD-tDCS without the transcranial channel, indicating relatively uniform distributions of 

membrane polarization and induced EF within the ROI. The HD-tDCS with the transcranial channel had 

focused EF distributions under the transcranial channel and then induced EF might be decreased rapidly. 

Thus, we observed greater variation in membrane polarization in accordance with induced EF. 

For further observations, we visualized the spatial distributions of L5 and L3 PNs polarizations 

focused on the ohm-shaped hand knob (the target area, as illustrated in Figure 5.4(a)). The T-shaped 

transcranial channel with 7 mm channel diameter was considered and compared to conventional HD-tDCS 

without the channel (Figure 5.4). We compared the spatial extents of polarization with the magnitude of the 

radial component of EFs, because the stimulation might contribute to neural activation when the EFs are 

perpendicular to the cerebrospinal fluid (CSF) and GM boundary.141,143,144 In Figure 5.4(b), the positive value 
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(red) indicates directed inward and thus most current flows through the top of the gyrus. The polarization 

maps for the dendritic trees, soma and axon initial segments (not shown but the axon initial segment shows 

consistent spatial distributions with the soma) also have similar patterns with the radial field. The upper parts 

of the dendrites (d2 for L5 and L3 PNs) were hyperpolarized while the lower parts of the dendrites (d4 for L5 

PNs and d3 for L3 PNs) were depolarized. The axons for L5 PNs induced complex polarization patterns 

compared to the somatic polarizations. The L3 PNs have consistent polarization distributions for all 

compartments, which might be due to the restricted dimension of L3 PNs within GM.  

Even though the transcranial channel increased the magnitude of induced EFs, the polarizations 

were restricted to the top of the hand knob and did not extend to the sulcus. To interpret this, we focused on 

how the transcranial channel affected the EF decay with the cortical depth by the distribution patterns of EFs 

on the cross-section view (Figure 5.5). We found that the transcranial channel could improve the magnitude 

of EFs but that the channel did not allow the EFs to flow deeper due to the narrow width of the sulcus (only 

slight changes were observed). We then shifted the electrodes and the channel to target the deeper area of the 

central sulcus. The highest field magnitudes were located at the curvature of the gyrus in both precentral and 

postcentral gyrus (Figure 5.6). By placing the transcranial channel to the sulcus, the stimulus-induced 

polarization (Figure 5.4(e)) showed comparable peak values and similar but shifted polarization patterns 

compared to the results induced by targeting the top of the gyrus, and it could not reach the bottom of the 

sulcus (see Figure 5.7 for the simulations of L3 PNs). 

 

Figure 5.3. Membrane polarization for neuronal compartments in L5 and L3 PNs with various 

diameters of the T-shaped transcranial channel. To investigate the impact of focal and intense stimulation, 

we focused membrane polarizations of PNs in the region of interest (ROI) with 5 mm radius in the middle of 

the hand knob, where it is directly under the center electrode, and thus total 112 numbers of L5 and L3 PNs 

were analyzed. Membrane potentials are examined in each compartment and indicated by red dots on the 

neuronal morphology (a); in L5 PNs, we simulated membrane potentials at four dendrites (d1, d2, d3, and 

d4), the soma, initial segment (iseg), axon at the boundary between GM and WM (b1), bent area (b2), and 

terminal. In L3 PNs, we examined three dendrites (d1, d2, and d3), the soma, initial segment (iseg), middle 

(mid), and the terminal part of the axon. We then analyzed the membrane polarization (b and c) and induced 

EF (d) within the given ROI by the median and the first to third quartiles spanning the central rectangles, and 

whiskers indicate maximum and minimum values.  
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Figure 5.4 The spatial extent of membrane polarizations for L5 and L3 PNs focused on precentral 

gyrus. (a) We decouple the target area which is the ohm-shaped hand knob, and the crown indicates the top 

of gyrus and the bank is the wall of the sulcus. We observed how transcranial channel increases focality and 

intensity of stimulus-induced membrane polarizations compared to conventional HD-tDCS without T-shaped 

channel. We use two predicted neural responses of the EF strength perpendicular to the CSF-GM boundary 

(E⊥, (b))  and polarizations at specific compartments (c-g). Interestingly, the spatial distributions for 

perpendicular component of EFs resembles the most polarization maps. Conventional HD-tDCS for L5 PNs 

(c) and L3 PNs (f) have quite diffused patterns of polarizations compared to the HD-tDCS combined with T-

shaped channel for L5 PNs (d) and L3 PNs (g). (e) We further investigate the variations of polarizations by 

shifting target area from the top of gyrus to the sulcus. All color scale is adjusted according to peak values 

written by white color under each spatial extent.  

To investigate the role of neuronal morphology in determining the stimulus-induced membrane 

polarization, we incorporated two established L5 PNs additionally (type 2 and 3, as shown in Figure 5.8(a)) 

that had different morphologies and same electrical properties were applied. We examined polarization 

profiles induced by HD-tDCS with T-shaped transcranial channel set to a diameter of 7 mm. Figure 5.8(a) 

shows polarization profiles of the dendritic trees of L5 PN directly under the transcranial channel. Similar 

polarization patterns were observed, with hyperpolarization observed in the upper parts of the dendrites 

corresponding to the dendrite depolarization positioned below the soma. Figure 5.8(b) illustrates the spatial 

distributions of polarization and the color scale is adjusted to the peak values induced by type 1 PNs for 

absolute comparison. The somata of type 2 and 3 PNs had 2.5-3 times higher peak values of polarizations 

compared to type 1 PNs and thus they induced somatic depolarization in wider regions (red in Figure 5.8(b)). 

The magnitudes of axonal polarizations were slightly changed according to different PN morphologies but 

the spatial patterns did not alter. In addition, we found similar observations for the conventional HD-tDCS 

without the transcranial channel with increased somatic polarization with type 2 and 3 PNs compared to type 

1 PNs.  

Furthermore, we analyzed the cell-specific somatic coupling constant (mm) to define sub-threshold 

sensitivity, which is the somatic membrane polarization (mV) per unit EF applied (mV/mm).55,56,162 In the 

conventional HD-tDCS without the transcranial channel, the mean and standard deviations of the somatic 

coupling constant were 0.0784±0.0384 mm in L5 PNs, and 0.0495±0.0194 mm in L3 PNs, respectively. In 

the case of the transcranial channel, there were nominal variations in the coupling constant among the same 
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models of PNs. For the L5 PNs that have different morphologies, the somatic coupling constants were 

0.0416±0.1667 mm for type 2 and 0.0673±0.2031 mm for type 3 PNs. The coupling constant was within the 

experimental range in Radman et al.,55 and we found similar observations, in that the different morphologies 

of the PNs caused the different coupling constant. The notable morphological difference was that, compared 

to type 1 PNs, type 2 and 3 PNs had flat dendritic trees. When the somatic diameter was increased, the 

somatic polarization was decreased (Figure 5.9). This agrees with other modeling studies54,56,93 showing that 

different morphologies of PNs play a critical role in determining neural polarization. As shown in Figure 

 

Figure 5.5 Distribution patterns of stimulus-induced electric fields on cross-sectional view. In (a)-(c), the 

color density scale is normalized to each maximum value of electric fields. HD-tDCS with the transcranial 

channel induces higher electric fields focalized on the top of gyrus, while conventional HD-tDCS without the 

transcranial channel has diffused patterns of electric fields. In (d)-(f), scale is adjusted to the maximum value 

of the electric fields induced by the T-shaped transcranial channel. The transcranial channel conveys the 

higher strength of stimulus-induced electric fields to the brain by reducing the shunting currents compared to 

the conventional HD-tDCS.  
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5.8(b), we could estimate the consistent characteristics of polarization patterns regardless of varying 

morphology, such as those parts that might be depolarized or hyperpolarized.  

5.3.2  Displacement of the electrodes from the transcranial channel. 

Aligning the active electrode with the transcranial channel is difficult; even a small shift in the 

electrode may produce a substantial reduction in the stimulation effect in the target area. Therefore, it is 

essential to identify an acceptable range of electrode displacements relative to the transcranial channel. 

Accordingly, we investigated the influence of the displacement of the stimulus electrodes, while we fixed the 

transcranial channel to the target area. We focused on the T-shaped channel at 7 mm diameter, since it 

showed the most efficient stimulation effect.  

Figure 5.10 presents the stimulus-induced EF distributions; the displacement of the center (active) 

electrode relative to the transcranial channel increased in increments of 5 mm and induced gradually 

decreasing peak EF values, as well as more diffuse EF distributions. Displacements of up to 5 mm 

maintained a relatively higher peak EF on the targeted hand knob; however, when the displacement reached 

approximately 20 mm, the EF magnitude decreased by up to 20% compared to the case with no displacement, 

and far more extensive spatial EF distributions were observed. Even the induced EF strength decreased as the 

displacement of the electrodes increased, and we found that the target area was stimulated consistently. 

Because stimulus-induced current flowed to the transcranial channel, it seemed to reach the target area even 

 

Figure 5.6 Distribution patterns of stimulus-induced EFs when the electrodes and T-shaped channel 

are shifted to target the central sulcus. In cortical surface view (a) and coronal slice view, the higher field 

strength of EFs are focused on the peripheral region of the sulcus.   
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when the electrodes were located far from that area. 

As expected, the maximum value of the membrane polarization decreased in both L5 and L3 PNs 

(Figure 5.11) as the displacement of the center electrode from the transcranial channel increased. When the 

displacement of the center electrode was up to 5 mm in the postcentral gyrus, we observed that the peak 

somatic polarization dropped by up to 87% compared to no displacement (exact match between the center 

electrode and the transcranial channel). Furthermore, when the displacement increased to 10 mm, membrane 

polarizations in all compartments dropped to 60% or lower. 

 

5.4  Discussion 

The transcranial channel resembles an epidural peg or screw electrodes, which are used for 

intracranial recordings to map seizure foci.163–166 The epidural peg electrodes are flexible and mushroom-

shaped, while the screw electrodes are tapered, and can be inserted easily and removed percutaneously. 

 

Figure 5.7 The spatial extent of membrane polarization for L5 (a) and L3 (b) PNs when the electrodes 

and T-shaped channel are placed above the central sulcus. PNs in the lip and upper part of bank along the 

sulcal wall are polarized. 
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Figure 5.8. The impacts of morphology of L5 PNs on stimulus-induced membrane polarizations in the 

HD-tDCS combined with T-shaped transcranial channel. (a) Polarization profile illustrates with different 

morphologies. (b) The membrane polarization for L5 PNs focused on the precentral gyrus is measured at 

soma, axon initial segment (iseg), axon crossing boundary between GM and WM (b1), axon bending part 

(b2) and terminal; the color density scale is adjusted according to maximum value of the Type 1 PNs. Notable 
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Similar to the epidural peg and screw electrodes, the transcranial channel has the advantages, in that it does 

not require dissection of the epidural space, craniotomy, or a larger bur hole compared to the epidural strip. 

Therefore, it has lower risks of infection, hemorrhage and has enhanced patient comfort. Moreover, when the 

treatment is altered, such as a change in technique or target area, the implanted transcranial channel can be 

removed in the same way epidural pegs or screw electrodes are removed. Because the epidural screw 

electrode might permit easier insertion and removal compared to peg electrodes, which require twist-drilled 

skull holes,165,166 the improved design of the tapered screw for the transcranial channel should be considered. 

Another potential use of the transcranial channel might be to deliver electrical brain activity to measure 

electroencephalography (EEG), which could alleviate the fundamental limitation of a blurred signal 

attributable to the preferential flow of electrical current induced by brain activity through the intervening 

tissue.  

Transcranial direct current stimulation (tDCS), which delivers a weak direct current (up to 2 mA) 

through electrodes on the scalp, has attracted considerable interest, as it is safe, inexpensive, portable, and 

simple to implement.19–22 It conveys a weak current that activates a relatively larger brain area, even in areas 

differences according to different morphology are observed in soma and the axon initial segment with higher 

magnitude of depolarization in type 2 and 3 PNs compared to type 1 PNs. 

 

Figure 5.9 The relationship between somatic size and stimulus-induced polarization. The membrane 

polarizations as a function of somatic size in both HD-tDCS with and without transcranial channel. 
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Figure 5.10. EF distributions with respect to displacement of the center (active) electrode relative to the 

transcranial channel. In the 1st column, character ‘x’ indicates the fixed location of the transcranial channel 

that targets the ROI, and circles represent electrodes positioned in a circular fashion with the center electrode 

surrounded by four return electrodes. A T-shaped channel was used here. In the 2nd column, the color scales 

were adjusted to the peak value of EFs, while in the 3rd column, the color scale was fixed to the EF peak 

value with no displacement. 

under the target electrode,16,23,24 as most of the current applied is shunted because of the high impedance of 

the scalp and skull dispersion. Recently, Datta et al.23,26 proposed HD-tDCS and showed that it results in 

greater targeted brain modulation compared to conventional tDCS, as the electrode montage of tDCS can 

shape the induced current distribution.21,25,26,167 They revealed that it induces the maximal magnitude of the 

stimulus-induced EF directly beneath the active electrode, and enhanced spatial focality compared to the 

conventional tDCS. However, HD-tDCS induced EF distributions on the brain are relatively widespread 

compared to an invasive approach, because intermediate tissues (e.g., scalp, skull, CSF) disturb the current 

flow produced by HD-tDCS, while an invasive approach has no obstacles. To achieve neuromodulation that 

is targeted with minimal invasiveness, we introduced HD-tDCS combined with the transcranial channel. It 

improves stimulus efficacy in terms of higher intensity and focality; however, as far as we know, it has been 

proposed only conceptually and its effects have not been investigated. Therefore, our computational study 

demonstrated the ways in which the transcranial channel improves the efficiency of stimulation effects.  

As the transcranial channel has fewer shunting effects and conveys injected current to the brain 

through the relatively highly conductive material, it has greater stimulus efficiency at the target area, as is 

shown by the stimulus-induced EF distributions between the conventional HD-tDCS with and without the 

transcranial channel (Figure 5.2). While most previous computational studies have investigated the model 

leverage in terms of EF intensity based on the assumption that such EF is correlated with the physiological 

changes desired,19,26,37,168 the neural excitability is affected not only by the magnitude of EF, but also by the 

orientation to the cortical neurons and their morphology.55,56,60 Thus, we further investigated the response of 

variable relative polarization in each compartment of L5 and L3 PNs by including the transcranial channel. 

The general neuronal responses were hyperpolarization of the upper part of the dendrites and depolarization 

in the other compartments. This is consistent with the response of PNs to radially-directed uniform EF,55,56 
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Figure 5.11 The distributions of membrane polarization in neuronal compartments (ROI) in L5 (a) and 

L3 PNs (b). Displacement of the center electrode relative to the transcranial channel varied in increments of 

5 mm. The median and the first quartile to the third quartile of membrane polarization in the neuronal 

compartments are illustrated; whiskers indicate maximum and minimum membrane polarizations in the 

compartments. 
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because the modeled PNs were located on the top of the gyrus perpendicular to the cortex, and thus the 

extracellular fields to the PNs flowed predominantly perpendicular to the cortical surface. The membrane 

polarization in the conventional HD-tDCS model without the transcranial channel had a relatively smaller 

variation within the ROI, while HD-tDCS with the transcranial channel increased it. This indicates that, in 

accordance with EF distributions, the transcranial channel delivered a focused stimulus to the PNs in ROI 

compared to the conventional HD-tDCS without the transcranial channel.  

We inspected the EFs that were decomposed into radial and tangential components (Figure 5.2) and 

estimated what components of the induced EFs contributed to modulating the polarizations of PNs. We found 

that PNs were preferentially polarized by radial field (Figure 5.4); this is because radial field is in the 

direction of the primary axis of PNs within the GM that were oriented perpendicular to the cortical surface. 

Therefore, we could extrapolate the neural polarization patterns using the radial component of EFs; however, 

there were some exceptions in the axon of L5 PN. The axon of L5 PN showed inconsistent patterns with the 

spatial extent of radial field; this is because the axon of L3 PN was located within the GM, however, the axon 

of L5 PN was further extended to the WM; the axon of L5 PN after crossing the interface between the GM 

and WM had different directionality to radial field, as shown in Figure 5.3(a). 

The PNs showed polarization in a compartment-specific manner in that they were hyperpolarized at 

dendrites in the superficial cortex, and were depolarized at both soma and axon initial segment. Somatic 

polarization may be associated with spontaneous activity115,169 and synaptic efficacy170,171. Dendrites and 

axon may play a significant role in the somatic polarization. 41 Thus, we observed that somata depolarization 

varied depending on dendritic morphology (Figure 5.8). Furthermore, polarization of the dendrites and axon 

may influence synaptic processing.162 Therefore, it is necessary to quantify compartment-specific responses 

to induced EF. 

In this study, we demonstrated that the T-type channel with a 7 mm diameter was the most effective 

approach. A reasonably acceptable displacement range between the stimulus electrode and the transcranial 

channel was 5 mm, since it produced higher than 80% performance compared to the case in which there was 

no displacement. Although the displacement of the active electrode reached 20 mm, we observed that the 

membrane polarization induced by the inclusion of the transcranial channel was higher than that of the 

conventional HD-tDCS without the transcranial channel. In addition, substrates around the transcranial 
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channel were believed to reduce shunting of the current (not shown here); however, this yielded a slightly 

reduced polarization, and we observed no substantial difference compared to the case without substrates.  

The enhanced intensity and focality of EF by combining tDCS and the transcranial channel can be 

expected in the study from Datta et al., who investigated the influence of skull defects and skull plates, 

having higher conductivity relative to the skull on tDCS induced EF.154 They found that the defects altered 

the intensity and location of current flow and suggested that the higher conductive materials might be 

beneficial in targeting brain regions. The study of Datta et al. was proposed to find the changes of the overall 

current flow patterns by the presence of skull defects or skull plates. However, we focused how to maximize 

both EFs and neural polarizations by higher conductive materials that act as a preferential pathway. We 

simulated not only the realistic EF distributions but also neural responses using the compartmental models of 

PNs, and found different polarization patterns at specific neural compartment that cannot be estimated by 

induced EF. Furthermore, we investigated the dimension of the transcranial channel and the reasonable range 

of electrode displacement that maximizes neural polarizations.  

In accordance with the safety issues of the study from Datta et al., the increased magnitude of 

induced EF due to high conductive materials might cause potential safety concerns.154 The concentration of 

the induced current can be predicted, and we could control the magnitude of the injected current. In addition, 

according to Wingeier et al., who proposed the conceptual models of the transcranial channel, a heat 

absorbing or cooling device might be combined to reduce the induced heat when a temperature exceeds a 

predetermined limit.151 In addition, we may expect possible electrochemical reactions at the tissue-channel 

interface through the tissue-electrode interface. To transfer the external current into the brain area targeted, 

the electric current flows into surrounding tissue and is converted into ion movement. Then, some 

undesirable reactions may be induced, for example, production of possible toxic substances and denaturation 

of proteins. This is often referred to faradaic current, which is absorbed by a reversed electrochemical 

reaction by tailing phase of stimulus and by controlling the charge passes per phase in order to minimize the 

faradaic current.151 The proposed modeling results presented a preliminary study for the use of the 

transcranial channel; thus, further investigation on potential safety concerns should be done prior to clinical 

application. The present study is a first step towards understanding the basis of how the transcranial channel 

helps to convey the external current to the brain effectively and the underlying mechanisms of cellular 
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responses. 

The transcranial channel, combined with HD-tDCS, is proposed for better targeting with reduced 

shunting effects and provides a stable procedure by fixing maximum excitability at the target area, because 

the transcranial channel is implanted. Further, applying multiple transcranial channels could tailor the 

stimulus-induced polarization with respect to specific target area. Therefore, when the transcranial channel is 

used with repetitive tDCS, it may help to induce prolonged, stabilized and lasting effect and to treat a variety 

of neurological disorders. Particularly, the transcranial channel may be beneficial for rehabilitation for 

strokes that are caused by motor defect and focal epileptic cortex, because the transcranial channel restricts 

its effects to the focal target area. 

The accuracy of the dimensions and conductivity values incorporated in the volume conduction 

head model may be a dominant factor in computational studies.19,23,45 In this study, we applied anatomically 

realistic head geometry derived from MRI data, but the dura mater was constructed arbitrarily by dilating the 

boundary between the CSF and skull layer. According to the normal anatomical model section of the 

BrainWeb Simulated Brain Database,158 the skull layer includes the dura mater generally, but when the dura 

is thin, it could be included in the CSF layer due to a partial volume effect. To test the effects of dura mater, 

we compared the conventional HD-tDCS model with and without dura mater. The Model with the dura mater 

increased the induced EF strength, EF peak, and somatic polarization slightly, but changing the dura mater by 

shrinking or dilating the boundary between the CSF/skull did not alter the results substantially. We used the 

computational head model assigned to isotropic conductivity. The effects of anisotropic conductivity in brain 

stimulation have been addressed widely,40,41,44,45,58,80 and Suh et al. reported that there is a significant effect 

on stimulus-induced EF that is dependent on anisotropic skull conductivity. However, Shahid et al. suggested 

that anisotropy does not modulate significant changes in comparisons across montages. Therefore, although 

this work includes inherent modeling limitations as a preliminary study, it may increase our understanding of 

the ways in which the transcranial channel coupled with HD-tDCS affect cellular modulation.  

Stimulation with the conventional tDCS that induces a broadly distributed EF might be desirable 

when the target area is defined poorly.23,168 However, recent research has addressed the ability of focal 

stimulation to achieve more refined targeting of neuromodulation,20,21,24–29,49,50,85,86,168 because the increased 

focality of stimulation might improve the functional interpretation of stimulation effects, as the outcomes of 
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brain stimulation are linked to the target area. Furthermore, once the target areas are determined, targeted 

neuromodulation might be paramount and avoid unwanted effects in other brain areas. To investigate the 

influence of the focal stimulation, Kuo et al.24 compared the conventional tDCS with HD-tDCS in a 

neurophysiological study and found a delayed peak of excitability with longer lasting after-effects after HD-

tDCS compared to the conventional tDCS; this might be due to the differential modulation of different 

groups of neurons. Clearly, there are numerous types of neuronal models that may be related to therapeutic 

tDCS results. Therefore, this computational study should be extended to other kinds of neuronal models in 

order to understand the underlying mechanisms of the focality effects.  
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VI. Conclusion and discussion 

In this thesis, we proposed multi-scale computational models encompassing noninvasive to invasive 

brain stimulation. For invasive stimulation, especially subdural cortical stimulation, we found that through 

stimulus-induced electric field, excitability was focused at the top of gyrus only; however, at the microscopic 

level, target sites were different according to stimulus polarities: anodal stimulation activated the top of gyrus 

and cathodal stimulation stimulated the lip and bank area along to sulcus with higher excitation thresholds. 

Furthermore, we found that increasing the realism of head model in both geometry and electrical properties 

was a critical factor. 

Then one of the noninvasive approaches, transcranial magnetic stimulation, was investigated. The 

neural excitabilities based on induced electric field and the threshold of cortical neurons were characterized 

as a function of coil orientations. While major neural excitability was focused in the lip and bank along the 

sulcal wall, the magnitude of the electric fields was highest at the top of the gyrus consistent with varying 

coil orientations; however, the electric field component orthogonal to the gray matter surface showed quite 

matching directionality with the neural excitability. The standard coil orientation that is 45 degree above the 

hand-knob induced higher excitability in the motor cortex, while an opposite coil orientation had higher 

excitability focused on postcentral gyrus.  

Lastly, a semi-invasive approach was proposed, which is the transcranial channel which increased 

the focality and magnitude of neuromodulation. Furthermore, we suggested the appropriate dimension of the 

channel diameter and acceptable range of displacement between stimulus electrodes and the transcranial 

channel.  

In this thesis, the cellular activation was roughly estimated via a stimulus-induced electric field, and 

through neuronal models we can observe the detail responses such as initiation sites, activation thresholds, 

and different polarization patterns according to each compartment. The limitations of this study are those 

neural excitabilities are restricted to the motor cortex and individualized neuronal activations can be observed. 

The stimulus target area can be extended in the future through tractography using diffusion tensor imaging. 

Furthermore, the direct and indirect activations by inhibitory and excitatory interneurons should be 

considered. Rusu et al. proposed morphologically reconstructed layer 5 and layer 3 pyramidal neurons that 



９１ 

 

connected each other and reproduced direct and indirect responses. We can explore indirect responses by 

combining connected neuronal models with the anatomically realistic head model by using the multiscale 

modeling we proposed herein.   
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