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Figure 1: The top row shows four 10241024 pictures using % 4 interleaved sampling patterns and theomingradiance filter presented in this paper (9 spherical harosoni
coefficients). The bottom row provides close-ups. Our teghis used on the left pictures whereas the right pictures@mputed using a classical filter on theadiance. (a) shows
a non-realistic scene using three colored light sourcesidmgh-frequency, complex normal map. (b) shows the contereoom with a normal mapped floor. A global illumination
algorithm (Instant Radiosity) was also used. (c) presemigheer application using a sampled light probe while (dy&ha motorcycle on a wet floor directly illuminated by two area
light sources. In all cases, filtering the incoming radiawié our technique provides much better and less blurrylteshan simply filtering irradiance.

Abstract Some of these goals can be achieved with the “Instant Gldbal |
mination” (IGI) technique [Wald et al. 2002]. IGl is conceptly
simple: by replacing the whole radiance field with point tight
allows for handling both direct and indirect lighting as e soft
and hard lighting effects. In combination with fast screpac® fil-
ters to reduce the computation overhead, |Gl is also fasttlzre
are, by now, multiple real time implementations using eit@her-
ent ray tracing or GPU based rasterization approachesé¢letial.
2007; Ritschel et al. 2008]. Even interactive frame ratesuiment
games have already been reported [Shishkovtsov 2005].
However, as shown on Figure 2, the original IGI method per-
forms a screen-space filter on tireadiance seen through each
pixel, which limits it to mostly-diffuse BRDFs and, in pantilar,
to surfaces whose normals do vary but slowly (since the igre
depends on the normal). Thus, traditional IGI is incompatiith
1 Introduction highly detailed surfaces such as, for example, normal, bamgis-
placement mapped surfaces. Indeed, once surface feakoesb

In computer graphics, lighting computations that are batt &nd smaller than the filter applied to the irradiance, theseufestare
accurate remain a challenge. Even if we are getting closer to destroyed.

We present a general technique that allows for appling thiim
global illumination (IGI) technique to scenes with glossRBFs
and high-frequency geometric features like bump and nonnagis.
Like IGI, we usen x minterleaved sampling patterns to reduce the
lighting computations by a factor of x m, and filter incoming il-
lumination in screen space. Unlike I1GI, we filter (per-p)xle in-
coming radiance fieldather than the normal-dependénadiance
To represent the incoming radiance field, we use sphericaldra
ics functions whose coefficients will then be filtered in serepace.
This provides us with directional information on the inciddlu-
mination, which then allows to apply it to non-diffuse BRDES
on surfaces with strongly varying normals such as normahfu
or displacement mapped surfaces.

a real time refresh of physically based solutions in simplses Inspired by works on environment map rendering [Ramamoorth
(for diffuse-only scenes and easy-to-find relevant ligtthgl non- and Hanrahan 2002] and radiance volumes [Nijasure et aB]200
interactive simulation times are often required to achibigh- we realize that spherical harmonics (SHs) allow us to cotpac
quality results. store the entiréncident radiance fielcper pixel, to filter this in-

In this paper, we present a rendering technique that aimthéor  stead of filtering irradiance, and to apply this filtered aautie field
following features: to non-diffuse BRDFs as well as surfaces with high-freqyegeo-

. . metri ils.
e be cheap enough for interactive use; etric details

2 Background

Our approach is based on three commonly used strategies:

e handle direct as well as indirect lighting;

e preserve details for both direct and indirect “hard” shastow . . . o
e Monte-Carlo integration based on virtual point lightsctam-

e preserve high frequencies on the surfaces of the objects due putethe incoming radiance field;
to, for example, normal or displacement maps. e Spherical harmonics t@presenthis radiance field;
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Figure 2: Filter quality comparison with:88 interleaved sampling. As shown by (a), the motorcycletibdre by a light probe. (b) shows the ground truth resultsguaibrute
force approach with no interleaved sampling and no filtetla{@) provides the result obtained using our sphericaitwrics filter. (d) shows the result obtained while filterihg t
irradiance and using a too aggressive filter while (e) shawstoo strict filtering criteria also lead to poor quality Whdirectly filtering the irradiance.

e A discontinuity-aware screen-spafiering step to remove

Monte-Carlo noise from the final image, and to provide a

smooth (though biased) result.
2.1 The Rendering Equation

Like every rendering algorithm, we want to solve the renatgri
equation [Kajiya 1986], which expresses the reflected rasié,
at any pointx according to the incident radiance fieldconvolved
with the surface BRDIpy atx. If Qy is the hemisphere abowe

Lixar) = [ Litx.a) () da,

wherepy(w, @) = px(wr, ) cog 6) is theprojectedBRDF .
2.2 Instant Radiosity

Instant Radiosity [Keller 1997] replaces the radiance fisldh set
of hemisphericaVirtual Point Lights(VPLs), with the illumination

at any poini given by the radiance received from these VPLs. Rep-

resenting the whole incoming radiance field via VPLs geimzsl
both direct and indirect illumination, as well as whethee ttu-
mination originated on point or area light sources. Geinggahe
VPLs is simple and cheap, and can be re-done every frame.
Using the same samples (i.e. VPLs) for every pixel, Instamt R
diosity is adependent samplingchnique (see Figure 3a). As a re-
sult, rather than random per-pixel noise Instant Radigwitgluces
a discretization error that varies smoothly over the imagelso
produces highly coherent visibility computations thatamenable
to evaluation with either GPUs or coherent ray tracers.

2.3 Interleaved Sampling & Discontinuity Filtering

Instead of using exactly the same samples (i.e. VPLSs) foethe
tire image, Interleaved Sampling (IS) [Keller and Heidr2®01]
(see Figure 3) uses a set wfx m uncorrelated sample sets. By
regularly alternating among these different sets fromlgixgixel,

everyn x m pixel will have the same sample set, but the correl-

lation of neighboring pixels is broken up. Since more sasple
considered, this reduces the overall discretization errdhe im-
age [Keller and Heidrich 2001] but results in some structureise
patterns visible in the final picture (see Figure 3c).
Discontinuity Filtering (DF) [Keller 1998] is a techniquiestt fil-
ters a noisy per-pixel signal—such as the irradiance onutface
seen through that pixel—in a continuity-aware way (i.e oésl not
filter across geometric discontinuities). Though more gan®F
is particularly interesting when combined with IS: if thescinti-
nuity filter is exactly as wide as the interleaving gnit{m pixels),
continuous regions again considerralt m sample sets, effectively
removing the structured noise (see Figure 3d). Thus, thebtom

stant global illumination is, and it already fulfills mostthie goals
outlined above. However, by design it has two shortcomirigse
need to filter the irradiance field in screen space requirsetiich
pixel separately stores both irradiance and BRDF inforomafihe
BRDF must not get filtered), which are then combined after fil-
tering. Since irradiance does not contain directional rimfation,
this only makes sense for mostly diffuse BRDFs; glossy seda
require extra work, and are often not supported.

Second, the discontinuity filter by design should filter oimly
smooth regions, and neighboring pixels with strongly vagymnor-
mals should not be filtered. This effectively disables fiitgrin re-
gions with high-frequency normal detail and consequeletiypos-
ing the IS patterns as shown on Figure 2e. Simply filteringrtiae
diance across varying shading normals does not help, eihere
iradianceE(x) =[5 Li(x,w)cosBdw depends on the surface
normal, a filter that is independent of the normal producesngt
blurring of the illumination (see Figure 2d). Thus, filtegiirra-
diance leaves one with two bad choices: filtering too much and
therefore destroying all high frequency details, and usitigter
filtering criteria that lead to disturbing IS artifacts.

The core idea of our method is to improve the filtering step by
storing and filtering the per-pix@icoming radiance fielithstead of
the per-pixelirradiance which allows for filtering across varying
surface normals, and for using non-diffuse BRDFs (whichuireq
directional information about the incoming lighting).
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(a) Standard Dependent Sampling (b) 2 Interleaved Sampling

A

(c) Interleaved Sampling + No Filter (d) Interleaved Samgpl Filter

nation of IS and DF prowdes Images that are smooth, and whose Figure 3: Interleaved Sampling and Discontinuity Bufferia) shows a standard sam-

quality is roughly comparable with traditional instant i@ty im-
ages computed with x mas many samples.

The combination of instant radiosity, interleaved sangpliand
a matching discontinuity filter on the irradiance is exagtlyat in-

pling pattern. All pixels use the same sampling patternsfimws a 2« 2 interleaved
sampling pattern. Non-correlated samples are dispatoha2o« 2 pixels. (c) shows
the application of interleaved sampling to illuminatiorthut using discontinuity fil-
tering and (d) shows the same application using it.



2.4 Incoming Radiance Field with Spherical Har-

monics (SH)

To represent the incoming radiance field, we use sphericaldra
ics basis functions. Spherical harmon¥8 define an orthonormal
basis over the spherical directiofs A function f defined onQ
may be projected onto the SH basis such thahay be directly
expressed as a weighted sum of the SH functions

vl e N,yme [-1,1], flm:/QY,m(w)f(w)dw

and
4o |

f = fmym
(w) I;WA ()

SH functions allow to compactly represent a function defioethe
sphere by a set of coefficients. For this reason, they are cotym
used in computer graphics to compress radiance fields and-BRD
The orthonormality of the basis also provides an easy way to
compute integrals of function products. Indeed, gifeandg de-
fined onQ by their respective SH coefficient§" andg", we have:

4o |
fmgm

This property naturally leads to decompose Equation 1 into t
parts: on the one hand, the projected BR®DENd the other hand,
the incoming radiance teriy. This decomposition is actually the
core of many rendering algorithms using spherical harnsaiw
the core of our method, which we expose in the next section.

3 Algorithm

Our algorithm proposes a four step approach:

1. Just as in IGI, generatex m uncorrelated sets of VPLSs rep-
resenting both direct and indirect lighting;

. Like IGlI, for each pixel inside & x m pattern, use the as-
sociated VPLs to compute the incident radiance; however,
instead of storing irradiance and diffuse material compbne
per pixel, project the incident radiance into an SH basis and
store the resulting SH coefficients as well as the full prigiec
BRDF information (possible in an SH representation, too);

. In the discontinuity filtering stage, filter—inside eatk m
pixel block—the SH coefficients, yielding a smooth incident
radiance field with directional information;

. For each pixel, convolve the projected BRDF and the intide
radiance field by computing the dot product between their re-
spective coefficients.

[ H@)glede -

3.1 Decomposing the Rendering Equation

As we use spherical harmonics to represent projected BRBé&s a
incoming radiance fields, we therefore consider their retgeco-
efficientsL" andBJ" such that:

L= [P (@)L (w)de (1)

and

@)

As explained in Section 2.4, the rendering equation may teety
expressed as a dot product:

B (ar) = [ ¥M(@)p(er, w)deo

fo |
Ly = Lmgm .
(@) I;mZZI 1B ()

Though our method works with arbitrary-degree SH basisilaim
applications have shown quadratic harmonics ) to provide sat-
isfactory results for representing not-too-glossy BRDR@ kght-

ing [Ramamoorthi and Hanrahan 2002], so we use quadratic SHs
(i.e. 9 SH coefficients), too.

3.2 Incident Radiance Field Coefficients L

We first replace the physical light sources and the indinggtt

ing contributions byn x msets of Virtual Point Lights (which may
be directional if we are sampling a sky). Using these VPLs, we
evaluate the per-pixel spherical harmonics coefficientsis $tep

is basically a Monte-Carlo integration method since we aiye
compute the coefficients by replacing Equation 1 by the egtim
Y"(w)L(w)/p(w) wherew is a random variable with densify In
every other aspect, this step is identical to classical IGI.

3.3 Projected BDRF Coefficients BJ"

As specified by Equation 2, the BRDF coefficiedspendon the
outgoing directiorw. We follow [Nijasure et al. 2003] by choosing
radially symmetric BDRFs such as Lambertian or Phong models
This allows a fast and simple implementation. Using thetiaal
property and the orthogonality of spherical harmonics, veeea-
tually able to re-express the SH coefficients of the BRDF ghah
they only depend o8 = cos 1(C- ax) whereC is a central direc-
tion chosen specifically for each BRDF.

Hence, once reparameterized, the BDRF becomes independent
of the outgoing directiorty, and its SH coefficients are therefore
also expressed independentlycafby:

amr
B = Va1 P V")

whereg, only depends on the BRDF and is given by:

B = 2 [* p(e)°()dao.

3.3.1 Lambertian BRDFs

The central vector for a Lambertian BRDF is the normal vestmwh
that the Lambertian BRDF is given by:

kd

p(6) = —cosb
where8 is the angle between the incoming vector and the normal
andky is the diffuse reflectionp; is then given by:

@ ifl=0
- .
z ifl=1
p= E 1 I2*1||
P 2m /2Et (D2 Lt > 2andl even
(14+2)-(1=1)-2-(41)
0 otherwise

3.3.2 Phong BRDFs

The central vector is here the reflected vector such that tioad?
BRDF is given by:

n+1
2m

where# is the angle between the incoming vector and the reflected

vector ks is the specular reflection amds the Phong exponeng,
is then given by:

p(6) = ks -cosg"

(n+1)(n—1)(n—3)...(n—1+2) P—

o = ks 2+1 (n+(l+12)>(n?l—ll)..2.)(n+2) if | is odd
n(n—2)...(n—l+ P

ar (NH1+D)(H—1)...(n+3) if lis even
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Figure 4: Comparison to classical IGI on a bump-mapped serfar different filter sizes. Top: Directly filtering irr&ahce across varying normals leads to severe blurring &= lo
of detail. Bottom: filtering the incoming radiance field (repented using spherical harmonics) allows to robustlréilacross varying normals while preserving geometricildeta

As a side result, the technique is more robust with largerfiernels.

4 Implementation and Results

To evaluate our technique, we have implemented it on top of an
existing, prototypical IGI implementation. The modificats re-
quired for our method are simple and straightforward, angeha
been implemented in a single day. A real-time implementatio

based on either a GPU or coherent ray tracing based implemen-

tation is not available yet, but integrating our method istech a
system should be rather straightforward.

4.1 Performance Impact

With a real-time implementation not yet being available  caanot
measure our method’s actual performance impact. Howeker, t
biggest cost factor in any |Gl implementation is tracingdsivarays

to the VPLs, and this part of the algorithm is totally unaféztby
our technique.

Compared to classical IGl, we have to store 9 RGB SH coeffi-
cients per pixel rather than a single RGB irradiance valsayell
as somewhat more BRDF data than only the diffuse component;
other information like normal, mesh ID, depth, etc have tstoeed
by both variants. The per-pixel BRDF could also be storedHh S
terms; for memory reasons however we currently store the BRD
parameters instead, and convert it to SH form only duringfithe
tering stage. In total, having to store this additional infation
increases the per-pixel storage requirements by abeu®>2, de-
pending on actual data formats (eg, whether the BRDF or S&l dat
are stored in floats, bytes, or halves).

Projecting the incident radiance into SH basis is straayhtard,
and its cost should be insignificant compared to tracing thre c
responding rays. Filtering the SH coefficients and perfagrhe
dot product between BRDF and incident radiance coefficients
slightly more costly primarily because there are now 9 RGB SH
coefficients rather than a single RGB value. For this, toe attidi-
tional cost should be less than tracing a single shadow ray.

4.2 Quality Impact for Diffuse Scenes

To validate our algorithm, we first compared it to traditibimstant
Global Illumination for scenes which only have diffuse nmits
and no high frequency geometric details. For such scenespén
difference is that we project both incident radiance and BRio
a spherical harmonics basis; so for all intents and purposesich
scenes our technique behaves exactly like classical IGI.

In particular, note that our method also uses spherical tiarm
ics, it doesnot make the same approximations and assumptions that
precomputed radiance transfer [Sloan et al. 2002] teclesido: in-
stead of interpolating precomputed information from mesttiges,
we evaluate the incident radiance field at the exact surtazzibns
where the surface samples are shaded, and perform exdslityisi
queries at those locations. We also perform all lighting pota-

tions on-the-fly, and retain no information from frame tonfigy so
the method can be used in fully dynamic environments.

Being a variant of IGI, there is a slight amount of blurringltaf-
mination due to the screen-space discontinuity filterirygfilbering
across neighboring pixels), but this is usually not notiteaand
exactly the same as in classical IGIl. Consequently, fousiéfand
low-frequency scenes the main difference is that we prdjett
incident radiance and BRDF into a spherical harmonics basis

As shown by Ramamoorthi and Hanrahan [2001], using 9 SH co-
efficients capturegsluminated Lambertian BRDFs with over 99%
accuracy for most incoming radiance fields. Therefore, far t
smoothly varying diffuse parts of the scenes presentectiatticle,
classical IGI and our approach provide indistinguishabgults.

4.3 Scenes with High Frequency Details

Unlike classical IGI, our method can also handle non-défus
BRDFs as well as normal, bump, or displacement mapped ssrfac
(or other scenes with high frequency normal variations)ddmon-
strate this, we have created four sample scenes that arenshow
Figure 1. All scenes contain glossy normal mapped surfamad
procedurally generated, some from textures). As showneirbti-
tom row, using our technique preserves the high frequentailge
whereas directly filtering the irradiance leads to heavilyried
information. “Directly filtering irradiance” in this conte means
that we disabled the normal test in classical IGI; otherwisenal-
mapped regions are usually left unfiltered, exhibit strgmtiturb-
ing interleaved sampling artifacts.

This is also shown in Figure 2: whereas classical IG| produce
either interleaved sampling artifacts (Figure 2e) or bhgr(Fig-
ure 2d), our method filters across normal variations withmut-
ring, resulting in images that are smooth yet preserve ldgtay-
ure 2c). Figure 4 also provides a more intuitive understamdif
the method’s results: using a large filter kernel will bluagdbw
boundaries just like classical IGI will, but unlike clas#i¢Gl illu-
mination detail arising from high frequency surfaces aesprved.
This effect is particularly apparent during animations,cas be
seen in the accompanying video.

Eventually, this should also allow for higher filter widthise(
largern and m) than used in classical IGI. This, in turn, allows
for achieving the same image quality with fewer VPLs, and-con
sequently higher performance. This, however, is an intadeside
result that we will not investigate any deeper.

4.4 Limitations

The biggest drawback of our method is that having to storeemor
data per pixel increases both bandwidth and compute cogtrobu
by intolerable amounts. Also, very spiky BRDFs and illuntioa
features (hard shadows) may become slightly blurred aftgegt-



ing to an SH basis.

In addition, though our method solves some of IGIs most no-

torious problems, some other IGI limitations still remafBcenes
with highly improbable light transport paths and/or lotslight
sources may produce “bad” VPL sets that require additioaal h
dling. Transparency and specular effects like reflectiams re-
fractions lead to each pixel “seeing” multiple surface sk®pso
filtering a single sample per pixel is not sufficient any maveg
possible approach is sketched in [Wald et al. 2002], but caakd
down in some cases). While IGI usually produces smdabimi-
nation directly visible geometry can still produce visible alias
Our method can filter across surfaces with high normal viariat
but still cannot filter across “real” discontinuities likéh®uettes,
so thin geometric objects may still be noisier than larggects.
Finally, IGI cannot efficiently handle some features sucltaass-
tics.

5 Conclusion

We have presented a simple technique that allows for usistgt
Global lllumination for scenes with glossy and high frequesur-

faces while offering the same results for diffuse scenels alinost
no extra limitations. In particular, our method introducesnew re-
strictions or trade-offs, and can be easily used with dyoaoenes,
dynamic lighting, direct and indirect illumination, ares well as

point, directional, and environment light sources, etc.

Some limitations (see previous Section) still exist, butrial-
world applications like video games these are far less obalpm
than not being able to handle glossy or normal-mapped ®sfac
which our technique is now able to handle. With this, we lelie
IGl—once augmented with our technique—is a viable candittat
drive video game like applications with full per-frame ditend
indirect lighting.

In a next logical step, we plan on implementing our technigue
top of a real-time instant global illumination implememat that
prototypically already exists. Research-wise, we belibeediggest
remaining problem for game-like applications is to effitigisup-
port many light sources, in particular if their importanaeies for
different pixels.
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