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Figure 1: Several examples of our distributed realtime photon mapping framework: a) Specular metal ring, including multiple reflections.
b) Cognac glass with detailed caustics. ¢) Interactive visualization of the light emission characteristics of a car headlight. d) Reference
photo of the same headlight. Using our framework, these scenes can be rendered interactively, running at 21, 12, and 11 frames per
second, on 8, 13, and 18 dual-AMD AthlonMP 1800+ PCs, respectively.

Abstract

With the advancements in realtime ray tracing and new global illumination algorithms we are now able to render
the most important illumination effects at interactive rates. One of the major remaining issues is the fast and
efficient simulation of caustic illumination, such as e.g. the illumination from a car headlight. The photon mapping
algorithm is a simple and robust approach that generates high-quality results and is the preferred algorithm for
computing caustic illumination. However, photon mapping has a number of properties that make it rather slow on
today’s processors. Photon mapping has also been notoriously difficult to parallelize efficiently.

In this paper, we present a detailed analysis of the performance issues of photon mapping together with signifi-
cant performance improvements for all aspects of the photon mapping technique. The solution forms a complete
framework for realtime photon mapping that efficiently combines realtime ray tracing, optimized and improved
photon mapping algorithms, and efficient parallelization across commodity PCs. The presented system achieves
realtime photon mapping performance of up to 22 frames per second on non-trivial scenes, while still allowing
for interactively updating all aspects of the scene, including lighting, material properties, and geometry.

Keywords: Realtime rendering, lighting simulation, caustics, photon mapping, distributed computing, ray tracing

Categories and Subject Descriptgescording to ACM CCS) 1.3.2 [Computer Graphics]: Distributed/network
graphics 1.3.7 [Computer Graphics]: Ray tracing 1.6.3 [Simulation and Modeling]: Applications

1. Introduction With the recent emergence of realtime ray trac-
ing [PSL"99, WPS 03], it has become possible to simulate
the most important aspects of global illumination at inter-
active frame rates [WKB02, BWS03]. However, these sys-
tems have to impose some restrictions on the types of light
transport in order to remain interactive.

Today, the repertoire of global illumination algorithms in-
cludes a large variety of techniques, such as (bidirec-
tional) path tracing [Kaj86, LW93, VG94], different types
of radiosity algorithms [HSA91, SAG94, Kel97], and pho-
ton mapping [Jen96, Jen01]. It even includes techniques for
computing advanced issues of light transport, such as partici- ~ One particularly problematic kind of light transport that is
pating media, hair and fur, and subsurface scattering. Virtu- not supported well by these systems are caustics. For many
ally all kinds of light transport can nowadays be simulated applications, this in fact is only a minor limitation: For many
at any desired accuracy. However, these algorithms are still engineering and architectural VR applications, the efficient
very compute intensive and are usually performed offline.  and high-quality simulation of non-caustic illumination is
much more important than caustic effects.

T Now at MPII Saarbriicken, Germany, wald@mpi-sb.mpg.de On the other hand, there are other applications that se-
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verely suffer from the lack of efficient support for caustics. et al. [SWZ 95, WHSG97] who recorded the particle hits,
For example, Benthin et al. [BWDS02] presented the use and uses density estimation on surface patches to produce a
of realtime ray tracing for visualizing the complex reflec- pre-illuminated triangle mesh for display. This unnecessary
tion behavior of a car headlight. Without efficient support dependence on scene geometry can be successfully avoided
for caustics, however, this visualization was unable to also by the Photon Map [Jen96]: The photon map stores particles
render the illumination pattercauseddy the car headlight. in akd-tree while density estimation is performed on the fly
during rendering by querying thenearest neighboring pho-
tons kNN-query). As thekd-tree is independent of geom-
etry, photon mapping does not suffer from the usual mesh-
ing artifacts, and can efficiently be used for highly complex
scenes. Even non-polygonal scenes, such as fractal surfaces
and volumetric effects [Jen01] can be handled well through
In this paper, we present a complete framework for real- photon mapping.
time photon mapping in a distributed and interactive con-
text. Our goal is to simulate caustic light effects for general 21,
scenes interactively (i.e. with several frames per second) at
video resolution (646 480). While we are willing to toler- ~ The photon map has quickly become the preferred tool for
ate a slightly reduced caustic quality during user interaction, computing caustic illumination. However, as we will see be-
we demand immediate feedback on interactions. In the ab- oW its large computational cost and other properties com-
sence of geometry or lighting changes we want to reach a Plicate its use in an interactive context.

view independent, high-quality result within a few seconds.  Granier et al. [GDWO01] computed caustics by integrating

In the remainder of this paper, Section 2 first surveys ex- & specular particlle tracing step into a hierarghical rad.iosi.ty
isting methods that deal with the fast and efficient genera- (HR) system. This allowed for also reproducing caustics in
tion of caustics. Section 3 thoroughly analyzes the issues and tN€ir system, while still resulting in a readily illuminated tri-
constraints of photon mapping in a realtime context. This de- &ngleé mesh that could be displayed via graphics hardware.
tailed analysis forms the basis for our improvements, which BY €xploiting information from the HR data structure they
are discussed in Sections 4 and 5, followed by an evaluation Were able to recompute a new solution at near-interactive
of our techniques in Section 6. We conclude in Section 7 and frame rates. However, their method was sitill too slow for
provide a brief outlook on future work in Section 8. practical applications except for very simple scenes.

For generating realtime caustics Wand et al. [WS03] took
a different approach: Sample points on the caustic object
acted as virtual pinhole cameras, projecting the incoming
We will concentrate our discussion on approaches that target light onto diffuse surfaces in the scene. They used environ-
the interactive generation of high-quality caustics. Caustics ment maps and programmable graphics hardware to imple-
have always been a hard problem for global illumination: ment this projection via texture lookups. Unfortunately only
Pure radiosity-based algorithms are limited to light transport a few hundred caustic samples were affordable in order to
via diffuse surfaces only, and do not support caustics at all. stay interactive, which lead to rather low quality caustics.
There have been only very few and largely unsuccessful fi- This approach also assumed distant and non-occluded light
nite element approaches to compute non-diffuse effects. sources, and is limited to reflective caustics only.

Today, the de-facto standard for generating high-quality
caustics is photon mapping. However, the available photon
mapping algorithms do not easily map to a distributed real-
time ray tracing architecture, due to costly preprocessing,
high computational complexity, and bad parallel scalability.

Interactive Caustics

2. Previous Work

Path-based approaches such as (bidirectional) path trac- In their “Instant Global lllumination” (IGI) system, Wald
ing [LW93, VG94] do support high-quality caustics, butusu- et al. [WKB*02] proposed a simplified form of photon map-
ally require a prohibitively large number of samples to re- ping (called “hashed photon mapping”), in which density
move residual noise. estimation is not performed based on theearest neigh-
bors, but rather with a fixed query radius. This allowed for
much faster density estimation by storing the photons in a
hashed grid data structure, but unfortunately also compro-
mised on the quality of the caustics, as a fixed query radius
destroys the photon map’s automatic dependence on illumi-
nation density. Furthermore, the photon mapping step caused
several performance limitations and scalability bottlenecks
in their system. This only allowed for a relatively simple
and low-quality caustic simulation during interaction, while
nonetheless incurring a heavy impact on the maximum sys-
tem performance. Because of these issues, the photon map-
This approach was first used by Shirley et al. and Walter ping stage was removed later [BWSO03].

Higher performance — especially for caustics — can be
achieved by density estimation methods: Instead of com-
puting each pixel individually by an unbiased Monte Carlo
method, these methods use a pre-computation step for ap-
proximating a biased but view-independent world space rep-
resentation of the illumination that is then used for efficient
lighting computations in the main rendering pass. Density
estimation is usually performed by tracing light particles into
the scene, recording their hit points, and then estimating the
local energy density by suitable spatial filtering.
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Yet another alternative for using approximative algo-
rithms on special hardware was proposed by Ma et
al. [MMO02], who accelerated the nearest neighbor query us-
ing a block hashing scheme. However, their method is only
approximative, too, and has mainly been designed for a hard-
ware implementation. Finally, their algorithm can only ac-
celerate the query process, but does not help with generating
the photons nor in building the acceleration structure.

Purcell et al. [PDCO03] proposed an approach using pro-
grammable graphics hardware. Even though the computa-
tional power of modern GPUs allowed for interactive per-
formance of several frames per second, they were limited
to an approximative nearest neighbor query, only. More im-
portantly, their method is problematic for dynamic scenes.
The necessary update of the photon map due to light source
or object movement takes several seconds, within which the
caustic disappears. Another issue is that their method so far
has been used only with relatively simple scenes, due to
memory and architectural limitations of current GPUs.

3. Issues of Interactive Photon Mapping — An Analysis

Before we start to work on any specific improvements, it

is essential to obtain a good understanding of the problems
and issues of using photon mapping in an interactive context.
The original photon mapping algorithm consists of three

stages: photon shootingd-tree construction, antl near-

est neighbor queries during rendering. As we will see below
all three operations are equally problematic in an interactive
setting. We will analyze these issues first in a single-CPU
context before discussing issues of distributed processing.

3.1. kNN-queries During Rendering

One obvious cost factor for photon mapping is the cost for
performing thek nearest neighbor queries used for density
estimation. As we are only interested in caustic photon map-
ping here, we do not consider the cost for additional compu-
tations such as a local pass or irradiance gradients [WH92].

While akNN-query is commonly considered to be rather
cheap, it is in fact quite expensive when compared to a fast
ray tracer used for rendering. As can be seen in Tatkill,
queries are about 10 times as expensive as shooting a ray.

3.2. Preprocessing: Photon Map Generation

While the high query cost poses a severe performance prob-
lem, these queries are per-pixel operations working on read-
only data. Thus they parallelize quite well, and could in prin-
ciple be solved by adding enough processing power.

However, before the actual rendering phase can start, the
photons must first be generated and organized ikibtace.
This is less of a problem when performed as a separate pre-
processing step, e.g. for an interactive walkthrough applica-
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Scene (#triangles) N/k queries/sec rays/sec
EcG 100k/40 976k 1.7M
(3852) 1M/100 382k

RING 150k/40 262k 1.7M
(972) 2M/100 99k

GLASS 75k/40 347k 0.98M
(22454) 1M/100 163k
HEADLIGHT 100k/50 165k 0.56M
(167808) 750k/80 48k

Table 1: Number of KNN queries per second (as described
in [Jen96], using N mapped photons) vs. number of rays per
second (for individual, non-SSE rays during rendering) in
our example scenes. Performing a KNN query is roughly one
order of magnitude more expensive than shooting a ray.

tion of an otherwise static scene. For applications that in-
clude dynamic and unpredictable changes to material prop-
erties, light sources, and even scene geometry however this
“pre”processing has to be performed for every frame.

3.2.1. Photon Shooting

High-quality and thus highly detailed caustic effects often
require generating several hundred thousand photons, which
easily exceeds the time slot for rendering a single frame in
an interactive setting (e.g. 100 ms). This problem consists of
two parts: First, the high cost for computing photon trajec-
tories, and second, the low yield of caustic photons per ray,
i.e. the high number of rays that have to be shot per caustic
photon.

Slow Ray Tracing During Photon Shooting: Quite often,

the availability of realtime ray tracing is believed to make the
cost for photon shooting negligible: At peak rates of several
million rays per second [WP®3], shooting a few hundred
thousand photons per frame should be well tolerable. This
however is a misconception.

First of all, the rays shot in the photon shooting stage are
quite incoherent. Such rays are usually several times as ex-
pensive as coherent rays [Wal04]. Furthermore, acceleration
using SSE [Int02] instructions — as done with primary and
shadow rays — would not be effective for incoherent rays. As
a result, the performance of photon tracing is significantly
lower than peak ray tracing performance for rendering, as
shown in Table 2.

Furthermore, photon shooting requires costly computa-
tions for sampling and computing BRDFs. These computa-
tions can easily dominate the cost for tracing the rays (see
Table 3).

Bad Yield of Caustic Photons: Additional to this high cost
for tracing incoherent rays, each photon on average requires
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Scene peak rays/sec rays/sec photons/sec
(primary rays, SSE)  (during photon shooting)

EGG 4.3M 870k 355k

RING 3.4M 890k 375k

GLASS 3.3M 535k 240k

HEADLIGHT 3.9M 255k 29k

Table 2: Raw ray tracing performance during photon shoot-
ing (excluding sampling and surface interaction), as com-
pared to peak ray tracing performance in the same scene
with coherent primary rays and fast SSE code. As can be
seen, incoherent rays during photon shooting are 4 to 15
times more costly. The need for shooting several rays per
photon path, as well as other cost factors (e.g. sampling and
surface interaction) further reduce photon generation per-
formance by a factor of 2 to 9.

Scene sampling ray casting BRDF evaluation
EGG 34 % 39% 27 %
RING 36 % 50 % 14 %
GLASS 22% 42 % 36 %
HEADLIGHT 5% 62 % 35%

Table 3: Relative cost for light source sampling, ray casting

and BRDF evaluation during photon shooting. Sampling and
BRDF evaluation — which cannot be reduced by faster ray
tracing performance — consume a significant part of total

photon generation time.

severalrays to be generated, due to multiple reflections and
refractions of caustic photons. Even worse, only few photon
trajectories actually contribute to caustics at all. Small caus-
tic generators usually cover only a small solid angle with
respect to a light source. As a result only a small fraction
of all emitted photons will actually hit such objects and pro-
duce a caustic. Without further arrangements photon yields
are often less than 10 percent (see Table 4).

To raise the caustic photon yield, Jensen proposed to shoot

photons directly towards caustic generators [Jen01] by first
projecting and rasterizing them onto the (discretized) hemi-
sphere of directions around the light source, and shooting
photons only into relevant directions. Obviously however
this approach only works fatirect caustics, and cannot cap-
ture indirect caustics. Even worse, it is quite problematic for
an interactive setting, as the projection and rasterization of
the caustic generators would potentially have to be done for
each light in every frame. This is obviously too costly in
an interactive context with realistically complex scenes and
many specular primitives.

Instead of projecting individual specular triangles, this
could also be achieved by identifying “groups” of specu-
lar primitives, and projecting only a bounding object, as
e.g. done in [WKB02]. This however is problematic for re-

alistically shaped objects, and would require user interven-
tion, which is undesirable for an automatic, interactive sys-
tem.

3.2.2. kd-tree Construction

Even if we were able to generate photons fast enough we
have to address the problem how to quickly organize these
photons for fast retrieval. In order to efficiently perform the
nearest neighbor search it is necessary to build a spatial in-
dex, usually &d-tree. While the cost to create this index is
negligible for small numbers of photons it becomes a seri-
ous problem as the number of photons increases for realis-
tic scenes. In particular, the cost for building #tktree has
complexityO(nlogn) [Jen01], i.e. itincreases more than lin-
early with the number of photons.

Also problematic is the fact that the construction process
cannot easily be parallelized or accelerated, e.g. by the use of
SSE instructions of today’s processors. Finally, building the
kd-tree causes several related problems: For example, an ob-
vious approach to reduce the photon shooting time is to split
the photon generation step into several independent jobs —
e.g. by updating only everi-th photon in each frame or
by havingM independent machines generate bhth of all
photons each — and combine thédeparts later. Similarly,
one could imagine only updating photons that are affected
by a change to the scene, using an approach similar to Selec-
tive Photon Tracing [DBMSO02]. These approaches can sig-
nificantly reduce the number of photons to be (re)generated
every frame.

However.all of these approaches must still regenerate the
entire kdtree affectingall photons in every frame (i.e. not
only the newly generated ones), even if only a small part
of the photons have actually been updated. This could obvi-
ously be fixed by not usingne kdtree, but rather querying
from severakd-trees in parallel. This, however, is quite in-
efficient, as the same region of space would have to be tra-
versed for each of thil kd-trees.

3.3. Distribution and Parallelization Issues

While all the previously discussed issues are problematic for
interactive photon mapping on a single machine, they get
even more problematic in a distributed setup. Even though
ray tracing performance has been improved significantly,
virtually all of todays interactive ray tracing system (see
e.g. [WPS03] for an overview) still rely on massive par-
allelization to achieve realtime performance on non-trivial
scenes. This is particularly true for applications where the
cost for each individual pixel is as high as for photon map-
ping (see Section 3.1).

One option in a distributed system is to have each ren-
dering client compute the same photon map. This however
performs the costly preprocessing step redundantly on every
machine and unnecessarily limits scalability. Note that this
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problem is not limited to a distributed setting such as a net-
worked cluster of PCs, as the hierarchikditree generation
is difficult to parallelize even on a shared-memory system.

An alternative option is to have each client compute dif-
ferent parts of the photon map that are combined later. This
would require to broadcast the individual parts to all clients,
which would be too slow for interactive rates on current net-
work technology. Furthermore, this approach creates timing
dependencies between all clients, limiting the system per-
formance to that of the “weakest link in the chain”. Thus
this approach is unlikely to scale well beyond a few clients.
Similarly, one could shoot all photons on a single machine,
build the photon map there, and distribute them to all clients
afterwards. This however would make this machine the bot-
tleneck and is unlikely to work well, either.

Finally, a third alternative, which was used by Wald et
al. [WKB*02], is based on a combination of interleaved
sampling [KHO1] and discontinuity buffering [Kel98]: In
that approach, different clients generate different photon
maps of a smaller size each. The illumination information is
later combined by interleaving pixels from different clients
and performing an image-based filtering stage (i.e. discon-
tinuity buffering) on the server. Even though this approach
avoids many of the above problems, it poses a set of differ-
ent issues.

Most importantly, it creates a severe server bottleneck (in
both compute performance and network bandwidth), reduc-
ing the maximum system performance to at most 5 frames
per second at 640480 pixels in the original implementa-
tion [WKB*02]. Furthermore, dynamic load balancing be-

to the server related issues while the next section covers our
contribution to the photon map itself.

4.1. Faster Filtering to Reduce Server Load

A number of observations allow us to improve the filtering
problem dramatically. Caustic illumination is affected much
less by geometric discontinuities because it is much more
localized (i.e. focussed) than diffuse illumination. Another
observation is that potential artifacts will often be masked
by radiance resulting from direct illumination.

Thus, the sanity tests for filtering caustics can be relaxed
significantly. In fact, we do not perform any continuity tests
at all and always filter caustic illumination in image space.
Similarly, we no longer separate irradiance and diffuse ma-
terial properties for caustic illumination and simply filter the
direct RGB pixel contribution using a box filter, which can
be implemented very efficiently using SSE instructions.

In fact, the filtering step can be implemented using incre-
mental computations, such that it essentially runs in constant
time per pixel instead of the nai®(n?) for a filter of size
n x n. This is possible because we use a simple box filter
without per pixel weighting. We maintain a buffer for the
currently processed row of pixels holding the vertical sums
of pixel values within the filter kernel size. The horizontal
filter value is then incrementally updated along the row and
the row buffer is updated when switching to the next row.

This approach also leads to a very efficient and cache-
friendly implementation and reduces memory bandwidth. In
summary, we achieve a filtering performance of 300 frames

tween the clients leads to cases where clients must computeper second (649480 pixels) on a single 2.2GHz Pentium-

additional photon maps because they start working on pix-

4 CPU, which is more than sufficient for our needs. Being

els from other clients. These photon maps can then often be independent of filter size also allows us to use much larger

used for only a few pixels.

filter sizes than the original system (see below).

Despite these issues, we consider the third approach supe-

rior to the former two alternatives. We follow the same ap-

proach and concentrate on reducing the impact of the men-

tioned disadvantages.

Note that distributed photon mapping is also possible in

4.2. Reducing the Server Network Bottleneck

Filtering on the server was not only limited by filtering per-
formance but also suffered from the additional data that
had to be transferred to the server for proper filtering. This

a data_para”el approach as used in e.g. the Kilauea rendererdata included normal and distance information for the hit

(see [CDRO02]). This approach however mostly targets the

point, in order to limit the filtering to geometrical smooth re-

distributed storage of both photon map and scene data basedions. Additionally, the filtering was only performed on the

in order to support complex scenes and highly detailed pho-
ton maps in offline rendering. It has neither been designed
for, nor is it applicable to an interactive setting, and will
therefore not be discussed here in more detail.

4. Distributed Realtime Photon Mapping

The previous section clarified that in order to achieve real-
time photon mapping it is important not to work on indi-
vidual problems but to consider tremtire set of issues in
combination. In the following we discuss our improvements
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irradiances in order to avoid blurring across material bound-
aries or textures. Therefore, the irradiance and diffuse mate-
rial properties had to be sent separately.

With our relaxed filtering stage, the information sent to the
server is drastically reduced as normals and distances are no
longer needed. This leaves only two RGB values per pixel,
one for the radiance resulting from diffuse illumination and
one for the radiance resulting from caustics that will be fil-
tered. This reduction in network bandwidth significantly re-
laxes the server network bottleneck: Instead of a maximum
of only 5 frames per second, the network bandwidth of the



Gunther, Wald, Slusallek / Realtime Photon Mapping

server (measured at a rather low 350 Mbit/sec for GigaBit
Ethernet due to older hardware) now allows for up to 22
frames per second (fps). With better network adapters this
should scale well to much higher frame rates.

Unfortunately this relaxed filtering can be problematic in
some cases. In the absence of strong direct illumination tex-

tures are slightly blurred, as can be seen under the glass in

Figure 1b . Also, partially occluded caustics (e.g. by the rim
of the ring in Figure 3a) are smeared one or two pixels over
the object border, although this is hardly visible. We believe
this potential image-space blurring to be a reasonable price
for the significantly increased scalability.

4.3. Avoiding Redundant Photon Computations

The dynamic load balancing scheme used by the original
system allows for efficiently combining essentially arbitrary
numbers of heterogeneous machines with different perfor-
mance levels. Note that dynamic load balancing works best
if the average setup cost per job is minimal. However, this is
not the case for our combination of photon mapping and in-
terleaved sampling. For example, if a client wants to “help”
another, slower client by taking over some of its pixels, it
may easily end up spending more time in generating the
newly required photon map than just waiting for that client
to finish its pixels.

As a result we now use a static load balancing scheme.
Of course, static load balancing only works well if all clients
have similar performance and receive roughly the same work
load. While the first constraint is easy to guarantee, the sec-
ond one is more problematic. However, with the finely inter-
leaved sampling of the image all clients effectively compute
the same downscaled image, except for a small shift and dif-
ferent sets of photons. This leads to a well-balanced work
load and thus works well even with static load balancing.
On the downside this approach limits the number of possi-
ble clients to the number of interleaving sets (or multiples
thereof).

5. Improving Photon Mapping on the Client

Having removed the main limitations of the former system
allows the server to handle up to 22 fps at video resolution.
Obviously however this performance can only be maintained
once the clients can actually deliver this performance. The
high frame rate evidently imposes a strict upper bound on the
time available for preprocessing, i.e. for photon generation
andkd-tree construction.

Due to the use of interleaved sampling together with fil-
tering we can reduce the number of photons per client pro-
portional to the filter size. As mentioned above, the faster
filtering now also allows for larger filter sizes, and thus for
less photons per client. In practice we usually use filter sizes
in the range of X 3 to 6x 6. Since the box filter eventually

combines the results obtained by the individual photon maps
to one smooth image, the illumination obtainedby M in-
terleaved photon maps dF photons each is similar to using
one larger map Of1°N photons [WKB'02]. Obviously, this
reduction in the number of photons per map (by a factor of
9 to 36) directly translates to significant savings in photon
shooting andkd-tree construction time on the clients. How-
ever, this saving is insufficient and must be reinforced by
other ideas.

5.1. Faster Photon Generation

The most obvious candidate for optimization is the time re-
quired for generating caustic photons. One simple approach
would be to exploit the second CPU of each client using mul-
tithreading to shoot the photons. However, this can only give
a factor of two in the best case, which is far from sufficient.

Looking at the above analysis (Section 3.2) reveals that
some of the cost factors for photon generation cannot be
improved on. For example, raygill be incoherent during
photon generation, and each light patfil require several
surface interactions (for reflection and refraction) in order to
generate a caustic photon. However, the number of paths that
actually yield caustic photons can be influenced, and should
be maximized.

As discussed before, Jensen’s approach of projecting
caustic generators onto the light source [Jen01] is inefficient
for complex-shaped caustic generators and does not scale to
complex and interactive environments.

Sampling Caustics using Selective Photon Tracing

As an alternative, we use a method similar to Selective Pho-
ton Tracing (SPT) [DBMSO02], except that we do not con-
sider the temporal domain, but rather use it for adaptively
sampling path space: In a first step, a set of “pilot photons”
is traced into the scene in order to detect paths that generate
caustics. For those pilot paths, periodicity properties of the
Halton sequence [Nie92] are exploited to generate similar
photons (see Figure 2).

By using Selective Photon Tracing we increase the yield
of caustic photons by roughly a factor of four (see Table 4).
Essentially, this means that the same number of caustic pho-
tons can be generated with only one fourth of all rays. As the
improvement depends significantly on the (projected) size of
the caustic generator, the results for smaller caustic genera-
tors than those used in our examples are likely to be even
more significant.

However, using Halton numbers for adaptive sampling is
also not free from sampling artifacts. The non-uniform dis-
tribution of refinement photons around the pilot photon leads
to structured noise patterns when sampling with too few pi-
lot photons.

Nevertheless, the new approach also handles indirect
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Figure 2: Automatic sampling of caustic generators using
Selective Photon Tracing [DBMSO02]: First, some pilot pho-
tons (yellow) are shot into the scene. Those pilot photons
contributing to a caustic are then refined (cyan) using the
similarity property of the Halton sequence [Nie92].

caustics (see Figure 3), as the photons of one group also
stay together after diffuse bounces. Most importantly, how-
ever, this method does not require any preprocessing and
maintains the photon map’s property of being independent
of scene geometry. This it is well suited for both complex
scenes and interactive setups.

Figure 3: Our approach of using Selective Photon Tracing
for generating the photons also handles indirect caustics.
Left: RING scene with a direct caustic cast by a small area
light source. Right: Turning the light towards the wall gen-
erates an indirect caustic caused by the brightly illuminated
spot on the wall. Directly shooting towards the caustic gen-
erators would have resulted in no caustic at all.

Scene default sampling SPT improvement
EGcG 6.6 % 29.5% 4.5
RING 10.4 % 40.5 % 3.9
GLASS 9.4% 40.8 % 4.3

Table 4: Percentage of photon paths that contribute to the
caustic. Using Selective Photon Tracing (SPT) improves the
yield by roughly a factor of four.

5.2. Fasterkd-tree Construction and Query

Being able to quickly generate photons we now have to
concentrate on indexing and querying the list of photons in

(© The Eurographics Association 2004.

an efficient manner. In particular for non-trivial numbers of
photons the time to build thied-tree can easily dominate
overall rendering time, even after a careful and optimized
implementation of the construction algorithm.

Building thekd-tree requires to determine the median of
all photons in a subtree in every splitting step, which turns
out to be quite costly. In order to avoid this cost we instead
split in the middle of the largest dimension of the current
voxel. As can be seen in Table 5, the construction time for the
“off-balanced”kd-tree improves by roughly a factor of 1.5
for small numbers of photons. This improvement increases
with the number of photons and reaches a factor of 4 for the
case of the headlight.

Even though these results are encouraging we also have
to regard the query times. The new “unbalanced” build strat-
egy is only viable if it is not offset by an increase in query
time. However, using the new construction strategy we im-
prove the query time by a factor of 1.5 to 2.5 compared to
the common median approach. These experiments confirm
similar results in [WGSO04], which shows that balancing the
kd-tree is not always optimal with respect to query times,
and that higher performance can be reached with unbalanced
kd-trees.

scene photons photons
method build query build query
RING 24934 100844
median 21.4 388 1329 660
middle  16.3 151 895 330
grid lo 3.9 254 234 362
gridhi 145 86 34.3 212
GLASS 15548 322574
median 114 399 9004 1706
middle 11.0 241 4599 1116
grid lo 4.3 173 146.6 2384
gridhi  12.8 146 223.7 1802
HEADLIGHT 8655 43332
median 9.0 520 332.6 1123
middle 6.3 305 76.3 743
gridlo 10.9 313 31.8 3409
gridhi  69.9 151  93.8 837

Table 5: Comparison of different acceleration structures.
“median”: kd-tree, split at median of largest dimension;
“middle”: kd-tree, split at spatial center of largest dimen-
sion; “grid 10" low resolution grid; “grid hi”: high reso-
lution grid; Times are in milliseconds on a single Pentium-4
2.2 GHz CPU. The left two columns show the data for a mod-
erate number of photons while the right two columns present
the results for a larger photon map. The query was done for
a complete image @&40x 480with k= 64. For a discussion

of the results see the Sections 5.2 and 5.3.
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5.3. The Uniform Grid

Although our results in improving the build time fed-trees
are encouraging we still need to traverse medynodes for
each query. Thus it is worth to investigate a uniform grid as

a complete kd-tree simply would be impossible at a tenth of
a second.

Accumulating photons across frames allows for maintain-
ing interactivity even for highly complex lighting situations

an alternative data structure to accelerate the nearest neighthat require millions of photons for sufficient quality. Once

bor searches.

In order to achieve a cache-friendly layout of the photons
in memory we sort them into an array by a modified quick-
sort, first regarding the-dimension. After binning the pho-
tons in this direction according to the grid resolution, this
procedure is repeated for each bin recursively in the other
dimensions. The grid itself is then implemented as a lookup
table that stores in each cell the position of the first photon
in the array segment belonging to that cell. The position of
the last photon is determined by the start position of the next
cell. With this implementation the grid itself takes only 4
bytes per cell allowing for a grid resolution of up to 56
finer resolutions are required the grid could be hashed.

To perform &kNN-query all grid cells within the specified
maximum radius are visited and each of all their photons
are put into the priority queue to get thkenearest ones. As
can be seen in Table 5, this uniform grid approach can lead
to even higher performance than the kd-tree. Unfortunately,

its performance depends on the actual parameter settings,

and requires manual tuning to reach optimal performance.

accumulation stops, the resulting high-quality photon map
can still be viewed interactively in walkthrough-mode, as
camera movements do not require to rebuild the photon map.
Usually the performance during high-quality walkthroughs
is evenhigher than during accumulation (see Figure 5), as
no photon shooting has to be performed any more during the
walkthrough.

6. Results

After analyzing the issues of photon mapping in an inter-
active context and discussing the improvements for the in-
dividual steps of the algorithm, we now discuss the overall
performance improvements of the new realtime photon map-
ping framework. In particular, we compare our new system
to the IGI system by Wald et al. [WKB2] regarding im-
age quality and performance and demonstrate the improved
scalability and features.

For experiments we use the same test environment as
Wald et al. [WKB'02] consisting of several AthlonMP

We therefore usually use the unbalanced kd-tree, which per- 1800+ PCs connected to a fully switched 100Mbit network

forms similarly well, but additionally adapts better to differ-
ent scenes, photon distributions, and parameter settings.

5.4. Accumulation of Photons Across Frames

with a GigaBit uplink to the master server.

6.1. Comparison in Image Quality

In order to directly and fairly compare both systems we

High-quality caustics require many photons and reduce the yrned off the sampling of indirect illumination in the orig-

rendering speed accordingly. However, during interaction

we prefer fast response to high-quality images. We can ac-

inal IGI system. In addition weestrict the new system to
not accumulate photons across frames and to use onhBa 3

commodate a trade-off between these contradicting require- interleaving pattern as used by the original system. Both sys-

ments by shooting only a part of all photons during scene

modifications and accumulate caustic photons across con-

secutive frames once interaction has stopped.

Shooting a new batch d® photons each frame is rela-

tively easy. However, as the photons available after each ac-
cumulated frame increases, so does the time for kd-tree con-

struction: The number of photons to be sorted into a kd-tree
rises linearly with the number of accumulated frames, and
the construction time rises even superlinearly.

Fortunately, moving to an unbalanckd-tree also makes
it possible to incrementally insert new photons into an ex-
isting kd-tree. We use this approach to build tka-tree in
the above situation by incrementally adding the newly gen-
erated photons in each frame. Obviously resulting accumu-
latedkd-tree is not as optimal (with respect to query time)

tems use 9 CPUs. We then increased the number of photons
in the new system to match the framerate of the original Gl
system.

Even though the &G scene (Figure 4) can be considered
a best case scenario for the original IGI system, the new sys-
tem is capable of sampling the caustics with more than 3
times as many photons.

The RNG scene clearly demonstrates the improvements
of the Selective Photon Tracing approach. The approxima-
tion of the caustic generator by a bounding object from the
original system fails to properly direct the photon shooting.
The new system samples the caustic much more efficiently
with roughly 6.4 times as many photons as the G| system.

By being able to afford more photons at the same per-

as akd-tree rebuilt from scratch. The slightly reduced query formance — together with the fact that our system performs
performance however is more than offset by the significantly accurate nearest neighbor queries as opposed to a fixed fil-
increased construction performance, in particular after accu- ter radius — we achieve much higher image quality than the
mulating photons from several frames — for which rebuilding original system, as shown in Figure 4.

(© The Eurographics Association 2004.
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original IGI system (4.8 fps) RTPM system (4.8 fps) Resolution RNG  GLASS

640x480 21.0 11.9
800x600 13.7 7.8
1024x768 8.7 4.8
1280x960 5.4 3.2

Table 7: The frame rates achieved by our framework also
scale nearly linear in the number of pixels.

2600 photons / client 8000 photons / client

Utilizing only commodity CPUs our software imple-
mentation can compete well with hardware accellerated
implementations such as the one proposed by Purcell et
al. [PDC*03]. Using only one single CPU and the same pa-
rameter settings\ = 16000,k = 64) with a similar (RNG)
scene, we are able to render each frame of’6384 pixels
in 2.2 seconds, which is 3.7 times faster than their published

2500 photons / client 16000 photons / client rendering time of 8.1 seconds.

Figure 4: Comparison of our new RTPM system to IGI sys-
tem of Wald et al. [WKB02], with a zoomed-in image of
the Egg and the Ring scene. Although both systems run onUsing the photon map together with Selective Photon Trac-
the same hardware (9 AthlonMP 1800+ CPUs) and network ing as an adaptive sampling strategy our system poses few
with 4.8 fps, our new system ends up with more than 3 resp. if any limitations regarding scene properties and complex-
6 times as many photons at the same time resulting in sub- jty. In particular, we can also handle indirect caustics (as
stantially better image quality. shown in Figure 3) without considerable performance loss.
The ability to handle multiple reflections also includes the
correct simulation of colored liquid as shown in theA s
scene (see Figure 1b).

6.3. Practical Applications

6.2. Performance and Scalability
We have also evaluated the practical applicability of our

Apﬁrt from h'%hﬁr performlagl(l:'e, our n;zw frgmewk())lrk alsho system by rendering a real world model from the automo-
achieves much better scalability. As shown in Table 6 the tive industry. In particular it is not only important to look

new system scales linearly up to 22 fps at which point our
current network bandwidth becomes saturated. Note that we

prowdedt_wo frame rate_s; one dgnng phhoton %(_aner:tlon (cor,- onto other surfaces. TheHADLIGHT scene shows exactly
responding to interactive sessions that modify the scene’s this application and compares the interactive simulation to

content) and one after enough photons have been accumu- o yata taken from a photograph of the illumination pattern
lated. In the latter case no more photons are generated and(Figure 5)

the system is in a kind of of walkthrough mode that only

at car headlights directly [BWDSO02] but to also simulate
and visualize its light distribution and the illumination cast

queries the photon map during rendering. With this scene it is not neccessary to sample caustic gen-
erators adaptively using SPT as each photon emitted by the

Scene RNG GLASS filament hits a specular object (the glass of the light bulb). In
# photons 81k 483k 98k 393k this scene each photon is particularly costly as at least 6 rays

#CPUs interaction walkthrough interaction walkthrough ~ Must be cast casts before a photon hits the wall (2 intersec-
tion and interactions with the glass of the bulb, one with the

1 045 0.81 0.16 0.34 reflector, plus two more with the front glass). In addition a
4 21 4.7 0.66 19 large number of photons are required to accurately simulate
9 50 11.4 15 4.6 the very complex light pattern of the headlight.

16 8.7 21.0 2.7 8.0

Even though we only approximated the filament with a
simple isotropically emitting box and put little effort into
Table 6: Our framework scales roughly linear in the number  optimizing the other parameters, the accuracy and the match
of clients up to a rate of 22 frames per second, being mainly of the caustic patterns between the simulation and the photo-

25 137 22.0 4.3 12.3

limited by the available network bandwidth. “interaction™  graph is remarkable, and even subtle details of the illumina-
during photon shooting and accumulation; “walkthrough™:  tion pattern are faithfully reproduced. Even the low quality
after accumulation (no photon shooting any more); image with only 250k photons already provides a good es-

timate of the final simulation. Using 36 CPUs we achive a

(© The Eurographics Association 2004.
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frame rate of about 3 fps during the photon shooting and ac-
cumulation stage while providing the user with immediate

response to his modifications. After the accumulation is fin-

ished, the detailed, high-quality caustic (Figure 5c) can be
examined at about 11 fps.

7. Conclusions

In this paper, we have presented a complete framework for
realtime distributed photon mapping. Our approach builds
on the combination of realtime ray tracing, a highly opti-
mized photon mapping algorithms, and sophisticated paral-
lelization on PCs. Using 9 to 36 AthlonMP 1800+ CPUs,
we achieve frame rates of up to 22 fps at video resolution
(640x 480 pixels). On the same hardware platform we ob-
tain a performance improvement of roughly a factor of 2-6
compared to previous results [WKB2] while simultane-
ously achieving better image quality and scalability to higher
frame rates. Table 7 demonstrates that the new system scale
essentially linear also in the image resolution.

cells could be interesting in both query performance and
build time. Furthermore, this approach might help in per-
forming the individualkd-tree constructions 'on demand’
thereby further increasing scalability. Data structures that al-
low for the efficient use of SSE extensions during traversal
are also worth further investigation.

Finally, the recent emergence of medium-sized shared-
memory multiprocessor PCs might provide another interest-
ing platform for realtime photon mapping. While the basic
framework would probably stay the same, it would be inter-
esting to see whether a shared-memory environment would
allow for even higher performance than the current setup.
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an elegant adaptive sampling strategy which also allows for
the efficient generation of indirect caustics. Unfortunately

this sampling method tends to introduce structured artifacts
when using only few photons.

Our approach is fully automatic, and does not require any
manual user intervention except for specifying the photon
mapping parametef$ andk, which can be changed interac-
tively. Additionally, it supports realistically complex scenes
(such as the HADLIGHT with 168k triangles) and highly
complex light transport patterns.

The new system is an important step towards fully inter-
active realtime lighting simulations that has the potential to
change the way lighting engineers work — similar to the way
CAD has changed the environment of designers. Such sys-
tems must provide robust visual feedback during interaction
and must converge to a high-quality solution — comparable
to an offline rendering — within a few seconds.

8. Future Work

In this paper we concentrated on the generation of caustics
and intentionally neglected non-caustic illumination. It is an
obvious next step to combine our new caustic approach with
the scalable interactive global illumination system by Ben-
thin et al. [BWSO03].

Additionally, there is significant room for further improv-
ing the sampling methods given the current photon yield of
30% to 40% with Selective Photon Tracing. This could also
help in reducing sampling artifacts.

Better acceleration structures for photon maps also seem

to be a promising research area as even simple ideas did al-

ready have a significant effect on the performance. In par-
ticular a hybrid of a (hashed) grid witkd-trees in the grid
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Figure 2: Automatic sampling of caustic generators Figure 1: Several examples of our distributed realtime photon map-
using Selective Photon Tracing [DBMSO02]: First, ping framework: a) Specular metal ring, including multiple reflec-
some pilot photons (yellow) are shot into the scene. tions. b) Cognac glass with detailed caustics. Using our framework,
Those pilot photons contributing to a caustic are these scenes can be rendered interactively, running at 21 and 12
then refined (cyan) using the similarity property of frames per second, on 8 and 13 dual-AMD AthlonMP 1800+ PCs,
the Halton sequence [Nie92]. respectively.
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