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ABSTRACT

Attempting to display the entirety of a large volumet-
ric dataset at one time would result in an overwhelming
amount of information. Furthermore, visualization tools
based on volume rendering present the user with a host
of confusing options. We present ClearView, which pro-
vides a simplified volume visualization tool with a fo-
cus on doing what matters most: looking at your data.
Users frequently want to direct the viewer’s attention to
a particular region of their volumes. With many volume
rendering tools, this means setting up complex transfer
functions to highlight the region of interest, with the un-
fortunate side effect of potentially affecting the larger
image. ClearView allows the user to focus their visual-
ization efforts on the area of their choice, while separat-
ing parameters for visualizing of surrounding data. This
provides not only a simplified user interface, but finer-
grained control over the final publication-quality visual-
ization. Through advanced GPU rendering techniques,
ClearView presents all of this to the user at highly inter-
active frame rates.

Index Terms— focus, context, volume, visualization

1. INTRODUCTION

As data sizes grow, the amount of information resident
in those data grows proportionally. Visualizations of
these large datasets are correspondingly dense in their
complexity, causing the viewer to be lost in a sea of data.
This can cause important features to be drowned out by
surrounding data, making the viewer focus on aspects of
the data which are relatively unimportant.

‘ClearView’ is a reaction to the complexities of the
images generated by modern volume rendering tools. It
was designed to follow the ‘focus and context” model
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of visualization, in which we focus our attention on an
area of interest while maintaining the relevant context
of spatially related data [1]. The result is a very sim-
ple tool which users can grasp, manipulate, and use to
understand their data quickly and easily.

Images are generated based on the ClearView lens,
which the user moves through the dataset to look inside
at values of interest. Even though context information is
dissolved to allow viewing inner portions of the dataset,
small scale structures of the context data are preserved
to allow one to easily infer the relationship between the
‘focus’ and ‘context’ data.

Fig. 2. ClearView rendering of the visible human male
torso.



Fig. 1. Internal (left) and external (right) views of a backpack, with the ClearView rendering in the center.

2. METHODS

At its core, ClearView is a rendering mode which allows
the simultaneous viewing of two isosurfaces: an inner,
or ‘focus’ isosurface, and an outer, or ‘context’ isosur-
face. ClearView renders the two surfaces independently
and then composites them together based on the position
of the ClearView lens. The lens dictates the behavior of
the compositing: near the center of the lens, the ‘focus’
isosurface dominates the rendering. As the distance in-
creases radially from the center of the lens, the ‘context’
isosurface is weighted more prominently. Thus it ap-
pears as if the ‘focus’ isosurface is gradually occluded
by the ‘context’ isosurface.

Yet ClearView provides more than just a rendering of
two isosurfaces. To better highlight the important con-
text information available in the dataset, distinct features
in the context isosurface are preserved even if the lens is
focused on those features. In the depicted implementa-
tion, areas of high curvature are preserved. This is rep-
resented well in Figure 2; note that one can still recog-
nize creases in the neck, as well as the location of the
ears, despite the ClearView lens being centered around
the jaw.

Real time feedback of malleable rendering parameters
is critical for exploratory visualization systems [2]. Due
to the importance of this style of interaction, ClearView
is implemented to take advantage of the advanced paral-
lel computation capabilities of modern graphics process-
ing units [3, 4, 5]. This design choice, coupled with an

appropriate out of core renderer [2], allows ClearView
to render data of immense sizes at hundreds of frames
per second.

3. DISCUSSION

To use ClearView, the user selects an outer isovalue,
which determines the surface rendered for the ‘context’
isosurface. Then the user places a lens over the data
which depicts the location where the inner surface will
show through. Finally, the user customizes a second
isovalue, in turn selecting the inner or ‘focus’ isosur-
face. This makes an intuitive interface to create informa-
tive visualizations, as has been shown in previous work
[6, 7].

The ease of explanation is one of the strengths of
ClearView. Unlike some volume rendering tools, users
can immediately grasp the concept behind ClearView
and focus on looking at their data. Further, users do
not need to become volume rendering experts to ex-
plain to a colleague what a ClearView visualization is
conveying—in many cases, no explanation is required,
as the focus of the image is self-evident.

4. CONCLUSIONS

Advances in state of the art visualization can enable and
empower users to create new and informative visualiza-
tions. However non-experts may lack the time required
to penetrate the background material needed to under-



Fig. 3. The rendering provided by ClearView allows us
to count the change in this piggy bank, saving the fortu-
itous piggy from untimely destruction.

stand a new method. For the most part, researchers
should not be expected to become experts in visualiza-
tion technologies if they only desire to use a specific
tool. In the end, what matters most is the ability to create
informative media with minimum effort.

ClearView provides a simplified rendering mode
which sacrifices complexity to focus on what the ma-
jority of users require: a method to highlight a feature
of interest without removiing potentially relevant con-
text information. In contrast to typical volume rendering
tools, ClearView has few parameters, and the default set-
tings work surprisingly well; this allows users to rapidly
discern the interesting features of their data.
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