General Purpose (computation) (on) GPUs



Why GPUs?
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Intel Xeon X5550 CPU = Tesla C1060 = Tesla C2050

In recent years, the processing power of highly-SIMD
RISC architectures, such as those employed by
GPUs, has largely eclipsed conventional CPU
performance.



How?

4096 cores 2500+ cores

The primary mechanism by which such performance is
possible is due to the ability of manufacturers to pack
SO many cores in such a small area. This leads to
accelerator cards which can quite literally run
thousands of 'threads' at once.



Massively Parallel

(Hundreds of?)Thousands of threads

Of course, this processing power is only available if
you know how to harness it. GPU processing
requires developers to find parallelism at significantly
finer scales than traditional techniques would require.

Furthermore, programmers must be aware of
architectural concerns, such as how threads may
diverge and how to use memory efficiently, to get the
peak performance from these processors.
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