Parallel Volume Rendering
Volume Rendering Scalability

- Need lots of cores to render at acceptable speeds

Figure: Howison, Bethel, Childs, *MPI-hybrid Parallelism for Volume Rendering on Large, Multi-core Systems*, EGPGV 2010
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![Graph showing performance vs dataset size for different GPU configurations.]

- 64 GPUs, 1 GPU/node
- 64 GPUs, 2 GPUs/node
- 128 GPUs, 2 GPUs/node
- 256 GPUs, 2 GPUs/node

Times are measured in seconds and dataset sizes are given in voxels.

Dataset Size (voxels):
- $1024^3$
- $2048^3$
- $4096^3$
- $8192^3$
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Future Work - AMR

- "Adaptive mesh refinement" data
  - some spatial regions have higher-resolution
  - coarse/fine boundaries: sampling
  - uneven load distribution
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