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Abstract

Segmentation is an important part of image processing, which often has a large impact on quantitative image analysis results.

Fully automated operator independent segmentation procedures that successfully work in a population with a larger biological

variation are extremely difficult to design and usually some kind of operator intervention is required, at least in pathological cases.

We developed a variety of 3D editing tools that can be used to correct or improve results of initial automatic segmentation

procedures. Specifically we will discuss and show examples for three types of editing tools that we termed: hole-filling (tool 1), point-

bridging (tool 2), and surface-dragging (tool 3). Each tool comes in a number of flavors, all of which are implemented in a truly 3D

manner. We describe the principles, evaluate efficiency and flexibility, and discuss advantages and disadvantages of each tool. We

further demonstrate the superiority of the 3D approach over the time-consuming slice-by-slice editing of 3D datasets, which is still

widely used in medical image processing today. We conclude that performance criteria for automatic segmentation algorithms may

be eased significantly by including 3D editing tools early in the design process.

� 2003 Elsevier B.V. All rights reserved.
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1. Introduction

Segmentation is an integral part of image process-

ing. Contrary to many technical applications the design

of fully automated segmentation routines is extremely

challenging in the medical context because of the large

biological variation. Even if automatic routines do

work in normal subjects, they typically fail in patho-
logic cases, which are often more interesting from a

clinical point of view. In our experience operator in-

teraction should always be possible although it may be

used in a minority of cases, only. The design goal of

full automation is not realistic. On the contrary, in-

corporating user interactions early in the design pro-

cess may considerably facilitate the development of

segmentation algorithms and guarantee lower failure
rates.
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On the opposite side, user interaction introduces a

subjective element to image processing and analysis.

Thus, in order to achieve high accuracy and precision a

high degree of automation is desirable. This does not

invalidate the arguments discussed in the previous

paragraph, but necessitates a careful design of user

interaction. A user-friendly implementation of editing

tools must combine intuitive and easy handling with
acceptable performance. Slice-by-slice editing of 3D

datasets does not meet these criteria; instead, 3D edit-

ing tools should be preferred. This is the topic of the

work presented here.

Two principle modes of user interaction can be dis-

tinguished. In the first mode the user interactively selects

a region or volume of interest (ROI or VOI) in which

subsequently an automated operation is performed. A
typical well-known example is the selection of a seed

point to start a region growing process. In contrast, the

second mode is iterative and requires extended user in-

teraction, for example, an interactive change of a con-

tour. This mode requires real-time visualization, which

is demanding if a large amount of data is affected, such

as in 3D datasets.
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Apart from interactive segmentation procedures that

use a manual placement of a seed point to start a volume

growing process (Adams and Bischof, 1994), the litera-

ture on editing tools in general and on 3D tools in

particular is sparse (Montanat et al., 2001; Olabarriaga
and Smeulders, 2001). One reason may be that scientific

publications on segmentation mostly emphasize the

automatic part while necessary manual corrections are

considered as flaws in the automated process that could

probably be avoided by an improved description of the

underlying theory. In practice many image processing

programs do offer user interaction tools but most of

them are slice-based, for example, they let the operator
manipulate 2D contours (Barrett and Mortensen, 1997;

Einstein et al., 1997; Lockett et al., 1998; Mortensen and

Barrett, 1998; Wu and Len Yencharis, 1998).

In this paper we present several 3D editing tools for

interactive corrections of segmentation results that are

independent of the specific segmentation algorithm.

Tools for both modes discussed above were developed.

We will, in particular, stress the importance of a fully 3D
approach compared to 2D slice-based methods. The
Fig. 1. Typical problems after an automated 3D segmentation of bone structu

frequently generated. In the example a volume growing algorithm with adap

was used for automatic segmentation (Kang et al., 2003).
tools were developed within an ongoing project on

segmentation of CT datasets of the proximal femur that

is described in more detail in a separate publication

(Kang et al., 2003). Therefore, the applications of the

interactive tools discussed in this paper are exemplified
using the femur but the tools are general in nature and

can be used for other anatomical sites as well. Auto-

matic segmentation of bone often fails if either the

cortical thickness or the bone mineral density or both

are low. As a consequence artificial elements that look

like holes or cavities in mountains are generated in the

surface as shown in Fig. 1. This is the background for

the development of our interactive editing tools.
2. Three-dimensional editing tools

All editing tools developed in the context of this

work are 3D tools, although in the following, results will

often be demonstrated using orthogonal multi-planar

reformations (MPRs) or even single 2D slices. Two-
dimensional approaches applied to 3D datasets such as
res. �Holes� in the cortical shell and �cavities� in the trabecular bone are

tive local thresholds and a subsequent morphological closing operator



Table 1

Relative computation times of a morphological closing for spherical

structuring elements normalized to a solid element with a radius of 1

mm

Radius of structure

element

1 mm 2 mm 3 mm 6 mm

Normal 1 3.76 10.57 81.10

Accelerated 0.95 2.71 5.33 20.76

In the �normal� mode, a solid sphere is used, in the accelerated

mode only the shell of the sphere is used as structuring element (shell

thickness 0.6 mm, corresponding to two voxels in the x and y direc-

tions and to 1 voxel in the z direction in the digital datasets). The voxel

sizes in our anisotropic datasets were 0.3� 0.3� 1.0 mm3. Obviously

the larger the radius the larger the savings in the accelerated mode, up

to a factor of 4 for a radius of 6 mm.
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a slice-by-slice segmentation may give satisfactory re-

sults in single planes, e.g. in the transversal direction.

But when viewed from an orthogonal direction often

staircase artifacts are visible. This is also true when us-

ing interactive editing tools. 3D editing tools therefore
appear indispensable.

Altogether we will present three different tools. The

implementations of tool 1 belong to the first category:

after selecting a VOI to limit their spatial extensions

they proceed either automatically or after initialization

by a seed point. Thus, for tool 1 user interaction is

limited to a minimum. Tools 2 and 3, which belong to

the second category and require real-time updates after
each user interaction, will be introduced in Section 2.2.

2.1. Editing tools that proceed automatically or with seed
point initialization after interactively selecting a VOI

2.1.1. Selection of VOIs

In our case we use spherical VOIs although this does

not limit generality. In the MPR view the sphere is vi-
sualized by circles that result if the sphere is cut by the

corresponding MPR planes (Fig. 1). The operator can

select a circle with the mouse on any of the three MPRs

and move or resize it. The other two MPRs are instantly

updated after each mouse movement. Of course, the

usual interactions with the MPRs like zooming, pan-

ning, or slicing also update the circles. Thus, the user can

position the VOI quickly and exactly.

2.1.2. Tool 1: hole-filing

For tool 1 we developed three different hole-filling

approaches. In addition to the interactive location of the

holes using a VOI as discussed above, one of the

methods requires a seed point the other two proceed

automatically.

2.1.2.1. Three-dimensional morphological closing. Three-

dimensional tools based on morphological operations

have been used for some time (H€oohne and Hanson,
Fig. 2. 3D morphological closing with spherical structuring elements (SEs) o

with SE radius of 2 mm; (c) 3D closing with SE radius of 4 mm. The voxel size i

the optimum performance, as it does not introduce significant new errors as in
1992). Morphological closing is one of the easiest

methods that can be applied within the selected VOI to

close holes. The success depends on the hole size. Large

holes require large structuring elements that also have a

considerable and often unwanted smoothing effect as
illustrated in Fig. 2.

Another unwanted effect of large structuring elements

is the increase in computation time. This is in particular

a limit when using 3D editing tools. Therefore, we de-

veloped a two-step procedure to considerably speed up

morphological operations:

1. The morphological operations are only applied to the

voxels that are located on a bone surface.
2. For spherical structuring elements only the shells, not

the solid spheres are used.

Table 1 shows the relative increase in computation time

with increasing sizes of the structuring elements for the

example given in Fig. 2. The computation time for a

solid sphere with a radius of 6 mm was 81 times higher

compared to a sphere with a radius of 1 mm. Using only

the outer shell (shell thickness 0.6 mm) as structuring
element, the computation time could be significantly

reduced, up to a factor of 4 for a radius of 6 mm.

If morphological closing and opening operations are

applied locally, e.g. within our VOI, typically significant
f different sizes: (a) result after automatic segmentation; (b) 3D closing

n the dataset is 0.3� 0.3� 1.0 mm3. An SE of 2 mm here appears to offer

dicated by the arrow on (c). However considerable holes remain in (b).



Fig. 3. Edge artifacts of local 3D closing and opening operations: (a) closing; (b) opening; (c) no artifacts using our improved closing procedure (see

text). The dashed VOI is shown here for demonstration purposes, only. The morphological operations are calculated inside this dashed VOI but are

applied to the user defined VOI represented by the solid circle, only.
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edge effects as illustrated in Fig. 3 occur because the

basic operations of dilation and erosion are not strictly
inverse procedures. We solved this problem by calcu-

lating the morphological operations inside a VOI that

was slightly larger than the user-defined VOI. However,

the results are only applied inside the user-defined VOI

so that no boundary discontinuities occur (Fig. 3(c)).

The larger VOI (dashed circle) is shown in Fig. 3(c) for

demonstration purposes only.
Fig. 4. 2D scheme of 3D morphological weaving: (a) hole with size a to be co

direction; (c) and (d) weaving using line elements in two additional directions

space 13 directions are used.

Fig. 5. Morphological weaving compared to morphological closing: (a) au

spherical structuring element (radius¼ 4 mm); (c) 3D weaving with line stru
2.1.2.2. Three-dimensional morphological weaving. With

normal morphological closing, holes larger than 2R,
where R denotes the radius of the structuring element,

cannot be filled. Therefore we developed a new algo-

rithm to fill holes larger than 2R. We termed it ‘‘mor-

phological weaving’’ according to its mechanism. As

structuring element, a line of length L is used. When we

apply a closing operation with this structuring element

we only generate an effect in the direction along the line.
rrected; (b) weaving using line element of length L (L < a) in horizontal

. In the simple case illustrated, no further directions are required. In 3D

tomatic volume growing using local thresholds; (b) 3D closing with

cturing element (L ¼ 8 mm).
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However, by repeating the closing operation with sev-

eral line-structuring elements of length L ¼ 2R rotated

by different angles we can fill holes larger than 2R
(Fig. 4). We actually use 13 different directions in 3D

space that account for all voxels in a 26-neighbor mode.
Fig. 5 illustrates the power of 3D weaving for filling

large holes compared to simple morphological closing.

2.1.2.3. Three-dimensional ray reflection model. This

approach for tool 1 can be easily understood if you

imagine being in a cavity holding a candle. You can

judge whether your current position is inside or outside

the cavity by analyzing the light reflections from the
walls around you. We assume an isotropic light source

and count the reflected rays from the wall representing

the segmented structure (Fig. 6). If for a given voxel the

amount of reflected rays is larger than 65% of those sent

out, then the voxel is inside a hole otherwise it is outside.

We used 26 directions in the digitized 3D image space.

The 65% criterion was selected empirically.

The actual algorithm uses the well-known volume-
growing algorithm and replaces the normal global

threshold criterion with the reflection condition de-

scribed above. Thus, each voxel within the selected VOI

can be classified as inside or outside of a hole. Results

are shown in Fig. 7.
Fig. 6. 2D scheme of 3D ray reflection model: (a) �inside� condition:
reflected rays P65%; (b) �outside� condition: reflected rays <65%.

Fig. 7. Three-dimensional ray reflection applied to a realistic example.
2.1.2.4. Comparison of hole correction methods. The

specific advantages and disadvantages of each of the

three 3D hole-filling approaches are summarized in
the upper part of Table 2. 3D morphological closing is

not suited to fill large holes. For this purpose 3D mor-

phological weaving can be used but it is relatively slow

because for a given voxel 13 directions of the line-

structuring element have to be calculated. Both mor-

phological methods may suffer from the loss of detail

information.

The 3D ray reflection model needs an additional seed
point as input and it must be applied carefully if the

segmented object has a complex shape, which may result

in over-filled holes. However, it is advantageous if a

large cavity with a relatively small hole in the surface

needs to be filled. As can be seen from the results all

three implementations of tool 1 have difficulties cor-

recting very large boundary defects. Also at this point

none of the methods described so far makes use of the
CT values falsely classified as soft tissue. This is the

purpose of the 3D editing tools described in the fol-

lowing section.

2.2. Editing tools that require real-time updates after each
user interaction

The tools introduced in this section also work within
a local VOI interactively selected by the user. However,
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the ongoing user input requires a quick visual feedback.

Thus, in order to work conveniently updates must (al-

most) occur in real time.

2.2.1. Tool 2: 3D point-bridging

The basic idea is as follows. (1) Identify a few

voxels that are falsely classified as soft tissue and

label them as bone. (2) Connect these ‘‘bridge’’ points

with the other segmented voxels using a 3D mor-

phological closing operation. As an example Fig. 8(a)

shows a segmentation defect and the interactively

placed VOI on three orthogonal MPRs. The defect

occurred during the automatic segmentation of the
proximal femur consisting of a multi-step procedure

including volume growing with local adaptive

thresholds, morphological operations and surface re-

finements based on grey value gradients (Kang et al.,

2003). Fig. 8(b) indicates the location of the defect in

the major trochanter.

For the correction, a histogram of all CT values in-

side the VOI is calculated and displayed (Fig. 8(c)) to
guide the operator in selecting an optimal threshold for

the separation of bone and soft tissue. The segmentation

results within the VOI are updated and displayed in all

three MPRs in real time so that the operator can adjust

the threshold accordingly. In the case displayed in

Fig. 8(d) most of the voxels originally labeled as bone

(Fig. 8(a)) by the automatic segmentation procedure

actually are below the selected threshold. However, a
few points originally labeled as soft tissue are above the

selected threshold. These are used as bridge points

(Fig. 8(d)). Their small number suffices for a subsequent

automatic 3D closing operation (spherical structuring

element R ¼ 1:8 mm) within the VOI to give the

results in Fig. 8(e). Fig. 8(d) also shows the structuring

element.

A real-time video demonstrates the interactive ap-
plication of these tools along with a 3D ray reflec-

tion operation to fill the remaining hole. It can be

found in the electronic annexes (doi: 10.1016/j.media.

2003.07.002). Alternatively this tool can be used without

the histogram. In this mode the user has to manually

place the bridge points, afterwards the tool proceeds as

above.

2.2.2. Tool 3: 3D surface-dragging

As a potential alternative to point-bridging, we fur-

ther developed an interactive tool that we termed 3D

surface-dragging. The surface of the segmented structure

that is inside the interactively placed VOI can be drag-

ged via a so-called control point, which is repositioned

interactively. In our case the control point is the center

of the sphere. The changed surface is calculated and
displayed in real time as contours in the three MPR

views. Again, for tool 3, we implemented two different

approaches, a force and a spline mode.



Fig. 8. 3D point-bridging: (a) original segmentation and VOI in which local correction is carried out; (b) overview indicating the location of the

automatic segmentation insufficiency in the trochanter major; (c) histogram of the CT values inside the VOI; (d) morphological structuring element

and bridge points (dark dots in the VOI) generated by interactive operation (see text). Note that some of these points were already detected by the

automatic segmentation (see a); (e) final segmentation after morphological closing.
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2.2.2.1. Force mode. The force mode is based on the

concept that all surface points inside the spherical VOI
are displaced by a force field. The direction of the

force is parallel to the displacement vector of the

control point, the position of which is interactively

changed by the operator. The strength of the force is a

function of the distance d of a given surface point

from the control point. Obviously d varies between 0

and R, where R is the radius of the VOI (Fig. 9(a)).

The strength of the force has been modeled by three
different functions f:
• f1 ¼ 1� x: linear functionality;
• f2 ¼ e�kx: exponential functionality;
• f3 ¼ e�kx2 : Gaussian functionality;

where x ¼ d=R 2 ½0; 1� (Fig. 9(b)).
In practice, after shifting all selected surface points a

morphological closing is used to fill gaps created by the

dragging process.

2.2.2.2. Spline mode. In spline mode we used multiple

cubic B-splines to perform a dragging operation on the
segmented surface inside the VOI. In order to easier



Fig. 9. Surface-dragging in force mode: (a) illustration of principle; (b)

functions to model force dependence.
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understand themechanismof this tool wewill first explain

the 2D case.
Two-dimensional contour dragging using splines. A

cubic B-spline can be described algebraically by a

Bernstein polynomial of degree 3 which is called Bezier

cubics (Farin, 1990):

zðtÞ ¼ ð1� tÞ3z0 þ 3ð1� tÞ2tz1 þ 3ð1� tÞt2z2 þ t3z3;

where t varies between 0 and 1. Fig. 10(a) shows a
typical B-spline. From the equation above, it is evident

that four points z0, z1, z2 and z3 are needed to determine
zc 

z0 z3

z2 z1 

 

Object 

Dragged control point 

ROI 

zc 

z0 z3

z2 z1 

Object 

ROI 

Initial spline 

Control point 

(a) (b)

Fig. 10. 2D surface-dragging in spline mode. For simplicity we assume

the contour to be manipulated to be circular: (a) before the dragging

operation: original contour and initial 2D spline; (b) after the dragging

operation: the contour inside the VOI is identical to the interactively

changed 2D spline.
the shape of the spline curve. In our case the two end

points z0 and z3 by definition are fixed because these are

the cut points of the spline with the border of the ROI.

Still we are left with two undefined points, which is in-

convenient because it is difficult to interactively operate
on two control points simultaneously.

In order to simplify the interactive operation, we

combined the two non-end points z1 and z2 into a single

control point zc (Fig. 10(a)) by defining z1 and z2 to be the

midpoints of the lines z0 � zc and z3 � zc, respectively.
Thus, once we have selected the position of zc we can

calculate the positions of z1 and z2 using the positions of

the two fixed end-points z0 and z3. This procedure defines
a spline, which obviously is not identical with the initial

contour within the VOI. But this does not matter as we

are interested in the final result. We simply define the

�dragged� contour to be identical to the recalculated

spline after the control point is moved. This procedure

has the advantage that an exact knowledge of the po-

tentially complicated initial contour is not required and

the dragging implementation is straightforward. As
control point we use the center of the ROI (Fig. 10(b)).

Extension to 3D. The equation above describing the

Bezier curve is not restricted to a 2D plane. Actually,

it works in 3D or higher-dimensional spaces as well.

This opens a possibility to implement a surface-dragging

mechanism that again is controlled by a single point. In

analogy to the 2D case, we define an initial surface by

multiple spline curves that all share the same control
point (Fig. 11). Actually a 3D surface is constructed by

connecting the voxels representing the spline curves

with a morphological closing operation. After the first

move of the control point we again define the �dragged�
Fig. 11. 3D surface-dragging in spline mode. For simplicity we assume

the surface to be manipulated to be spherical. The VOI is also a sphere

but is indicated as a circle (a) before the dragging operation: original

surface and multiple initial spline curves; (b) after the dragging oper-

ation: the surface inside the VOI is calculated from the interactively

changed splines.
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segmented surface to be identical to the updated surface

calculated from the splines. Fig. 12 gives two screen

shots before and after the operation of the 3D surface-

dragging. A real-time video demonstrates the interactive

application of these tools. It can be found in the elec-
tronic annexes (doi: 10.1016/j.media.2003.07.002).

Comparison of the dragging methods. The force mode

preserves the shape of the surface as all of its points are

displaced in a parallel direction. The spline mode does

not show this behavior as the individual splines con-

tributing to the surface are differently affected by the
Fig. 12. Screen shots of 3D surface-dragging applied in a realistic sit-

uation: results (a) before; (b) after the interaction.
move of the control point. Therefore, this mode is better

suited to more complicated defects such as the one

shown in Fig. 12 that could not be corrected using the

force mode. In some situations such as the one shown in

Fig. 8(a), dragging in spline mode will fail. Here tool 2,
point-bridging, must be used (see also Table 2).
3. Quantitative evaluation of the 3D editing tools

We also evaluated the usability and suitability of the

tools introduced in the previous section quantitatively.

We started with a low noise spiral CT dataset of the
proximal femur that was successfully segmented (see

Fig. 13(a)) using the segmentation approach mentioned

above including minor editing of the boundary in the

region of the head. This segmented volume we used as

the gold standard in the following analysis. We de-

creased the image quality by simulating a decreased

radiation exposure using the same dataset. This was

achieved by adding Gaussian noise to the CT projec-
tions prior to the tomographic reconstruction. The re-

sulting images along with the results of the automatic

segmentation are shown in Figs. 13(b) and (c).

As expected the automatic segmentation showed in-

creasing limitations with increasing noise. We let two

different operators (one of them more and the other less

experienced in handling the tools) correct the automatic

segmentation. They were free to use any combination of
tools but were encouraged to vary their combinations.

In addition to the tools described above the operators

could place a spherical VOI and label all voxels inside as

bone (VOI filling) or as soft tissue (VOI empty), they

could perform an opening or closing of the whole seg-

mented volume (global closing and opening) and they

could undo the last step. As an example, Fig. 13(d)

shows the final result of an interactive correction using
the data shown in Fig. 13(c).

Each operator corrected both noise enhanced data-

sets three times with at least 1 h pause between the

repetitions. We then carried out the following analyses:

we monitored (1) what tools were used and (2) recorded

the total correction time for each dataset. (3) We

quantitatively compared each corrected segmentation

with the gold standard by counting the disjunct voxels
between the two segmented volumes. In Fig. 14 these

voxels are marked in black for two examples. We (4)

finally carried out inter and intra-operator comparisons.

As shown in Table 3, there was a large variation in the

number and types of tools used by the two operators.

Correction times varied between 2 and 15 min. After

changing his strategy even the second operator was able

to correct the very noisy dataset in less than 10 min
(third correction).

Despite the variety of tools applied the average dif-

ference between the interactively corrected segmentation



Fig. 13. Transaxial MPRs of the CT dataset used for the evaluation of the 3D editing tools. (a) Original low noise dataset segmented fully auto-

matically; (b) simulated noise increase by a factor of 2 and (c) by a factor of 3. The noise increase was achieved by adding Gaussian noise to the CT

projections prior to the tomographic reconstruction. The automatic segmentation results are also shown in (b) and (c); (d) one example of the in-

teractive segmentation correction applied to the data shown in (c).
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and the gold standard was smaller than 4%. Intra- and
inter-operator differences were even smaller than 2%.

Details are listed in Table 4.
4. Discussion

We developed three interactive editing tools that can

be used for manual corrections of inadequate automatic
segmentation results: hole-filling (tool 1), point-bridging

(tool 2) and surface-dragging (tool 3). For each of the

tools two or more approaches have been presented. All

three tools are applied locally within a manually placed

VOI for which also a user-friendly implementation was

presented. In our case the use of spherical VOIs was

convenient but does not pose any limitation to the re-

sults as other shapes could be used equivalently.
Although we use volumetric datasets and volumetric

tools we prefer the MPR representation to 3D views

such as impressive-looking volume rendered images. For

a quantitative analysis the exact position of VOIs and of

segmentation results must be controlled and this is easier
to perform on orthogonal MPRs. What is important for
3D image processing is the coupling and joint update of

all three MPRs as was demonstrated in our results. Of

course depending on the nature of the problem addi-

tional oblique MPRs may be very helpful. Potential

limitations using the MPR views may exist for the sur-

face dragging tool as in our current implementation the

control points can only be moved in one of the three

MPR planes but not arbitrarily in 3D space.
The three tools we developed differ in complexity and

also have characteristic advantages and disadvantages

as summarized in Table 2. The simplest approach of tool

1 just uses a morphological closing inside a VOI.

However, even this is effective in situations where many

small holes remain after an automated segmentation as

shown in Fig. 5. We cannot conclude that the tools with

higher complexity replace the simpler ones rather they
add complementary functionality. This is also supported

by the results in Table 3. All of the tools are easy to use

which is most obvious for tool 1 that proceeds auto-

matically after an interactive placement of the VOI. But

also tools 2 and 3, which require real-time updates, are



Fig. 14. Discrepancy between the gold standard and two examples of

interactively corrected segmentations. The disjunct voxels are shown in

black. (a), (b) Noise enhancement by a factor of 2; (c), (d) noise en-

hancement by a factor of 3. The sagittal view is not shown.
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very convenient as can be seen in the two videos ac-

companying this publication.

Tool 2 is the most flexible tool we developed. How-

ever, it has to be applied more or less to each defect
Table 3

Tools used for the interactive correction of the automatic segmentation resu

Noise enhancement factor

Operator

Correction 1

How often was a tool used?

Tool 1: hole-filling Morphological closing

Morphological weaving

Three-dimensional ray reflection 1

Tool 2: point-bridging Thresholding mode

Manual mode

Tool 3: surface-dragging Force mode

Spline mode 1

Further tools not discussed in

Section 3

VOI filling

VOI empty

Global morphological opening

Global morphological closing

Undo last

Total number of operations 3

Time per dataset (min) 2

Two different operators analyzed each dataset three times. There was no
separately, which, as shown in Fig. 1 is different from

tool 1 when implemented with morphological closing or

weaving. Contrary to tools 1 and 3, tool 2 uses the ac-

tual CT values of the voxels affected. So far we worked

with CT data, but in principle the tools should be ap-
plicable to other modalities such as MR data as well.

All our results demonstrate the power of the 3D ap-

proach. This is in particular obvious in Fig. 8. Just a few

bridge points as seen on each MPR are generated but

the overall result is excellent. It is hard to imagine that a

2D method, for example, applied to the sagittal view,

could give equivalent results. Also it must be empha-

sized that 2D methods should give identical results in-
dependent of the view to which they are applied.

Our tools were developed to correct automatic seg-

mentation results of bone but they are independent of a

specific segmentation algorithm. They are generic in the

sense that they can be applied whenever a surface is a

result of a segmentation procedure. Of course, there are

numerous other segmentation problems, which require

different solutions. For example, our tools are not suit-
able for manual segmentation; rather a prior automated

segmentation is required. It must also be reemphasized

that although 3D editing tools should be an integral part

of most segmentation schemes in medical imaging, a

high degree of automation is necessary in particular to

reduce the influence of subjective operator interactions.

We do not claim that we have developed a complete

suite of tools; certain areas such as contour fusion or
cutting actions were not included. However, at least in

our primary target, the proximal femur, which we think
lts in the noise enhanced datasets

2 3

1 2 1 2

2 3 1 2 3 1 2 3 1 2 3

2 1 1 1 3 2 2

2 2 2 1

1 1 2 2 1 5 5 7 1 3 1

1 2 2

2 1 3 5 1

1 2 1 1

1 1

1

1 1 1 1 1 1

1 1 1 1

2 1

3 4 4 6 4 11 10 16 12 11 7

2 2 4 2 2 7 6 9 15 13 7

guidance of what and how many tools were to be used.



Table 4

Agreement of segmentation results

Noise enhancement factor 2 3

Operator 1 2 1 2

Difference between interactive and automatic segmentation (%) 2.84� 0.02 3.20� 0.14 3.83� 0.05 3.99� 0.31

Intra-operator difference (%) 0.14� 0.03 0.42� 0.23 0.48� 0.08 1.75� 0.22

Operator 1 compared to operator 2 Operator 1 compared to operator 2

Inter-operator differences (%) 0.90� 0.23 1.21� 0.52

Differences were analyzed as percentage number of voxels that were disjunct between two segmented volumes (see Fig. 14). In the table we show

average results given as means� SD. First, the differences between the interactively segmented volumes and the gold standard are listed. For each

operator, results were averaged over the three corrections performed. Then, the intra-operator differences are listed. Here, the three corrections were

mutually compared and results again were averaged. Finally inter-operator differences were analyzed by mutually comparing all three segmentation

results from operator 1 with the three results from operator 2. Thus, here altogether nine values were averaged.
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is representative for other skeletal sites, the variety de-

scribed here was adequate to cope even with very noisy

data and severe failures of the automatic segmentation

routines. It is also an important message that the com-

bination of a larger variety of editing tools greatly en-

hances their individual value.

After the interactive corrections of the noise enhanced

images a difference of up to 4% of the voxels compared to
the gold standard remained. Obviously, even if an au-

tomated segmentation approach were working in the

noisy images it would probably also result in differences.

Thus, it may be more appropriate to look at intra- and

inter-operator differences which were all below 2% of the

voxels. This is an excellent result given the fact that in

each of the 18 interactive corrections (2 operators, 3

corrections per operator and noise enhancement level)
the applied tools varied considerably. We admit that the

difference of 2% of the voxels is probably higher if we

analyze the effect in smaller VOIs, e.g. the neck region

which also is more affected by the manual corrections

than the shaft of the femur (see Fig. 14).

Still there is a lot of room for further improvements.

For example, we think that 2 min for interactive seg-

mentation corrections are acceptable but 10 min re-
quired in the noisier dataset are rather high. Correction

times were not limited by computer power but were

determined by the user interaction, a standard high end

PC, Pentium IV, 2.8 GHz, 1GB RAM was used.

Other improvements would be the implementation of

non-spherical local VOIs and the possibility to move the

control point used for the 3D surface dragging arbitrarily

in 3D space. Also there should be some guidance of
which tool should be preferably used in a given situation.
Thus, as a conclusion considerable effort must be

applied to develop appropriate 3D segmentation algo-

rithms that minimize necessary operator interaction

while simultaneously providing easy to use and intuitive

editing tools.
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