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Structural Inference of
High-dim Data




Topology lool Kit
TTK

https://topology-tool-kit.github.10/



https://topology-tool-kit.github.io/

Installation Demo
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Dragon Demo (contour tree)

TTK usage tutorial --Dragon demo

-
-
o
-
-«
o
-«
-
-«
el
-«
<
-«
-
-
-
©
-

.

MORE VIDEOS

p o) 1326/14:22 @ £ Youlube SJ [




Morse Persistence Demo (MSC

TTK usage tutorial -Meorse persistence demo o »
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A few tips

- The installation is going to take a while (4+ hours).
- Follow the demo closely, however pay attention to some differences
In different versions of TTK



Structural Inference of
High-dimensional Data

A topological view



Review:
Persistent Homology
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Stability of
Persistence Diagrams




Homological features encoded as barcodes or persistent diagrams

Death

Birth

Figure: Barcode Figure: Persistence Diagram



Figure 2: Left: two close functions, one with many and the
other with just four critical values. Right: the persistence dia-
grams of the two functions, and the bijection between them.



Bottleneck Distance

We need some definitions. For points p = (p1,p2) and ¢ =
(q1,q2) inRR?, let ||p — g|| . be the maximum of [p; —q1| and |p2 —
q2|. Similarly for functions f and g, let | f — g||, = sup, |f(x)—
g(x)|. Let X and Y be multisets of points.

DEFINITION. The Hausdorff distance and the bottleneck distance
between X and Y are

du(X,Y) = max{supinf ||z — y||_,supinf ||y — z|  }
T Yy 7 €L
d5(X,Y) = infsup [z — 7(z)]|

where £ € X and y € Y range over all points and v ranges over
all byjections from X to Y. Here we interpret each point with mul-
tiplicity k as k individual points and the bijection i1s between the
resulting sets.




Bottleneck Distance Stability

d(X,Y) = infsup ||z — v(z)| .,

T oz

MAIN THEOREM. Let X be a triangulable space with continu-

ous tame functions f, g : X — R. Then the persistence diagrams
satisfy dp(D(f),D(9)) < [|f — 9ll -

=

ds(D(f),D(9)) < ||f — 9ll &



Space of
Natural Images

[CarlssonnlshkhanovSilva2008]
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Highlight

In this paper we continued the qualitative (topological) approach to the study of the space of 3 by 3
patches coming from natural images initiated in [8]. Perhaps the key advantage of this approach is
that it allows one to find highly non-linear yet extremely important subsets within the data which
otherwise would be very hard to discover using more common statistical techniques.

a collection of 4 - 10° 3 by 3 patches



High-level techniques

- Persistent homology
- The space of patches: preprocessing
= Klein bottle



Klein Bottle

- Created by identifying points of a

unit square:

(—-1,t) © (1, -0

(s,—1) e (s, 1)

(s, 1)










How do we Infer the Klein bottle?

~ Via persistent homology...
- The (persistent) homology of the space of (many) images matches
that of a Klein bottle under Z2 homology.



Back to homology

- Any cycle on the sphere can shrink to a point

bo s b-| v b2 s

1 0 1




Back to homology

- Not all cycles on the torus can shrink to a point

bp ¢ by ~ by, #

1 2 1



Back to homology

.\ “_ Not all cycles on the Klein bottle can shrink to a point

—d

bo s b1 v b2 s

1 1 0
C

- Under Z2 homology, the rank is identical to that of a torus



Persistent homology
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Figure 9: PLEX results for X (100, 10) in M



Application

- Image compression: replace the high-contrast patches of the given
image by the points on the surface of the embedded Klein bottle
that best approximate them.
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Figure 12: The 61 materials in the CUReT data set
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Figure 14: Four exemplars from each of the twenty five classes
in the UIUC Texture data set.




Analysis of
Scalar Fields
over Point Cloud

[ChazalGuibasOudot2008]
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[ChazalGuibasOudot2008]
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Figure 1: Top row, left: a noisy scalar field f defined over a sampled
planar square domain X; center and right: approximations of the 0- and
I-dimensional persistence barcodes of (— f) generated by our method from
the values of | at the sample points and from their approximate pairwise
geodesic distances in X. The six long intervals in the O-dimensional barcode
correspond to the six prominent peaks of f (including the top of the crater),
while the long interval in the 1-dimensional barcode reveals the ring shape
of the basin of attraction of the top of the crater. Bottom row: approximate
basins of attraction of the peaks of f, before (left) and after (right) merging
non-persistent clusters, thus revealing the intuitive structure of f.



Figure 1: Top row, left: a noisy scalar field f defined over a sampled
planar square domain X; center and right: approximations of the 0- and
I-dimensional persistence barcodes of (— f) generated by our method from
the values of | at the sample points and from their approximate pairwise
geodesic distances in X. The six long intervals in the O-dimensional barcode
correspond to the six prominent peaks of f (including the top of the crater),
while the long interval in the 1-dimensional barcode reveals the ring shape
of the basin of attraction of the top of the crater. Bottom row: approximate
basins of attraction of the peaks of f, before (left) and after (right) merging
non-persistent clusters, thus revealing the intuitive structure of f.
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High-level techniques

o Persistent homology
- Merge low persistent clusters while maintain high persistent clusters
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Figure 2. A result in clustering. The top row shows the input provided to the algorithm of Section 4.2: the data points (left), or rather their pairwise

Euclidean distances, and the estimated density function f (center and right). The 3-d view of f illustrates how noisy this function can be in practice,
thereby emphasizing the importance of our robustness result (Theorem 3.2). The bottom row shows the estimated basins of attraction of the peaks of f,
before (left) and after (right) merging non-persistent clusters. The 0-dimensional persistence barcode of (— f) (center) contains two prominent intervals
corresponding to the two main clusters. Since the estimated density is everywhere non-negative, the barcode has been thresholded at 0. Thus, intervals
reaching O correspond to independent connected components in the Rips graph. Among those, the ones that appear lately are treated as noise and their

basins of attraction shown in black, since their corresponding density peaks are low.
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Figure 2: A result in clustering. The top row shows the input provided to the algorithm of Section 4.2: the data points (left), or rather their pairwise
Euclidean distances, and the estimated density function f (center and right). The 3-d view of f illustrates how noisy this function can be in practice,
thereby emphasizing the importance of our robustness result (Theorem 3.2). The bottom row shows the estimated basins of attraction of the peaks of f,
before (left) and after (right) merging non-persistent clusters. The 0-dimensional persistence barcode of (— f) (center) contains two prominent intervals
corresponding to the two main clusters. Since the estimated density is everywhere non-negative, the barcode has been thresholded at 0. Thus, intervals
reaching O correspond to independent connected components in the Rips graph. Among those, the ones that appear lately are treated as noise and their
basms of attractzon shown in black since their correspondmg density peaks are low.
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Figure 3. Segmentation result on a sampled hand-shaped 2-D domain. The segmentation function is the (normalized) diameter of the set of nearest
boundary points. The barcode shows six long intervals, corresponding to the palm of the hand and to the five fingers. The results before and after merging
non-persistence clusters are shown respectively to the left and to the right of the barcode.

[ChazalGuibasOudot2008]



Thanks!

Any questions?

You can find me at: beiwang@sci.utah.edu
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