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Abstract
Merge trees are a type of topological descriptors that record the connectivity among the sublevel sets
of scalar fields. In this paper, we are interested in sketching a set of merge trees. That is, given a set
T of merge trees, we would like to find a basis set S such that each tree in T can be approximately
reconstructed from a linear combination of merge trees in S. A set of high-dimensional vectors can
be sketched via matrix sketching techniques such as principal component analysis and column subset
selection. However, up until now, topological descriptors such as merge trees have not been known
to be sketchable. We develop a framework for sketching a set of merge trees that combines the
Gromov-Wasserstein framework of Chowdhury and Needham with techniques from matrix sketching.
We demonstrate the applications of our framework in sketching merge trees that arise from data
ensembles in scientific simulations.
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1 Introduction

Topological descriptors such as merge trees, contour trees, Reeb graphs, and Morse–Smale
complexes serve to describe and identify characteristics associated with scalar fields, with
many applications in the analysis and visualization of scientific data [44, 51]. In this paper,
we are interested in sketching a set of topological descriptors.

We are motivated by the idea of matrix sketching. A set of high-dimensional vectors
is sketchable via matrix sketching techniques such as principle component analysis (PCA),
and column subset selection (CSS), as illustrated in Figure 1 (gray box). Given a dataset of
N points with d features, represented as a d×N matrix A (with row-wise zero empirical
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2 Sketching Merge Trees

mean), together with a parameter k, PCA aims to find a k-dimensional subspace H of Rd
that minimizes the average squared distance between the points and their corresponding
projections onto H. Equivalently, for every input point ai (a column vector of A), PCA finds
a k-dimensional embedding yi (a column vector of Y ) along the subspace H to minimize
||A − Â||2F = ||A − BY ||2F . B is a d × k matrix whose columns b1, b2, . . . , bk form an
orthonormal basis for H. Y is a k × N coefficient matrix, whose column yi encodes the
coefficients for approximating ai using the basis from B. That is, ai ≈ âi =

∑k
j=1 bjYj,i.

Another technique we discuss is CSS, whose goal is to find a small subset of the columns
in A to form B such that the projection error of A to the span of the chosen columns is
minimized, that is, to minimize ||A− Â||2F = ||A−BY ||2F , where we restrict B to come from
columns of A. Such a restriction is important for data summarization, feature selection,
and interpretable dimensionality reduction. Thus, with either PCA or CSS, given a set of
high-dimensional vectors, we could find a set of basis vectors such that each input vector can
be approximately reconstructed from a linear combination of the basis vectors.

Now, what if we replace a set of high-dimensional vectors by a set of objects that encode
topological information of data, specifically topological descriptors? Until now, topological
descriptors have not been known to be sketchable. In this paper, we focus on merge trees,
which are a type of topological descriptors that record the connectivity among the sublevel
sets of scalar fields. We address the following question: given a set T of merge trees, can we
find a basis set S such that each tree in T can be approximately reconstructed from a linear
combination of merge trees in S?
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Figure 1 The overall pipeline for sketching a set of merge trees.

Our overall pipeline is illustrated in Figure 1 and detailed in Section 4. In steps 1 and 2,
given a set of N merge trees T = {T1, T2, · · · , TN} as input, we represent each merge tree
Ti as a metric measure network and employ the Gromov-Wasserstein (GW) framework of
Chowdhury and Needham [21] to map it to a column vector ai in the data matrix A. In
step 3, we apply matrix sketching techniques, in particular, column subset selection (CSS)
and non-negative matrix factorization (NMF), to obtain an approximated matrix Â, where
A ≈ Â = B × Y . In step 4, we convert each column in Â into a merge tree (referred to as a
sketched merge tree) using spanning trees, in particular, minimum spanning trees (MST) and
low-stretch spanning trees (LSST). Finally, in step 5, we return a set of basis merge trees S
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by applying LSST or MST to each column bj in B. Each entry Yj,i in the coefficient matrix
Y defines the coefficient for basis tree Sj in approximating Ti. Thus, intuitively, with the
above pipeline, given a set of merge trees, we could find a set of basis trees such that each
input tree can be approximately reconstructed from a linear combination of the basis trees.

Our contribution is two-fold. First, we combine the notion of GW distances with matrix
sketching techniques to give a class of algorithms for sketching a set of merge trees. Second,
we provide experimental results that demonstrate the utility of our framework in sketching
merge trees that arise from scientific simulations. Understanding the sketchability properties
of merge trees can be particularly useful for the analysis and visualization of scientific
ensembles, where our framework can be used to find good ensemble representatives and to
identify outliers.

2 Related Work

In this section, we review relevant work on merge trees, Gromov-Wasserstein distances, graph
alignment and averaging, matrix sketching, and spanning trees.

Merge Trees. Merge trees (also known as barrier trees [36] or join trees [18]) are a type of
topological descriptors that record the connectivity among the sublevel sets of scalar fields.
They are rooted in Morse theory [60], which characterizes scalar field data by the topological
changes in its sublevel sets at isolated critical points. Other types of topological descriptors for
scalar fields include contour trees [18], Reeb graphs [67], and Morse–Smale complexes [30, 29].
In this paper, instead of a direct comparison between a pair of merge trees using existing
metrics for merge tree or Reeb graphs (e.g., [9, 11, 8, 10, 70, 20, 61, 24, 62, 12]), we treat
merge trees as metric measure networks and utilize the Gromov-Wasserstein framework
described in Section 3 to obtain their alignment and vector representations.

Gromov-Wasserstein Distances. Gromov introduced Gromov-Hausdorff (GH) distances [39]
while presenting a systematic treatment of metric invariants for Riemannian manifolds. GH
distances can be employed as a tool for shape matching and comparison (e.g., [16, 53, 54,
57, 58]): shapes are treated as metric spaces, and two shapes are considered equal if they
are isometric. Memoli [55] modified the formulation of GH distances by introducing a
relaxed notion of proximity between objects, thus generalizing GH distances to the notion of
Gromov-Wasserstein (GW) distances for practical considerations. Since then, GW distances
have had a number of variants based on optimal transport [72, 73] and measure-preserving
mappings [56]. Apart from theoretical explorations [55, 71], GW distances have been utilized
in the study of graphs and networks [45, 75, 76], machine learning [34, 17], and word embed-
dings [6]. Recently, Memoli et al. [59] considered the problem of approximating (sketching)
metric spaces using GW distance. Their goal was to approximate a (single) metric measure
space modeling the underlying data by a smaller metric measure space. The work presented
in this paper focuses on approximating a set of merge trees (modeled as a set of metric
measure networks) with a smaller set of merge trees.

Aligning and Averaging Graphs. Graph alignment or graph matching is a key ingredient
in performing comparisons and statistical analysis on the space of graphs (e.g., [33, 40]). It
is often needed to establish node correspondences between graphs of different sizes. The
works most relevant here are the ones that utilize Riemannian geometry in studying statistics
on graphs. Jain and Obermayer [47] imposed a metric structure on the space of graphs
for performing alignment and estimating the mean of a distribution on attributed graphs.
Guo et al. [43, 42] utilized the metric structure in [47] to quantify graph differences and to
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compute optimal deformations between graphs. They further established a framework for
computing mean, covariance, and PCA of graphs. For merge trees specifically, Gasparovic et
al. [37] studied the metric 1-center of a set of labeled merge trees, which found applications
in visualization [77]. However, these works focused on aligning graph nodes or tree nodes
over permutations, thus creating “hard matchings” [21]. On the other hand, the approaches
based on the GW distances [64, 21] are rooted in measure theory and employ probabilistic or
“soft matchings” of nodes. Information in a graph can be captured by a symmetric positive
semidefinite matrix that encodes distances or similarities between pairs of nodes. Dryden
et al. [28] described a way to perform statistical analysis and to compute the mean of such
matrices. Agueh et al. [4] considered barycenters of several probability measures, whereas
Cuturi et al. [23] and Benamou et al. [13] developed efficient algorithms to compute such
barycenters. Peyre et al. [64] combined these ideas with the notion of GW distances [55]
to develop GW averaging of distance/similarity matrices. Chowdhury and Needham [21]
built upon the work in [64] and provided a GW framework to compute a Frechét mean
among these matrices using measure couplings. In this paper, we utilize the GW framework
proposed in [21] for “soft matching” among merge trees.

Matrix Sketching. Many matrix sketching techniques build upon numerical linear algebra
and vector sketching. For simplicity, we formulate the problem as follows: Given a d×N
matrix A, we would like to approximate A using fewer columns, as a d× k matrix B such
that A and B are considered to be close with respect to some problem of interest. Basic
approaches for matrix sketching include truncated singular value decomposition (SVD),
column or row sampling [26, 27], random projection [68], and frequent directions [38, 50];
see [65, 74] for surveys.

The column (or row) sampling approach carefully chooses a subset of the columns (or
rows) of A proportional to their importance, where the importance is determined by the
squared norm (e.g., [26]) or the (approximated) leverage scores (e.g., [27]). The random
projection approach takes advantage of the Johnson-Lindenstrauss (JL) Lemma [48] to create
an N × k linear projection matrix S (e.g., [68]), where B = AS. The frequent directions
approach [50, 38] focuses on replicating properties of the SVD. The algorithm processes each
column of A at a time while maintaining the best rank-k approximation as the sketch.

Spanning Trees of Weighted Graphs. Given an undirected, weighted graph G, a spanning
tree is a subgraph of G that is a tree that connects all the vertices of G with a minimum
possible number of edges. We consider two types of spanning trees: the minimal spanning
tree (MST) and the low stretch spanning tree (LSST) [1, 2, 3]. Whereas the MST tries to
minimize the sum of edge weights in the tree, LSST tries to minimize the stretch (relative
distortion) of pairwise distances between the nodes of G. LSSTs were initially studied in the
context of road networks [5]. They also play an important role in fast solvers for symmetric
diagonally dominant (SDD) linear systems [31, 49].

A LSST does not stretch distances of G too much, in a sense that the distance between
any two nodes in the tree is at most a small constant times the distance between the same
nodes in G. Alon et al. [5] studied LSSTs in the context of the k-server problem on a road
network and provided the first theoretical bound on the average stretch of LSSTs. Elkin et
al. [31] used LSSTs to improve the running time for solving symmetric diagonally dominant
(SDD) linear systems [69]. Koutis et al. [49] further improved upon the running time of
LSST computation to provide a faster SDD solver. In a series of papers, Abraham and
coauthors [1, 2, 3] proposed incrementally faster algorithms to compute LSSTs, while at the
same time improving the bound on the average stretch. Most of these works focused on
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bounding the average stretch. The problem of finding a spanning tree that minimizes the
max stretch, referred to as the Minimum Max-Stretch spanning Tree (MMST), is known
to be NP-hard. However, Emek and Peleg [32] presented an approximation algorithm for
MMST which is a variation of the LSST.

3 Technical Background

We begin by reviewing the notion of a merge tree that arises from a scalar field. We then
introduce the technical background needed to map a merge tree to a column vector in the
data matrix. We primarily utilize the Gromov-Wasserstein (GW) framework of Chowdhury
and Needham [21], which builds upon theoretical results on GW distances [54, 55], with a
few ingredients from Peyre et al. [64].

Figure 2 Two examples of merge trees from scalar (height) fields. For each example, from left to
right: 2D scalar fields visualization, merge trees embedded in the graphs of the scalar fields, and
abstract visualization of merge trees as rooted trees equipped with height functions.

Merge Trees. Let f : M→ R be a scalar field defined on the domain of interest M, where M
can be a manifold or a subset of Rd. For our experiments in Section 5, M ⊂ R2. Merge trees
capture the connectivity among the sublevel sets of f , i.e., Ma = f−1(−∞, a]. Formally, two
points x, y ∈M are equivalent, denoted by x ∼ y, if f(x) = f(y) = a, and x and y belong to
the same connected component of a sublevel set Ma. The merge tree, T (M, f) = M/∼, is
the quotient space obtained by gluing together points in M that are equivalent under the
relation ∼. To describe a merge tree procedurally, as we sweep the function value a from
−∞ to ∞, we create a new branch originating at a leaf node for each local minimum of f .
As a increases, such a branch is extended as its corresponding component in Ma grows until
it merges with another branch at a saddle point. If M is connected, all branches eventually
merge into a single component at the global maximum of f , which corresponds to the root of
the tree. For a given merge tree, leaves, internal nodes, and root node represent the minima,
merging saddles, and global maximum of f , respectively. Figure 2 displays a set of two
scalar fields with their corresponding merge trees embedded in the graphs of the scalar fields.
In a nutshell, a merge tree T is a rooted tree equipped with a scalar function defined on its
node set, f : V → R.

Gromov-Wasserstein Distance for Measure Networks. The Gromov-Wasserstein (GW)
distance was proposed by Memoli [54, 55] for metric measure spaces. Peyre et al. [64]
introduced the notion of a measure network and defined the GW distance between such
networks. The key idea is to find a probabilistic matching between a pair of networks by
searching over the convex set of couplings of the probability measures defined on the networks.

A finite, weighted graph G can be represented as a measure network using a triple
(V,W, p), where V is the set of n nodes, W is a weighted adjacency matrix, and p is a
probability measure supported on the nodes of G. For our experiments, p is taken to be
uniform, that is, p = 1

n1n, where 1n = (1, 1, . . . , 1)T ∈ Rn.
Let G1(V1,W1, p1) and G2(V2,W2, p2) be a pair of graphs with n1 and n2 nodes, respect-

ively. Let [n] denote the set {1, 2, . . . , n}. V1 = {xi}i∈[n1] and V2 = {yj}j∈[n2]. A coupling
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between probability measures p1 and p2 is a joint probability measure on V1 × V2 whose
marginals agree with p1 and p2. That is, a coupling is represented as an n1×n2 non-negative
matrix C such that C1n2 = p1 and CT1n1 = p2. Given matrix C, its binarization is an
n1 × n2 binary matrix, denoted as 1C>0: this matrix has 1 where C > 0, and 0 elsewhere.

The distortion of a coupling C with an arbitrary loss function L is defined as [64]

E(C) =
∑

i,k∈[n1],j,l∈[n2]

L(W1(i, k),W2(j, l))Ci,jCk,l. (1)

Let C = C(p1, p2) denote the collection of all couplings between p1 and p2. The Gromov-
Wasserstein discrepancy [64] is defined as

D(C) = min
C∈C
E(C). (2)

In this paper, we consider the quadratic loss function L(a, b) = 1
2 |a− b|

2. The Gromov-
Wasserstein distance [21, 55, 64] dGW between G1 and G2 is defined as

dGW (G1, G2) = 1
2 min
C∈C

∑
i,k∈[n1],j,l∈[n2]

|W1(i, k)−W2(j, l)|2Ci,jCk,l. (3)

It follows from the work of Sturm [71] that such minimizers always exist and are referred to
as optimal couplings. Memoli [55] showed that (dGW )1/2 defines a distance on the “space of
metric measure spaces quotient by measure-preserving isometries” [64].

Alignment and Blowup. Given a pair of graphs G1 and G2, a coupling C ∈ C(p1, p2) can
be used to align their nodes. For each node xi ∈ V1, let ui = |{yj ∈ V2 : C(i, j) > 0}| denote
the number of nodes in V2 that have a nonzero coupling probability with xi. We define a
new node set V ′1 =

⋃
xi∈V1

{(xi, l) : 1 ≤ l ≤ ui}, which, roughly speaking, contains ui copies
of each xi ∈ V1. For xi ∈ V1, let {yil}l∈[ui] denote the nodes in V2 such that C(xi, yil) > 0.
We define a new distribution on V ′1 as p′1((xi, l)) = C(i, il). Finally, for x, x′ ∈ V1, l ∈ [ux],
and l′ ∈ [ux′ ], we define a new weight matrix W ′ such that W ′1((x, l), (x′, l′)) = W1(x, x′).
The new graph G′1 = (V ′1 ,W ′1, p′1) is the blowup of G1. G′1 can be possibly enlarged w.r.t.
G1. Similarly, we can construct the blowup G′2 = (V ′2 ,W ′2, p′2) of G2.

An optimal coupling C expands naturally to a coupling C ′ between p′1 and p′2. After
taking appropriate blowups, C ′ can be binarized to an n × n permutation matrix (where
n1, n2 ≤ n), and used to align the nodes of the two blown-up graphs. The GW distance is
given by a formulation equivalent to Equation 3 based on an optimal coupling,

dGW (G1, G2) = 1
2
∑
i,j

|W ′1(i, j)−W ′2(i, j)|2p′1(i)p′1(j). (4)

Fréchet Mean. Given a collection of graphs G = {G1, G2, . . . , GN}, a Fréchet mean [21] G
of G is a minimizer of the functional F (H,G) = 1

N

∑N
i=1 dGW (Gi, H) over the space N of

measure networks,

G = min
H∈N

1
N

N∑
i=1

dGW (Gi, H). (5)

Chowdhury and Needham [21] defined the directional derivative and the gradient of the
functional F (H,G) at H and provided a gradient descent algorithm to compute the Fréchet
mean. Their iterative optimization begins with an initial guess H0 of the Fréchet mean. At
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the kth iteration, there is a two-step process: each Gi is first blown-up and aligned to the
current Fréchet mean, Hk; then Hk is updated using the gradient of the functional F (Hk,G)
at Hk. Such a two-step process is repeated until convergence where the gradient vanishes.
For the complete algorithmic and implementational details, see [21]. If G = (V ,W, p) is the
Fréchet mean, then we have

W (i, j) = 1
N

N∑
k=1

W ′k(i, j),

where W ′k is the weight matrix obtained by blowing-up and aligning Gk ∈ G to G. That is,
when all the graphs in G are blown-up and aligned to G, the weight matrix of G is given by
a simple element-wise average of the weight matrices of the graphs.

a b c

2
66666666664

0 0 0 0 0 0.12
0 0 0.04 0 0.08 0
0 0 0.12 0 0 0
0 0.12 0 0 0 0

0.08 0.04 0 0 0 0
0 0 0 0 0.08 0.04

0.08 0 0 0.04 0 0
0 0 0 0.12 0 0

3
77777777775

<latexit sha1_base64="Fvkze7glVMJouv6SmkMNJllmIHQ=">AAAC5nicbVLLSsNAFJ3Ed3xVXboZLIqrkhTBLkU3LhVsKzShTKa37eBkEmYmYgl+gBsXirj1m9z5MYKTNNKHXjLM4Z5zbu7cmTDhTGnX/bLshcWl5ZXVNWd9Y3Nru7Kz21JxKik0acxjeRsSBZwJaGqmOdwmEkgUcmiHdxc5374HqVgsbvQogSAiA8H6jBJtUt3Kt99x/BAGTGRhRLRkD4+Oi49wscotXzWv7vsTpuaeTGAj32ZYr46nvL/UXBofFUzpn6o47zPC8VdIC+WUsVQU/t+aeLbzUuL4IHqTY/qB061UjbEI/Bd4JaiiMq66lU+/F9M0AqEpJ0p1PDfRQUakZpSDqZkqSAi9IwPoGChIBCrIimt6xIcm08P9WJolNC6y046MREqNotAoTY9DNc/lyf+4Tqr7jSBjIkk1CDr+UT/lWMc4v3PcYxKo5iMDCJXM9IrpkEhCtXkZ+RC8+SP/Ba16zTOzvK5Xz87LcayifXSAjpGHTtEZukRXqImoRa0n68V6tYf2s/1mv4+ltlV69tBM2B8/VXm/Cg==</latexit><latexit sha1_base64="Fvkze7glVMJouv6SmkMNJllmIHQ=">AAAC5nicbVLLSsNAFJ3Ed3xVXboZLIqrkhTBLkU3LhVsKzShTKa37eBkEmYmYgl+gBsXirj1m9z5MYKTNNKHXjLM4Z5zbu7cmTDhTGnX/bLshcWl5ZXVNWd9Y3Nru7Kz21JxKik0acxjeRsSBZwJaGqmOdwmEkgUcmiHdxc5374HqVgsbvQogSAiA8H6jBJtUt3Kt99x/BAGTGRhRLRkD4+Oi49wscotXzWv7vsTpuaeTGAj32ZYr46nvL/UXBofFUzpn6o47zPC8VdIC+WUsVQU/t+aeLbzUuL4IHqTY/qB061UjbEI/Bd4JaiiMq66lU+/F9M0AqEpJ0p1PDfRQUakZpSDqZkqSAi9IwPoGChIBCrIimt6xIcm08P9WJolNC6y046MREqNotAoTY9DNc/lyf+4Tqr7jSBjIkk1CDr+UT/lWMc4v3PcYxKo5iMDCJXM9IrpkEhCtXkZ+RC8+SP/Ba16zTOzvK5Xz87LcayifXSAjpGHTtEZukRXqImoRa0n68V6tYf2s/1mv4+ltlV69tBM2B8/VXm/Cg==</latexit><latexit sha1_base64="Fvkze7glVMJouv6SmkMNJllmIHQ=">AAAC5nicbVLLSsNAFJ3Ed3xVXboZLIqrkhTBLkU3LhVsKzShTKa37eBkEmYmYgl+gBsXirj1m9z5MYKTNNKHXjLM4Z5zbu7cmTDhTGnX/bLshcWl5ZXVNWd9Y3Nru7Kz21JxKik0acxjeRsSBZwJaGqmOdwmEkgUcmiHdxc5374HqVgsbvQogSAiA8H6jBJtUt3Kt99x/BAGTGRhRLRkD4+Oi49wscotXzWv7vsTpuaeTGAj32ZYr46nvL/UXBofFUzpn6o47zPC8VdIC+WUsVQU/t+aeLbzUuL4IHqTY/qB061UjbEI/Bd4JaiiMq66lU+/F9M0AqEpJ0p1PDfRQUakZpSDqZkqSAi9IwPoGChIBCrIimt6xIcm08P9WJolNC6y046MREqNotAoTY9DNc/lyf+4Tqr7jSBjIkk1CDr+UT/lWMc4v3PcYxKo5iMDCJXM9IrpkEhCtXkZ+RC8+SP/Ba16zTOzvK5Xz87LcayifXSAjpGHTtEZukRXqImoRa0n68V6tYf2s/1mv4+ltlV69tBM2B8/VXm/Cg==</latexit><latexit sha1_base64="Fvkze7glVMJouv6SmkMNJllmIHQ=">AAAC5nicbVLLSsNAFJ3Ed3xVXboZLIqrkhTBLkU3LhVsKzShTKa37eBkEmYmYgl+gBsXirj1m9z5MYKTNNKHXjLM4Z5zbu7cmTDhTGnX/bLshcWl5ZXVNWd9Y3Nru7Kz21JxKik0acxjeRsSBZwJaGqmOdwmEkgUcmiHdxc5374HqVgsbvQogSAiA8H6jBJtUt3Kt99x/BAGTGRhRLRkD4+Oi49wscotXzWv7vsTpuaeTGAj32ZYr46nvL/UXBofFUzpn6o47zPC8VdIC+WUsVQU/t+aeLbzUuL4IHqTY/qB061UjbEI/Bd4JaiiMq66lU+/F9M0AqEpJ0p1PDfRQUakZpSDqZkqSAi9IwPoGChIBCrIimt6xIcm08P9WJolNC6y046MREqNotAoTY9DNc/lyf+4Tqr7jSBjIkk1CDr+UT/lWMc4v3PcYxKo5iMDCJXM9IrpkEhCtXkZ+RC8+SP/Ba16zTOzvK5Xz87LcayifXSAjpGHTtEZukRXqImoRa0n68V6tYf2s/1mv4+ltlV69tBM2B8/VXm/Cg==</latexit>

d e

Figure 3 An optimal coupling between two simple merge trees (a) and (c). The coupling matrix
is visualized in (b): yellows means high and dark blue means low probability. Couplings between
the Fréchet mean T with T1 and T2 are shown in (d) and (e), respectively.

A Simple Example. We give a simple example involving a pair of merge trees in Figure 3.
T1 in (a) and T2 in (c) contain 8 and 6 nodes, respectively (nodes are labeled starting with
a 0 index). The optimal coupling C obtained by the gradient descent algorithm of [21] is
visualized in (b). C is an 8× 6 matrix, and it shows that node x0 in T1 is matched to node
y5 in T2 with the highest probability (red stars). Similarly, x2 is matched with y2 (orange
stars), and x3 is matched with y1 (blue stars), respectively. Node x4 in T1 is coupled with
both y0 and y1 in T2 (green stars), with y0 having a higher probability (0.08) than y1 (0.04).

Now, we align both T1 and T2 to their Fréchet mean (denoted as T ) via blown-ups. T
has 12 nodes. This gives rise to a coupling matrix between T and T1 (of size 12× 8), and a
coupling matrix between T and T2 (of size 12× 6), respectively. As shown in Figure 3, node
z0 of T is matched with node x0 of T1 in (d) and node y5 of T2 in (e), respectively; and z5 is
matched with x4 in (d) as well as y0 in (e). Now both trees T1 and T2 are blown-up to be T ′1
and T ′2, each with 12 nodes, and can be vectorized into column vectors of the same size.

4 Methods

Given a set T of N merge trees as input, our goal is to find a basis set S such that each
tree in T can be approximately reconstructed from a linear combination of merge trees in S.
We propose to combine the GW framework [21] with techniques from matrix sketching to
achieve this goal. We detail our pipeline to compute S, as illustrated in Figure 1.

Step 1: Representing Merge Trees as Metric Measure Networks. The first step is to
represent merge trees as metric measure networks as described in Section 3. Each merge tree
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T ∈ T can be represented using a triple (V,W, p), where V is the node set, W is a matrix of
pairwise distances between its nodes, and p is a probability distribution on V .

In this paper, we define p as a uniform distribution, i.e., p = 1
|V |1|V |. To define W ,

recall that each node x ∈ V is associated with a scalar value f(x). For a pair of adjacent
nodes x, x′ ∈ V , W (x, x′) = |f(x)− f(x′)|, i.e., the weight W (x, x′) is the absolute difference
in function value between them. We define W in such a way to encode information in f ,
which is inherent to a merge tree. For a pair of nonadjacent nodes x, x′ ∈ V , W (x, x′) is
the shortest path distance between them in T ; where a shortest path between x and x′ by
construction goes through their lowest common ancestor in T .

Step 2: Merge Tree Vectorization via Blowup and Alignment to the Fréchet Mean. The
second step is to convert each merge tree into a column vector of the same size via blowup
and alignment to the Fréchet mean. Having represented each merge tree as a metric measure
network, we can use the GW framework to compute a Fréchet mean of T , denoted as
T = (V ,W, p). Let n = |V |. In theory, n may become as large as

∏N
i=1 |Vi|. In practice, n is

chosen to be much smaller; in our experiments, we choose n to be a small constant factor (2
or 3) times the size of the largest input tree. The optimal coupling C between T and T = Ti
is an n×ni matrix with at least n nonzero entries. If the number of nonzero entries is greater
than n, we keep only the largest value in each row. That is, if a node of T has a nonzero
probability of coupling with more than one node of T , we consider the mapping with only
the highest probability, so that each coupling matrix C has exactly n nonzero entries. We
then blow up each T to obtain T ′ = (V ′,W ′, p′), and align T with T ′. The above procedure
ensures that each blown-up tree T ′ has exactly n nodes, and the binarized coupling matrix
C ′ between T and T ′ induces a node matching between them.

We can now vectorize (i.e., flatten) each W ′ (an n× n matrix) to form a column vector
a ∈ Rd of matrix A (where d = n2), as illustrated in Figure 1 (step 2)2. Each a is a vector
representation of the input tree T with respect to the Fréchet mean T .

Step 3: Merge Tree Sketching via Matrix Sketching. The third step is to sketch merge
trees by applying matrix sketching to the data matrix A, as illustrated in Figure 1 (step 3).
By construction, A is a d×N matrix whose column vectors ai are vector representations
of Ti. We apply matrix sketching techniques to approximate A by Â = B × Y . In our
experiments, we use two linear sketching techniques, namely, column subset selection (CSS)
and non-negative matrix factorization (NMF). See Section 6 for implementation details.

Using CSS, the basis set is formed by sampling k columns of A. Let B denote the matrix
formed by k columns of A and let Π = BB+ denote the projection onto the k-dimensional
space spanned by the columns of B. The goal of CSS is to find B such that ‖A−ΠA‖F is
minimized. We experiment with two variants of CSS.

In the first variant of CSS, referred to as Length Squared Sampling (CSS-LSS), we sample
(without replacement) columns of A with probabilities qi proportional to the square of their
Euclidean norms, i.e., qi = ‖ai‖2

2/‖A‖2
F . We modify the algorithm slightly such that before

selecting a new column, we factor out the effects from columns that are already chosen.
In the second variant of CSS, referred to as the Iterative Feature Selection (CSS-IFS), we

use the algorithm proposed by Ordozgoiti et al. [63]. Instead of selecting columns sequentially
as in CSS-LSS , CSS-IFS starts with a random subset of k columns. Then each selected
column is either kept or replaced with another column, based on the residual after the other
selected columns are factored out simultaneously.

2 In practice, d = (n+ 1)n/2 as we store only the upper triangular matrix.
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In the case of NMF, the goal is to compute non-negative matrices B and Y such
that ‖A − Â‖F = ‖A − BY ‖F is minimized. We use the implementation provided in the
decomposition module of the scikit-learn package [22, 35]. The algorithm initializes matrices
B and X = Y T and minimizes the residual Q = A−BXT + bjx

T
j alternately with respect

to column vectors bj and xj of B and X, respectively, subject to the constraints bj ≥ 0 and
xj ≥ 0.

Step 4: Reconstructing Sketched Merge Trees. For the fourth step, we convert each
column in Â as a sketched merge tree. Let Â = BY , where matrices B and Y are obtained
using CSS or NMF. Let â = âi denote the ith column of Â. We reshape â as an n× n weight
matrix Ŵ ′. We then obtain a tree structure T̂ ′ from Ŵ ′ by computing its MST or LSST.

A practical consideration is the simplification of a sketched tree T̂ ′ coming from NMF.
T̂ ′ without simplification is an approximation of the blow-up tree T ′. It contains many more
nodes compared to the original tree T . Some of these are internal nodes with exactly one
parent node and one child node. In some cases, the distance between two nodes is almost
zero. We further simplify T̂ ′ to obtain a final sketched tree T̂ by removing internal nodes
and nodes that are too close to each other; see Section 6 for details.

Step 5: Returning Basis Trees. Finally, we return a set of basis merge trees S using
information encoded in the matrix B. Using CSS, each column bj of B corresponds directly
to a column in A; therefore, the set S is trivially formed by the corresponding merge trees
from T . Using NMF, we obtain each basis tree by applying MST or LSST to columns bj of
B with appropriate simplification, as illustrated in Figure 1 (step 5).

Error Analysis. For each of our experiments, we compute the global sketch error ε = ‖A−Â‖2
F ,

as well as column-wise sketch error εi = ‖ai − âi‖2
2, where ε =

∑N
i=1 εi. By construction,

εi ≤ ε. For merge trees, we measure the GW distance between each tree Ti and its sketched
version T̂i, that is τi = dGW (Ti, T̂i), referred to as the element-wise GW loss. The global GW
loss is defined to be τ =

∑N
i=1 τi. For theoretical considerations, see discussions in Section 7.

A Simple Synthetic Example. We give a simple synthetic example to illustrate our pipeline.
A time-varying scalar field f is a mixture of 2D Gaussians that translate and rotate on the
plane. We obtain a set of merge trees (indexed from 0) from 12 consecutive time steps,
referred to as the Rotating Gaussian. In Figure 4(a) and (b), we show the scalar fields and
the corresponding merge trees, respectively. Each merge tree is computed from −f ; thus, its
leaves correspond to the local maxima (red), internal nodes are saddles (white), and the root
node is the global minimum (blue) of f (see Figure 4(a)).

Since the dataset is quite simple, a few basis trees are sufficient to get good sketching results.
With two basis trees (k = 2), both CSS algorithms select S = {T1, T6}. The topological
structures of T1 and T6 are recognizably distinct among the input trees. For k = 3, CSS-LSS
returns S = {T1, T6, T10}, while CSS-IFS gives S = {T4, T6, T11}. In Figure 4(a) and (b), we
highlight the three basis trees selected with CSS-IFS and their corresponding scalar fields,
respectively, with green boxes. These basis trees clearly capture rather unique structural
representatives in the set. It is important to note that although T4 and T11 share a similar
tree topology, they are of different heights (T4 has a height of 30, whereas T11 has a height
of 24), and the branching nodes (black arrows) are positioned differently w.r.t. the root.

We also show a few input trees {T0, T1, T9, T10} (blue boxes) and their sketched versions
(red boxes) in Figure 4(c). The input and the sketched trees are almost indistinguishable
for T0, T1, and T9 (ignoring differences in tree layouts), but there are minor differences for
T10. We also visualize the data matrix A, Â, B, and highlight the coefficient matrix Y

in Figure 4(d). The Frechét mean tree T contains 11 nodes. The matrix Y in Figure 4(d),
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Figure 4 Rotating Gaussian: CSS-IFS with MST. (a) Visualizing a time-varying mixture of
Gaussian functions together with (b) their corresponding merge trees. (c) Examples of input merge
trees (blue boxes) with their sketched versions (red boxes). (d) Visualizing data matrices associated
with the sketching, while highlighting the coefficient matrix Y .

for instance, shows that T1 (orange box) is a linear combination of basis trees T4, T6, and
T11, with coefficient 0.56, −0.01, and 0.57, respectively. In addition, columns in Y with high
(yellow or light green) coefficients (w.r.t. the given basis) may be grouped together, forming
clusters such as {T0, T2, T3, T5, T6, T7, T8}, whose elements look structurally similar.

On the other hand, using NMF, when k = 2, we display the data matrices together with
basis trees (obtained via MST) in Figure 5. The most interesting aspect of using NMF is
that the basis trees (green boxes) are not elements of T ; however, they very much resemble
the basis trees obtained by CSS algorithms. In addition, columns in Y with high coefficients
(w.r.t. the same basis tree) may be grouped together that show, for instance, structural
similarities among the input trees T1, T4, T9, T10, and T11.



M.Li, S. Palande, and B.Wang 11

<latexit sha1_base64="RNpPLJ9/hp7yQ9s06Eoys5nV5tY=">AAAB+XicbVBNS8NAEN3Ur1q/oh69LLaCp5IURI+lXjxWsB/QhrDZbNqlm03YnRRK6D/x4kERr/4Tb/4bt20O2vpg4PHeDDPzglRwDY7zbZW2tnd298r7lYPDo+MT+/Ssq5NMUdahiUhUPyCaCS5ZBzgI1k8VI3EgWC+Y3C/83pQpzRP5BLOUeTEZSR5xSsBIvm3XWn4e4iHwmGk8mdd8u+rUnSXwJnELUkUF2r79NQwTmsVMAhVE64HrpODlRAGngs0rw0yzlNAJGbGBoZKYRV6+vHyOr4wS4ihRpiTgpfp7Iiex1rM4MJ0xgbFe9xbif94gg+jOy7lMM2CSrhZFmcCQ4EUMOOSKURAzQwhV3NyK6ZgoQsGEVTEhuOsvb5Juo+7e1J3HRrXZKuIoowt0ia6Ri25REz2gNuogiqboGb2iNyu3Xqx362PVWrKKmXP0B9bnDzYGkrs=</latexit>

Bd⇥k
<latexit sha1_base64="TozikI6wecKv1MtTW4NV6hylYMM=">AAAB+XicbVBNS8NAEJ3Ur1q/oh69LLaCp5IURI9VL56kgrWFNoTNZtMu3WzC7qZQQv+JFw+KePWfePPfuG1z0NYHA4/3ZpiZF6ScKe0431ZpbX1jc6u8XdnZ3ds/sA+PnlSSSULbJOGJ7AZYUc4EbWumOe2mkuI44LQTjG5nfmdMpWKJeNSTlHoxHggWMYK1kXzbrl37eYj6msVUoftpzberTt2ZA60StyBVKNDy7a9+mJAspkITjpXquU6qvRxLzQin00o/UzTFZIQHtGeowGaRl88vn6Izo4QoSqQpodFc/T2R41ipSRyYzhjroVr2ZuJ/Xi/T0ZWXM5FmmgqyWBRlHOkEzWJAIZOUaD4xBBPJzK2IDLHERJuwKiYEd/nlVfLUqLsXdeehUW3eFHGU4QRO4RxcuIQm3EEL2kBgDM/wCm9Wbr1Y79bHorVkFTPH8AfW5w8IRpKd</latexit>

Ad⇥N

<latexit sha1_base64="wKir74qOzpoR1L9mo7U144yY6bw=">AAAB/3icbVDLSsNAFJ34rPUVFdy4GWwFVyUpiC6rblxJBfuAJoTJdNIOnTyYuRFKzMJfceNCEbf+hjv/xmmbhbYeuHA4517uvcdPBFdgWd/G0vLK6tp6aaO8ubW9s2vu7bdVnErKWjQWsez6RDHBI9YCDoJ1E8lI6AvW8UfXE7/zwKTicXQP44S5IRlEPOCUgJY887DqDAlkl7mX9bEDPGQK3+ZVz6xYNWsKvEjsglRQgaZnfjn9mKYhi4AKolTPthJwMyKBU8HyspMqlhA6IgPW0zQiepGbTe/P8YlW+jiIpa4I8FT9PZGRUKlx6OvOkMBQzXsT8T+vl0Jw4WY8SlJgEZ0tClKBIcaTMHCfS0ZBjDUhVHJ9K6ZDIgkFHVlZh2DPv7xI2vWafVaz7uqVxlURRwkdoWN0imx0jhroBjVRC1H0iJ7RK3oznowX4934mLUuGcXMAfoD4/MH+DeVag==</latexit>
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Figure 5 Rotating Gaussian: data matrices together with basis tress returned by NMF.

5 Experimental Results

We demonstrate the applications of our merge tree sketching framework with three ensemble
datasets from scientific simulations. The key takeaway is that for each ensemble dataset,
our framework obtains basis merge trees that capture structural transitions and structural
diversity among the ensemble members. In general, CSS gives better sketched trees than
NMF; Iterative Feature Selection (CSS-IFS) performs slightly better than Length Squared
Sampling (CSS-LSS), based on error analysis. MST gives more visually appealing trees in
practice than LSST. All source codes and data will be made publicly available.

a

b

c

Figure 6 Visualizing a scalar field f that arises from a vorticity field of (a) Heated Cylinder
dataset, (b) Corner Flow dataset, and a velocity magnitude field of (c) Red Sea dataset, respectively.
Critical points (after de-noising) are shown in red (maxima) and white (saddles). Global minima
are in blue. Land is colored blue in (c). All merge trees are computed from −f .

Heated Cylinder Dataset. Two of our datasets come from numerical simulations available
online3. The first dataset, referred to as the Heated Cylinder with Boussinesq Approximation
(Heated Cylinder in short), comes from the simulation of a 2D flow generated by a heated
cylinder using the Boussinesq approximation [41, 66]. The dataset shows a time-varying
turbulent plume containing numerous small vortices. We convert each time instance of the
flow into a scalar field using its vorticity. We generate a set of merge trees from these scalar

3 https://cgl.ethz.ch/research/visualization/data.php
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fields based on 31 time steps (they correspond to steps 600-630 from the original 1310 time
steps). This set captures the evolution of small vortices over time. An instance of the scalar
field after de-noising is illustrated in Figure 6(a).

Corner Flow Dataset. The second dataset, referred to as the Cylinder Flow Around
Corners (Corner Flow in short), arises from the simulation of a viscous 2D flow around two
cylinders [7, 66]. The channel into which the fluid is injected is bounded by solid walls. A
vortex street is initially formed at the lower left corner, which then evolves around the two
corners of the bounding walls. We generate a set of merge trees from the vorticity fields of
the first 100 time instances, which describe the formation of a one-sided vortex street on the
upper right corner; see Figure 6(b) for an example.

Red Sea Dataset. The third dataset, referred to as the Red Sea eddy simulation (Red Sea in
short) dataset, originates from the IEEE Scientific Visualization Contest 20204. The dataset
was generated using a high-resolution MITgcm (Massachusetts Institute of Technology general
circulation model), together with remote sensing satellite observations. It is used to study the
circulation dynamics and eddy activities of the Red Sea (see [46, 78, 79]). For our analysis,
we use merge trees that arise from velocity magnitude fields of an ensemble (named 001.tgz)
with 60 times steps. Figure 6(c) shows a latter time step that captures the formation of
various eddies, which are circular movements of water important for transporting energy and
biogeochemical particles in the ocean.

5.1 Heated Cylinder Dataset
Given merge trees T = {T0, . . . , T30} from the Heated Cylinder dataset, we apply both CSS
and NMF to obtain a set of basis trees S and reconstruct the sketched trees. We compare all
sketching techniques by setting k = 5, all of which give fairly good sketching results.

Coefficient Matrices and Basis Trees from CSS and NMF. As shown in Figure 7, CSS-IFS
produces five basis trees: T4, T8, T12, T18, and T25. Figure 7(d) visualizes these basis trees
while highlighting their structural differences (purple circles). The coefficient matrix Y in
Figure 7(c) contains a number of yellow or light green blocks, indicating that consecutive
input trees are grouped together into clusters, and represented by one or two shared basis.
The columns of Y corresponding to the basis trees are highlighted with orange boxes in
Figure 7(c). The basis trees appear to be good representatives of the clusters.

Further investigation of the input trees reveals that these basis trees capture structural
transitions in the underlying scalar fields, even though such changes are not easy to detect
directly from their corresponding scalar fields (see Figure 9). In Figure 8, we see noticeable
structural transitions (purple circles) among trees from adjacent time steps: T7 → T8,
T14 → T15, T23 → T24, etc. The input trees with similar structures can be clustered based
on such transitions, where the basis trees are selected as representatives of each cluster.

On the other hand, CSS-LSS gives five basis trees, S = {T2, T8, T19, T25, T30}, which are
quite similar to the results of CSS-IFS, as shown in Figure 10. Using NMF, we show the five
basis trees together with coefficient matrix Y in Figure 11. It is interesting to notice the
star-like basis trees, although it is unclear if there is an intuitive explanation.

Sketched Trees. As illustrated in Figure 7(a) and (b), the column-wise sketch error and
the element-wise GW loss can be used to guide our investigation into individual trees. Using

4 https://kaust-vislab.github.io/SciVis2020/
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Figure 7 Heated Cylinder, CSS-IFS with MST: (a) column-wise sketch error, (b) element-wise
GW loss, (c) coefficient matrix Y , (d) basis trees, (e) input trees (blue boxes) with their sketched
versions (red boxes), (f) weight matrices associated with T22 during the sketching process.

87 14 15 23 24

Figure 8 Heated Cylinder : CSS-IFS with MST. Instances of structural transitions among
consecutive merge trees.

CSS-IFS , we give an example of a well-sketched tree (T3) with a couple of outliers (T19 and
T22) based on the error analysis. In Figure 7(e), we compare each input tree (blue box)
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4 8 12 18 25

Figure 9 Heated Cylinder : scalar fields that correspond to the basis trees selected by CSS-IFS.
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Figure 10 Heated Cylinder : CSS-LSS with MST.
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Yk⇥N

Figure 11 Heated Cylinder : NMF with MST.

against its sketched version (red box). T3 and its sketched version T̂3 are indistinguishable.
Even though T19 and T22 are considered outliers relative to other input trees, they both
share similar subtrees (whose roots are pointed by black arrows) with their sketched versions.

In Figure 7(f), we further investigate the weight matrices from different stages of the
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sketching pipeline for T22. From left to right, we show the weight matrix W22 of the input
tree, its blow-up matrix W ′22 (which is linearized to a22), the approximated column vector
â22 after sketching (reshaped into a square matrix), the weight matrix Ŵ ′22 of the MST
derived from the reshaped â22, the weight matrix of the MST after simplification, and root
alignment Ŵ22 w.r.t. T22. We observe minor changes between W22 (blue box) and Ŵ22 (red
box), which explains the structural variation between T22 and T̂22.

Reconstructing Merge Trees with LSST. For comparative purposes, instead of MST, we
demonstrate the tree reconstruction results using LSST for CSS-IFS , as shown in Figure 12.
The reconstructed tree using LSST for T22 (blue box) is visually less appealing compared to
the reconstruction using MST. The star-like features are most likely a consequence of the
petal decomposition algorithm of LSST. However, the weight matrix view shows that the
LSST preserves distances fairly well (red box vs. blue box).

22 22

Figure 12 Heated Cylinder : CSS-IFS with LSST.

Error Analysis. Finally, we discuss our results quantitatively. The global sketch error for
CSS-IFS , CSS-LSS , and NMF is 70.17, 93.22, and 53.91, respectively. Using MST, the global
GW loss for CSS-IFS , CSS-LSS , and NMF is 0.15, 0.25, and 0.33, respectively. Using LSST,
the global GW loss for CSS-IFS , CSS-LSS , and NMF is 0.39, 0.35, and 0.47, respectively.
Therefore, for this particular dataset, NMF gives the best matrix approximation but less
visually appealing merge trees, while CSS-IFS performs best among the three sketching
techniques in terms of preserving tree topology measured by the GW distance.

5.2 Corner Flow Dataset
The Corner Flow dataset contains 100 merge trees. We start with an error analysis with the
coefficient matrices, and then describe the sketching results in detail.

Error Analysis with Coefficient Matrices. First, we compare the coefficient matrices
generated using both CSS algorithms, for k = 15 and k = 30, respectively. In Figure 13(a), the
matrix Y for CSS-IFS contains a larger number of yellow rows (indicating large coefficients) in
comparison with Figure 13(b), which means that consecutive input trees can be reconstructed
with a small number of shared basis. This result implies that CSS-IFS produces basis
(columns) that are better cluster representatives than CSS-LSS . In terms of errors, CSS-IFS
has a smaller global GW loss: 14.41 (k = 15) and 10.90 (k = 30) for CSS-IFS , and 23.35
(k = 15) and 16.21 (k = 30) for CSS-LSS , respectively. CSS-IFS also has a smaller (6886.91)
global sketch error than CSS-LSS (11641.56), for k = 15. The column-wise sketch error is
visualized in Figure 14(a), and the element-wise GW loss is shown in Figure 14(b).

Basis Trees. We report the sketching results with 15 basis under CSS-IFS . The basis trees
are T2, T7, T11, T15, T20, T26, T35, T60, T72, T75, T78, T85, T86, T89, and T99; see Figure 14(c-
d). Similar to the Heated Cylinder dataset, we observe noticeable structural transitions
among some pairs of adjacent input trees, which partition the set into clusters with similar



16 Sketching Merge Trees

15 basis

ba

30 basis

15 basis

30 basis

Figure 13 Corner Flow dataset: CSS-IFS (a) and CSS-LSS (b) with MST. Visualizing weight
matrices Y with 15 and 30 basis trees, respectively.

structures (blocks of yellow). As illustrated in Figure 14(c), the basis trees (orange boxes)
serve as good cluster representatives, as they are mostly selected among yellow blocks. In
particular, they capture structural transitions in the set, which are highlighted in purple
circles in Figure 14(d). Such structural transitions may not be obvious in their scalar fields
counterparts; see Figure 15.

2620 35 60 7211

2 7 11 15 20 26 35 60 75 78 8572 89 9986

GW Loss

74
Sketch Error 52 9216 22 7031a

b

c

d

Figure 14 Corner Flow: CSS-IFS with MST. Visualizing column-wise sketch error (a), element-
wise GW loss (b), weight matrix Y with weights associated with basis trees, and (d) a subset of
basis trees. Purple circles highlight structural changes between basis trees.

Outliers among Sketched Merge Trees. Finally, we investigate individual sketched trees.
We utilize the column-wise sketch error in Figure 14(a) with element-wise GW loss in Fig-
ure 14(b) to select outliers among the sketched trees, such as T16, T52, T74, and T92 (magenta
boxes). Figure 14(c) shows that such outlier trees are linear combinations of basis trees with
fairly uniform weights. In Figure 16(b), we observe that these outlier trees are less visually
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11 20 26

35 60 72

Figure 15 Corner Flow: CSS-IFS with MST. Scalar fields that correspond to the basis.

appealing, where their sketched versions (red boxes) contain a number of star-like features.
For instance, Figure 16(d) shows noticeable amount of changes in comparing the merge tree
weight matrices for T52 (blue box) and T̂52 (red box).

On the other hand, in Figure 16(a), trees with lower element-wise GW loss are structurally
similar to basis trees, and thus have a good approximation of their topology. For instance,
the sketched tree T̂70 (red box) is indistinguishable w.r.t. to the original input T70.

74 745216 16 52

31

70

Tree 52Tree 70

a

b

c d

70 7022 22 31

Figure 16 Corner Flow: CSS-IFS with MST. Individual sketched trees with high and low errors.
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5.3 Red Sea Dataset
The Red Sea dataset comes with 60 merge trees. The input set does not exhibit natural
clustering structures because many adjacent time steps give rise to trees with noticeable
structural changes. Nevertheless, we report our sketching results and discuss how such results
improve with an increasing number of basis.

Coefficient Matrices. Using both CSS-IFS and CSS-LSS , we compare the coefficient
matrices Y for k = 10, 15 and 30, respectively; see Figure 17. For k = 10, S contains T2, T3,
T4, T11, T12, T17, T21, T24, T34, T56. For k = 15, S includes T0, T1, T2, T4, T6, T7, T8, T12,
T17, T18, T21, T23, T45, T56, and T57. Since CSS-IFS is not a deterministic algorithm, as we
increase k, the basis set for k = 10 does not necessarily form a subset of the basis set for
k = 15. The input trees appear to have diverse structures, since the clustering among them
is unclear. This phenomenon is evident by the lack of long yellow rows in the matrices Y . It
is also interesting to notice that for both CSS algorithms, there exists a subset of consecutive
columns that contain few selected basis (orange boxes for k = 30).

In general, the global sketch error and GW loss improve as we increase the number of
basis. With 15 basis, the global GW loss for CSS-IFS , CSS-LSS , and NMF is 1.23629,
1.52865, and 6.91503, respectively; the global sketch error is 1385.71, 1408.21, and 1115.27,
respectively. Globally, therefore, NMF best approximates the matrix, whereas CSS-IFS best
preserves the tree topology.

10 basis

15 basis

30 basis

10 basis

15 basis

30 basis

ba

Figure 17 Red Sea dataset: CSS-IFS (a), CSS-LSS (b). Visualizing weight matrix Y with 10,
15, and 30 basis trees, respectively.

Basis Trees and Sketched Trees. We now discuss basis trees obtained using CSS-IFS with
15 basis. In Figure 18(d), we show a subset of the basis trees, T0, T1, T7, T8, and T9 to
demonstrate the diverse structures. We include column-wise sketch errors and element-wise
GW losses in Figure 18(a) and Figure 18(b), respectively. Similar to the Corner Flow dataset,
we could use these errors to study examples of well-sketched trees (green boxes) and outliers
(magenta boxes). Well-sketched trees are those with low GW losses and sketch errors, like
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T3, T16, and T50. Given the diversity of the input trees, with just 15 basis, we still observe
very similar subtree structures among these trees (whose roots are pointed by black arrows),
see Figure 18(e).

Sketch Error

GW Loss

3726 48163 50

50

0 1 7 8 4523

b

a

c

d

e

Weight Matrix Y

3

16

503

16

50

Figure 18 Red Sea dataset: CSS-IFS , k = 15. Visualizing column-wise sketch error (a), element-
wise GW loss (b), weight matrix Y (c), a subset of basis trees (d), and examples of well-sketched
trees (e). Basis trees are encoded by green boxes. Input trees and their sketched version are encoded
by blue and red boxes, respectively.

6 Implementation Details

In this section, we provide some implementation details for various algorithms employed in
our merge tree sketching framework.

Matrix Sketching Algorithms. We use two variants of column subset selection (CSS)
algorithms, as well as non-negative matrix factorization (NMF) to sketch the data matrix A.
Here, we provide pseudocode for these matrix sketching algorithms.

Modified Length Squared Sampling (CSS-LSS)
1. s← 0, B is an empty matrix, A′ = A.
2. s← s+1. Select column c from A′ with the largest squared norm (or select c randomly

proportional to the squared norm) and add it as a column to B. Remove c from A′.
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3. For each remaining column c′ in A′ (i.e., c′ 6= c), factor out the component along c as:
a. u← c/‖c‖
b. c′ ← c′ − 〈u, c′〉u

4. While s < k, go to step 2.

Iterative Feature Selection (CSS-IFS)
1. Choose a subset of k column indices r = {i1, i2, . . . , ik} uniformly at random.
2. Construct subset Br = [ai1 , ai2 , . . . , aik ] of A with columns indexed by r.
3. Repeat for j = 1, 2, . . . , k:

a. Let Xjl denote matrix formed by replacing column aij with column al in Br, where
l ∈ [n] \ r. Let X+

jl denote its Moore-Penrose pseudoinverse.
b. Find w = argminl∈[n]\r‖A−XjlX

+
jlA‖F .

c. Br ← Xjw.
d. r ← (r \ {ij})

⋃
{w}.

Non-Negative Matrix Factorization (NMF)
1. Given A and k, initialize B ∈ Rd×k, Y = XT ∈ Rk×N using the non-negative double

singular value decomposition algorithm of Boutsidis and Gallopoulos [14].
2. Normalize columns of B and X to unit L2 norm. Let E = A−BXT .
3. Repeat until convergence: for j = 1, 2, . . . , k,

a. Q← E + bjx
T
j .

b. xj ← [QT bj ]+.
c. bj ← [Qxj ]+.
d. bj ← bj/‖bj‖.
e. E ← Q− bjxTj .

Here, [Q]+ means that all negative elements of the matrix Q are set to zero.

LSST Algorithm. We construct low stretch spanning trees (LSST) using the petal decom-
position algorithm of Abraham and Neiman [3]. Given a graph G, its LSST is constructed by
recursively partitioning the graph into a series of clusters called petals. Each petal P (x0, t, r)
is determined by three parameters: the center of the current cluster x0, the target node of
the petal t, and the radius of the petal r.

A cone C(x0, x, r) is the set of all nodes v such that d(x0, x) + d(x, v)− d(x0, v) ≤ r. A
petal is defined as a union of cones of varying radii. Suppose x0 → x1 → · · · → xk = t is the
sequence of nodes on the shortest path between nodes x0 and t. Let dk denote the distance
d(xk, t). Then the petal P (x0, t, r) is defined as the union of cones C(x0, xk, (r − dk)/2) for
all xk such that dk ≤ r.

Beginning with a vertex x0 specified by the user, the algorithm partitions the graph into
a series of petals. When no more petals can be obtained, all the remaining nodes are put
into a cluster called the stigma. A tree structure, rooted in the stigma, is constructed by
connecting the petals and the stigma using some of the intercluster edges. All other edges
between clusters are dropped. This process is applied recursively within each petal (and the
stigma) to obtain a spanning tree structure.

Merge Tree Simplification. To reconstruct a sketched tree, we reshape the sketched column
vector â of Â into an n× n matrix Ŵ ′, and obtain a tree structure T̂ ′ by computing its MST
or LSST. T̂ ′ is an approximation of the blow-up tree T ′. To get a tree approximation closer
to the original input tree T , we further simplify T̂ ′ as described below.

The simplification process has two parameters. The first parameter α is used to merge
internal nodes that are too close (≤ α) to each other. Let R be the diameter of T̂ ′ and n
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the number of nodes in T̂ ′. α is set to be cαR/n2 for cα ∈ {0.5, 1, 2}. A similar parameter
was used in simplifying LSST in [3]. The second parameter β = cβR/n is used to merge leaf
nodes that are too close (≤ β) to the parent node, where cβ ∈ {0.5, 1, 2}. Let Ŵ ′ be the
weight matrix of T̂ ′. The simplification process is as follows:
1. Remove from T̂ ′ all edges (u, v) where Ŵ ′(u, v) ≤ α.
2. Merge all leaf nodes u with their respective parent node v if Ŵ ′(u, v) ≤ β.
3. Remove all the internal nodes.
The tree T̂ obtained after simplification is the final sketched tree.

Merge Tree Layout. To visualize both input merge trees and sketched merge trees, we
experiment with a few strategies. To draw an input merge tree T equipped with a function
defined on its nodes, f : V → R, we set each node u ∈ V to be at location (xu, yu); where
yu = f(u), and xu is chosen within a bounding box while avoiding edge intersections. The
edge (u, v) is drawn proportional to its weight W (u, v) = |f(u)− f(v)| = |yu − yv|.

To draw a sketched tree as a merge tree, we perform the following steps:
1. Fix the root of the sketched tree at (0, 0).
2. The y-coordinate of each child node is determined by the weight of the edge between the

node and its parent.
3. The x-coordinate, which determines the left-to-right ordering of the child nodes, is

computed using a heuristic strategy described below.
a. Sort the child nodes by their distance to the parent node in descending order.
b. Suppose the order of child nodes after sorting is c1, c2, . . . , ct. If t is odd, we reorder

the nodes from left to right as ct, ct−2, ct−4, . . . , c3, c1, c2, c4, . . . , ct−3, ct−1. If t is even,
we reorder the nodes as ct−1, ct−3, ct−5, . . . , c3, c1, c2, c4, . . . , ct−2, ct.

The idea is to keep the child nodes that have a larger distance to the parent near the center
to avoid edge crossings between sibling nodes and their subtrees.

Our layout strategy assumes that the trees are rooted. However, T̂ , which is our
approximation of T , is not rooted. In our experiments, we use two different strategies to
pick a root for T̂ and align T and T̂ for visual comparison.

Using the balanced layout strategy, we pick the node u of T̂ that minimizes the sum
of distances to all other nodes. Set u to be the balanced root of T̂ . Similarly, we find the
balanced root v of the input tree T . T and T̂ are drawn using the balanced roots.

Using the root alignment strategy, we compute the optimal coupling between T and T̂
using the GW framework. Then we find the node u from T̂ that has the highest coupling
probability with the root node v in T and layout T̂ rooted at u.

Programming Language and Included Packages. Our framework is mainly implemented
in Python. The code to compute LSST and MST from a given weight matrix is implemented
in Java. The CSS-IFS algorithm for matrix sketching is implemented in MATLAB. For data
processing and merge tree visualization, we use Python packages, including numpy, matplotlib,
and networkx. In addition, the GW framework of Chowdhury and Needham [21] requires the
Python Optimal Transport (POT) package.

7 Theoretical Considerations

We discuss some theoretical considerations in sketching merge trees. In the first two steps of
our framework, we represent merge trees as metric measure networks and vectorize them
via blow-up and alignment to a Fréchet Mean using the GW framework [21]. Each merge
tree T = (V,W, p) ∈ T is mapped to a column vector a in matrix A, where W captures the
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shortest path distances using function value differences as weights. The computation of the
Fréchet mean T is an optimization process, but the blow-up of T and its alignment to T
does not change the underlying distances between the tree nodes, which are encoded in W .
Therefore, reshaping the column vector a back to a pairwise distance matrix and computing
its corresponding MST fully recovers the original input merge tree.

In the third step, we sketch the matrix A using either NMF or CSS. Both matrix
sketching techniques (albeit with different constraints) aim to obtain an approximation
Â = BY of A that minimizes the error ε = ‖A− Â‖F . Let Ak denote the (unknown) best
rank-k approximation of A. In the case of CSS, the theoretical upper bound was given as
a multiplicative error of the form ε ≤ εk · ‖A − Ak‖F , where εk depends on the choice of
k [25, 15], or it was given as an additive error ε ≤ ‖A−Ak‖F + εk,A, where εk,A depends on
k and ‖A‖F [26, 52]. ‖A− Ak‖F is often data dependent. In the case of NMF, a rigorous
theoretical upper bound on ε remains unknown.

Given an approximation Â of A, the next step is to reconstruct a sketched merge tree
from each column vector â of Â. We reshape â into an n × n matrix Ŵ and construct a
sketched tree T̂ by computing the MST or the LSST of Ŵ . The distance matrix D̂ of the
sketched tree T̂ thus approximates the distance matrix W ′ of the blow-up tree T ′.

When a sketched merge tree is obtained via a LSST, there is a theoretical upper
bound on the relative distortion of the distances [3], that is, θ ≤ O(logn log logn) for
θ = 1

(n
2)
∑
x,x′

(
D̂(x, x′)/Ŵ (x, x′)

)
. When a sketched merge tree is obtained via a MST,

the theoretical bounds on ‖Ŵ − D̂‖F are unknown, although, in practice, MST typically
provides better sketched trees in comparison with LSST, as demonstrated in Section 5.
Finally, although the smoothing process does not alter the tree structure significantly, it
does introduce some error in the final sketched tree, whose theoretical bound is not yet
established.

Therefore, while we have obtained good experimental results in sketching merge trees,
there is still a gap between theory and practice for individual sketched trees. Filling such a
gap is left for future work.

8 Conclusion

In this paper, we present a framework to sketch merge trees. Given a set T of merge trees of
(possibly) different sizes, we compute a basis set of merge trees S such that each tree in T
can be approximately reconstructed using S. We demonstrate the utility of our framework in
sketching merge trees that arise from scientific simulations. Our approach is flexible enough
to be generalized to sketch other topological descriptors such as contour trees, Reeb graphs,
and Morse–Smale graphs (e.g., [19]), which is left for future work.
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