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Notation D01-S02(a)

We’ll use some standard math notation
– , ,
– P, @, D, !
–

!
x P

ˇ̌
Imtxu P (

– z “ x ` iy for x, y P ùñ z̄ “ z˚ :“ x ´ iy

Vectors, matrices, etc:
– u P n

– A P mˆn

– linear independence
– rank
– (conjugate) transpose
– determinant
– matrix inverse
– subspaces defined by A: range, kernel, cokernel, corange
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Notation D01-S02(b)

We’ll use some standard math notation
– , ,
– P, @, D, !
–

!
x P

ˇ̌
Imtxu P (

– z “ x ` iy for x, y P ùñ z̄ “ z˚ :“ x ´ iy

Vectors, matrices, etc:
– u P n

– A P mˆn

– linear independence
– rank
– (conjugate) transpose
– determinant
– matrix inverse
– subspaces defined by A: range, kernel, cokernel, corange
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Hilbertian structure D01-S03(a)

n endowed with the standard inner product is a Hilbert space. If u,v P n,
– xu,vy, }u}
– =pu,vq
– u K v

– Projvu

– orthogonal and orthonormal sets
All the above is also well-defined in n.
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Matrices and matrix algebra D01-S04(a)

An m ˆ n matrix A is a tableau of elements (from or ):

A “

¨

˚̊
˚̋

a11 a12 ¨ ¨ ¨ a1n

a21 a22 ¨ ¨ ¨ a2n

...
. . .

am1 am2 ¨ ¨ ¨ amn

˛

‹‹‹‚P mˆn, pAqj,k “ aj,k, j P rms, k P rns

A matrix is “just” a vector with “2D” indices.

Matrices come with a natural algebra, i.e., sum and product operations involving matrices:
– Product of a scalar and a matrix
– Sum of two matrices (of the same size)
– Product of two matrices (of conforming sizes)

A P mˆn,B P nˆk ùñ AB P mˆk, pABqj,k “
nÿ

ω“1

ajωbωk.
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The “four fundamental subspaces” D01-S05(a)

Let A P mˆn be given. The four fundamental subspaces are uniquely defined:
– m ! RpAq “ rangepAq “ ImpAq, the “column space” of A
– n ! RpA˚q “ corangepAq, the “row space” or “corange” of A.
– n ! KpAq “ kerpAq, the “nullspace” or “kernel” of A
– m ! KpA˚q “ cokerpAq, the “left nullspace” or “cokernel” of A.

Essentially by definition: KpAq contains all vectors v satisfying Av “ 0. I.e., if w1, . . . ,wn P n are
conjugate-tranposed rows of A, then v is orthogonal to spantw1, . . .wnu.

Theorem (Fundamental Theorem of Linear Algebra)

For any A P mˆn,

n “ dim corangepAq ` dimkerpAq, corangepAq K kerpAq, n “ corangepAq ‘ kerpAq
m “ dim rangepAq ` dim cokerpAq, rangepAq K cokerpAq, m “ rangepAq ‘ cokerpAq
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The “four fundamental subspaces” D01-S05(b)

Let A P mˆn be given. The four fundamental subspaces are uniquely defined:
– m ! RpAq “ rangepAq “ ImpAq, the “column space” of A
– n ! RpA˚q “ corangepAq, the “row space” or “corange” of A.
– n ! KpAq “ kerpAq, the “nullspace” or “kernel” of A
– m ! KpA˚q “ cokerpAq, the “left nullspace” or “cokernel” of A.

Essentially by definition: KpAq contains all vectors v satisfying Av “ 0. I.e., if w1, . . . ,wn P n are
conjugate-tranposed rows of A, then v is orthogonal to spantw1, . . .wnu.

Theorem (Fundamental Theorem of Linear Algebra)

For any A P mˆn,

n “ dim corangepAq ` dimkerpAq, corangepAq K kerpAq, n “ corangepAq ‘ kerpAq
m “ dim rangepAq ` dim cokerpAq, rangepAq K cokerpAq, m “ rangepAq ‘ cokerpAq
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The “four fundamental subspaces” D01-S05(c)

Let A P mˆn be given. The four fundamental subspaces are uniquely defined:
– m ! RpAq “ rangepAq “ ImpAq, the “column space” of A
– n ! RpA˚q “ corangepAq, the “row space” or “corange” of A.
– n ! KpAq “ kerpAq, the “nullspace” or “kernel” of A
– m ! KpA˚q “ cokerpAq, the “left nullspace” or “cokernel” of A.

Essentially by definition: KpAq contains all vectors v satisfying Av “ 0. I.e., if w1, . . . ,wn P n are
conjugate-tranposed rows of A, then v is orthogonal to spantw1, . . .wnu.

Theorem (Fundamental Theorem of Linear Algebra)

For any A P mˆn,

n “ dim corangepAq ` dimkerpAq, corangepAq K kerpAq, n “ corangepAq ‘ kerpAq
m “ dim rangepAq ` dim cokerpAq, rangepAq K cokerpAq, m “ rangepAq ‘ cokerpAq
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Norms D01-S06(a)

Metrizing linear spaces is a big business in mathematics.

Given a vector space V , a map } ¨ } : V Ñ is a norm if it satisfies all the following properties:
– }x} " 0 @x P V

– }x} “ 0 i! x “ 0

– }x ` y} # }x} ` }y} @x,y P V

– }cx} “ |c|}x} @x P V, c P .
We are mostly concerned with standard examples V “ n, n, mˆn, etc.
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Vector norms D01-S07(a)

The “standard” examples of vector norms are the ωp norms.

With x P n:

}x}pp :“
ÿ

jPrns
|xj |p, p P r1,8q

}x}8 :“ max
jPrns

|xj |, p “ 8.

Example
Show that } ¨ }2 on n is a norm.
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Vector norms D01-S07(b)

The “standard” examples of vector norms are the ωp norms.

With x P n:

}x}pp :“
ÿ

jPrns
|xj |p, p P r1,8q

}x}8 :“ max
jPrns

|xj |, p “ 8.

Example
Show that } ¨ }2 on n is a norm.
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Matrix norms D01-S08(a)

One straightforward identification of norms on matrices are “entrywise” ones:

}A}p,p :“ }vecpAq}p, p P r1,8s,

where vecp¨q is the vectorization function.

There are “mixed” entrywise norm definitions, corresponding to taking ωp vector norms of each row, and
then a vector ωq norm of the resulting vector of norms,

}A}p,q :“

¨

˚̋ ÿ

jPrns

¨

˝
ÿ

iPrms
|ai,j |p

˛

‚
q{p˛

‹‚

1{q

.

A particularly useful entrywise norm is the Frobenius norm,

}A}F :“ }A}2,2.
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Matrix norms D01-S08(b)

One straightforward identification of norms on matrices are “entrywise” ones:

}A}p,p :“ }vecpAq}p, p P r1,8s,

where vecp¨q is the vectorization function.

There are “mixed” entrywise norm definitions, corresponding to taking ωp vector norms of each row, and
then a vector ωq norm of the resulting vector of norms,

}A}p,q :“

¨

˚̋ ÿ

jPrns

¨

˝
ÿ

iPrms
|ai,j |p

˛

‚
q{p˛

‹‚

1{q

.

A particularly useful entrywise norm is the Frobenius norm,

}A}F :“ }A}2,2.
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Matrix norms D01-S08(c)

One straightforward identification of norms on matrices are “entrywise” ones:

}A}p,p :“ }vecpAq}p, p P r1,8s,

where vecp¨q is the vectorization function.

There are “mixed” entrywise norm definitions, corresponding to taking ωp vector norms of each row, and
then a vector ωq norm of the resulting vector of norms,

}A}p,q :“

¨

˚̋ ÿ

jPrns

¨

˝
ÿ

iPrms
|ai,j |p

˛

‚
q{p˛

‹‚

1{q

.

A particularly useful entrywise norm is the Frobenius norm,

}A}F :“ }A}2,2.
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Induced matrix norms D01-S09(a)

A more conceptual collection of matrix norms are induced by vector norms.

By viewing A P mˆn as the mapping x $Ñ Ax, norms can be defined as the maximum relative “size” of
this mapping:

}A}p :“ sup
x‰0

}Ax}p
}x}p , p P r1,8s.

(Note that A can be rectangular here.)

That these are proper norms is direct from the fact that } ¨ }p is a norm on m.
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Norm equivalence D01-S10(a)

A rather important and useful fact is that any two norms on the same finite-dimensional vector space are
equivalent.

Theorem (All norms on a finite-dimensional space are equivalent)

Let V be an n-dimensional vector space, and let } ¨ }˚ and } ¨ }` be any two norms on this space. Then
there are strictly positive constants c and k such that for all x P V ,

c}x}˚ # }x}` # k}x}˚.

The constants c and k can depend on V (in particular n) and the choice of } ¨ }˚ and } ¨ }`, but not on x.

Note that the above applies equally to spaces containing vectors or matrices.

The good news: Norm equivalence suggests it doesn’t matter which norm you pick.

The bad news: To prove something, it typically matters which norm you pick.
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Norm equivalence D01-S10(b)

A rather important and useful fact is that any two norms on the same finite-dimensional vector space are
equivalent.

Theorem (All norms on a finite-dimensional space are equivalent)

Let V be an n-dimensional vector space, and let } ¨ }˚ and } ¨ }` be any two norms on this space. Then
there are strictly positive constants c and k such that for all x P V ,

c}x}˚ # }x}` # k}x}˚.

The constants c and k can depend on V (in particular n) and the choice of } ¨ }˚ and } ¨ }`, but not on x.

Note that the above applies equally to spaces containing vectors or matrices.

The good news: Norm equivalence suggests it doesn’t matter which norm you pick.

The bad news: To prove something, it typically matters which norm you pick.
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A zoo of norms, formulas, and equivalences D01-S11(a)

Example
Compute c and k such that,

c}x}1 # }x}2 # k}x}1, @ x P n.

Also, identify examples of vectors x that achieve the upper and lower bounds above.
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A zoo of norms, formulas, and equivalences D01-S11(b)

Example
Compute c and k such that,

c}A}1 # }A}2 # k}A}1, @ A P mˆn

Also, identify examples of matrices A that achieve the upper and lower bounds above.
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A zoo of norms, formulas, and equivalences D01-S11(c)

Example
Compute }A}2, where,

A “
ˆ ´2 ´1

1 2

˙
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Hilbertian structure D01-S12(a)

Of special interest are the norms arising from inner products: these norms induce Euclidean-like geometry
(Hilbert spaces).

The prototypical example on n is the ω2 norm: for x,y P n, we have,

xx,yy “ y˚x “
ÿ

iPrns
xiy

˚
i , }x}22 “ xx,xy .

Inner products are bilinear forms (technically “sesquilinear” for the complex field ).

One of the most useful algebraic properties of inner products that give rise to a norm } ¨ } is the
Cauchy-Schwarz inequality:

|xx,yy| # }x}}y}
From this property one can observe that the following geometric structure of elements x,y is reasonable:

cos p=px,yqq :“ xx,yy
}x} }y} , x K y i! xx,yy “ 0.

There are Hilbertian norms even for matrices, with a common example being the Frobenius norm:

xA,ByF :“ Tr
`
B˚A

˘
, }A}2F “ xA,AyF
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Hilbertian structure D01-S12(b)

Of special interest are the norms arising from inner products: these norms induce Euclidean-like geometry
(Hilbert spaces).

The prototypical example on n is the ω2 norm: for x,y P n, we have,

xx,yy “ y˚x “
ÿ

iPrns
xiy

˚
i , }x}22 “ xx,xy .

Inner products are bilinear forms (technically “sesquilinear” for the complex field ).

One of the most useful algebraic properties of inner products that give rise to a norm } ¨ } is the
Cauchy-Schwarz inequality:

|xx,yy| # }x}}y}
From this property one can observe that the following geometric structure of elements x,y is reasonable:

cos p=px,yqq :“ xx,yy
}x} }y} , x K y i! xx,yy “ 0.

There are Hilbertian norms even for matrices, with a common example being the Frobenius norm:

xA,ByF :“ Tr
`
B˚A

˘
, }A}2F “ xA,AyF
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Hilbertian structure D01-S12(c)

Of special interest are the norms arising from inner products: these norms induce Euclidean-like geometry
(Hilbert spaces).

The prototypical example on n is the ω2 norm: for x,y P n, we have,

xx,yy “ y˚x “
ÿ

iPrns
xiy

˚
i , }x}22 “ xx,xy .

Inner products are bilinear forms (technically “sesquilinear” for the complex field ).

One of the most useful algebraic properties of inner products that give rise to a norm } ¨ } is the
Cauchy-Schwarz inequality:

|xx,yy| # }x}}y}
From this property one can observe that the following geometric structure of elements x,y is reasonable:

cos p=px,yqq :“ xx,yy
}x} }y} , x K y i! xx,yy “ 0.

There are Hilbertian norms even for matrices, with a common example being the Frobenius norm:

xA,ByF :“ Tr
`
B˚A

˘
, }A}2F “ xA,AyF
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The Pythagorean Theorem D01-S13(a)

The sledgehammer killing an ant way to prove the Pythagorean Theorem: Let x1, x2 be two orthogonal
vectors (say in n).

Since xx1,x2y “ 0, then

}x1 ` x2}22 “ xx1 ` x2,x1 ` x2y
“ xx1,x1y ` xx2,x2y ` xx1,x2ylooomooon

0

` xx2,x1ylooomooon
0

“ }x1}22 ` }x2}22 .

One of the more useful extensions of this (not apparent from n “ 2) is: If x1, . . .xk are k mutually
orthogonal vectors in n, then,

››››››

ÿ

jPrks
xj

››››››

2

2

“
ÿ

jPrks
}xj}22
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The Pythagorean Theorem D01-S13(b)

The sledgehammer killing an ant way to prove the Pythagorean Theorem: Let x1, x2 be two orthogonal
vectors (say in n).

Since xx1,x2y “ 0, then

}x1 ` x2}22 “ xx1 ` x2,x1 ` x2y
“ xx1,x1y ` xx2,x2y ` xx1,x2ylooomooon

0

` xx2,x1ylooomooon
0

“ }x1}22 ` }x2}22 .

One of the more useful extensions of this (not apparent from n “ 2) is: If x1, . . .xk are k mutually
orthogonal vectors in n, then,

››››››

ÿ

jPrks
xj

››››››

2

2

“
ÿ

jPrks
}xj}22
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