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Example
For x “ px1, x2q P 2, compute

argmax
xPBr0,1s

fpxq, fpxq “ x1 ` x2.

Determine the extremal point(s) and discuss uniqueness.
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16 Chapter 2. Optimality Conditions for Unconstrained Optimization

local minimum, and a non-strict global minimum point. The point x = 5 is a strict local
maximum and x = 6.5 is a strict local minimum, which is a nonstrict global minimum
point. Finally, x = 8 is a strict local maximum point. Note that, as already mentioned,
x = 3 and x = 6.5 are both global minimum points of the function, and despite the fact
that they are strict local minima, they are nonstrict global minimum points.
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Figure 2.2. Local and global optimum points of a one-dimensional function.

First Order Optimality Condition

A well-known result is that for a one-dimensional function f defined and differentiable
over an interval (a, b ), if a point x� � (a, b ) is a local maximum or minimum, then
f �(x�) = 0. This is also known as Fermat’s theorem. The multidimensional extension
of this result states that the gradient is zero at local optimum points. We refer to such
an optimality condition as a first order optimality condition, as it is expressed in terms of
the first order derivatives. In what follows, we will also discuss second order optimality
conditions that use in addition information on the second order (partial) derivatives.

Theorem 2.6 (first order optimality condition for local optima points). Let f : U ��
be a function defined on a set U � �n . Suppose that x� � int(U ) is a local optimum point
and that all the partial derivatives of f exist at x�. Then� f (x�) = 0.

Proof. Let i � {1,2, . . . , n} and consider the one-dimensional function g (t ) = f (x�+ tei ).
Note that g is differentiable at t = 0 and that g �(0) = � f

� xi
(x�). Since x� is a local optimum

point of f , it follows that t = 0 is a local optimum of g , which immediately implies that
g �(0) = 0. The latter equality is exactly the same as � f

� xi
(x�) = 0. Since this is true for any

i � {1,2, . . . , n}, the result � f (x�) = 0 follows.

Note that the proof of the first order optimality conditions for multivariate functions
strongly relies on the first order optimality conditions for one-dimensional functions.
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Example
Classify the stationary points of fpxq “ x3 on .
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Example
Compute the global optima of

fpxq “ x1 ` x2

x2
1 ` x2

2 ` 1
,

for x P 2.
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