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Polynomial approximation

We've seen that polynomial interpolation is unisolvent. (m i D)

Given a continuous f and distinct nodes x1,...,x,+1, then the Lagrange form of

the interpolant is

£=1,....,.n+1
iy

p(z) = Z f(x;)E; (), bj(z) = H :Z_—:I;

(L@ roitge F&W}
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Polynomial approximation

We've seen that polynomial interpolation is unisolvent.

Given a continuous f and distinct nodes x1,...,x,+1, then the Lagrange form of

the interpolant is

pa) = 3 1)t (o), O

Today: how accurate is this interpolant?
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: : : .26-S01
Polynomial approximation

We've seen that polynomial interpolation is unisolvent.

Given a continuous f and distinct nodes x1,...,Zn,+1, then the Lagrange form of
the interpolant is

n+1

= > Fla)t(a), b= I o=

Today: how accurate is this interpolant?
We'll need some notation: / (ovhwysug Mlglw A [a' Lj

P, :=span{l,z,...,z"}, C([a,b]) :={f:[a,b] > % | fis continuous on [a, b]},
and we metrize C([a, b]) with the norm,

[ £l = 1fllo = sup [f(z)]

x€a,b]
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Lebesgue functions and constants L.26-502

To address accuracy, we investigate the stability of interpolation.

With z1, ..., zn+1 unique, fixed nodes, define I,, : C([a,b]) — P, as the
interpolation operator:

Inf = Elf(xj)fj(fﬂ)- (1\,4 i Z’l’(fﬂf l)
(Note: I,, is a projector!) (,Ie T l\l/l\[\: T ‘Q)

| _ T, &
Cabi) ity - [ | Sup """ _ ¢y M
f T, ; P—;P ’ hﬁuﬁ LA

Wduted

v

MATH 6610-001 — U. Utah Polynomial approximation, 11



We an gl faol of sdabﬂr/y oF /hf@rfo[a,hw a4
pactielar  elsb)

The Wotm 0é é%vMﬁy k pfu,o [Im(:(x)l
£=|

=p (2 H){J) /J(fy)(
Ieyg=y 3=

(&) < s L n
uct;zf, d?;l [Cl;)| L4 ) )

s

(#4) & > [L0) ],
\&"l

We i male Hus  an M}g/:

(%) chogee \C(xﬁz g {&(%)\
(Af) - P‘W k a FW“%WW boter om ’)(\(




f’H’l

§$or Sup [I@) J(X)]:/\\[XB

&= d\/l . Lck(ﬁﬁuﬁ |
“P‘ULH-; Own

M'X) {\/

4l v
70/ N P r ’./—3 X
— o —?X
ax' XL'"‘th

X% 70X,

heneen| fw/#@fpolam Stabi) W'I

= Su M(x)”
Tl = Suf [0 H‘a”gl

= W)= A |
" L@[?@ﬁv{f- (oNdant



Lebesgue functions and constants L.26-502

To address accuracy, we investigate the stability of interpolation.

With z1, ..., zn+1 unique, fixed nodes, define I,, : C([a,b]) — P, as the
interpolation operator:

nt1
Inf =) f(a;)t;(x).
j=1
(Note: I, is a projector!)
A computation shows that
I nllc(apn—p, = A= [A@)],

where

n+1

A@) = Y 16()]

A is called the Lebesgue function, and A the Lebesgue constant.
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Lebesgue's Lemma L26-503

With the operator norm of interpolation, here is a classical result quantifying the
quality of polynomial interpolation:

Lemma (Lebesgue)

Let f € C([a,b]), and assume that z1,...,x,4+1 are distinct nodes on [a,b]. Then
I = Tfl, < (1+A) inf |7 ~pl,
Cle g )

Thus, the Lebesgue constant governs the accuracy of polynomial interpolants.
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Nodal sets L26-504

This raises the question: can we minimize Lebesgue constants?
Let A, denote the Lebesgue constant for n + 1 points.

A, and A, 11 need not have common nodes.

(We hare a g&ﬂm( ‘(“'70(/(@(44% afray o node:
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Nodal sets L26-504

This raises the question: can we minimize Lebesgue constants?
Let A, denote the Lebesgue constant for n + 1 points.
A, and A, 11 need not have common nodes.

e For any triangular array of points, A, " o

@ For equidistant nodes, A,, ~ 2". (This is bad!)
@ For “Chebyshev" nodes , A,, ~ logn. (This is asymptotically optimal)
Chebyshev nodes z; (say on [—1,1]) are equidistant nodes under the cosine map:
2j — 1
= s
2n +2

(G[M,Z’fa‘-s nodeg QA—};(N,\JWU>

j=1,....,n+1.

Y

xj = cosb;, 0,
CA by
VM([)
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Another error estimate L26-S05

There are alternative strategies to computing error estimates for interpolation.

With z1,...,z,+1 the nodes, the nodal polynomial w(x) is
n+1
w(z) = H(:c — xj).
j=1
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Another error estimate

L26-S05

There are alternative strategies to computing error estimates for interpolation.

With z1,...,z,+1 the nodes, the nodal polynomial w(x) is
n+1
w(z) = H(w — xj).
j=1

This can be used to construct an error estimate:

Theorem
Let x1,...,xn11 be distinct nodes on [a,b]. Then
) ARG
|f(z) = [Inf](z)] = WW(@L

where £ = &(x) lies in [a, b].
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