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Eigenvalue algorithms: The QR algorithm with shifts

MATH 6610 Lecture ;{f 2|

October 26, 2020

Trefethen & Bau: Lecture 29
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The QR algorithm L20-501

Assume A is Hermitian. The QR algorithm for computing eigenvalues:
1. Compute A = QR, the QR decomposition of A

2. Replace A by the procedure A — RQ)
3. Return to step 1

We've seen that this is just simultaneous power iteration.
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The QR algorithm [20-501

Assume A is Hermitian. The QR algorithm for computing eigenvalues:
1. Compute A = QR, the QR decomposition of A
2. Replace A by the procedure A — RQ)
3. Return to step 1

We've seen that this is just simultaneous power iteration.

....which also means that it converges as “quickly” as power iteration.

Can we instead develop a Rayleigh iteration type of algorithm?
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QR algorithm and inverse iteration, | 1.20-502

(Unshifted) inverse iteration: power iteration on A~

The QR algorithm performs power iteration.
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QR algorithm and inverse iteration, | 1.20-502

(Unshifted) inverse iteration: power iteration on A~

The QR algorithm performs power iteration.
The QR algorithm also performs unshifted inverse iteration.
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QR algorithm and inverse iteration, | 1.20-502

(Unshifted) inverse iteration: power iteration on A~

The QR algorithm performs power iteration.
The QR algorithm also performs unshifted inverse iteration.

anm e OR dgﬂ%xw

Recall: if QkQ is the QR factor computed at the kth iteration, then

= Qi Rk, Qr = QYY" ... QZ?R,

and Ry, is an upper-triangular matrix.
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QR algorithm and inverse iteration, |l 120-503

Let F' be a permutation matrix that flips a vector, i.e., associated to the
permutation map:

{,2,....,.n—1,n} —{n,n—1,...,2,1}.

PE AF=('F
= (@k RK)“F
= R F (A lema () =04

= (R @)

Then:
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QR algorithm and inverse iteration, |l 120-503

Let F' be a permutation matrix that flips a vector, i.e., associated to the
permutation map:

{,2,....,.n—1,n} —{n,n—1,...,2,1}.
Then:
ATFF = (QuF) (FR,'F),
which is a QR factorization of A=FF.

K . i )
l.e., the last column(s) of ¥ (computed via the QR algorithm) are inverse
iteration with starting vectors given by the first columns of F.
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The QR algorithm with shifts L20-504

We can almost perform Rayleigh iteration with QR procedures.
We can perform inverse iteration; how to accomplish shifting?
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The QR algorithm with shifts L20-504

We can almost perform Rayleigh iteration with QR procedures.
We can perform inverse iteration; how to accomplish shifting?

Before explaining the shift, we show the result:

The QR algorithm with shiefts/(m WW‘”‘U)
Set A(?R =Aand up=0. Fork=1,2,...,

o QPRI = APT — 1l (@ﬂ d&ﬁhf o# 4 fh/ﬂ[ﬁeo( Vers/in
° AgR = R,?R kQR + pp—11 m{ /4’(@)
@ “Choose” K

/
Retall from P\a&[@@}\ et ogp via

Aa@ (@@h ?/xohmﬂ
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The QR algorithm with shifts L20-504

We can almost perform Rayleigh iteration with QR procedures.
We can perform inverse iteration; how to accomplish shifting?

Before explaining the shift, we show the result:
The QR algorithm with shifts.

SetA(?RzAand o =0. Fork=1,2,...,

o QUIERIT — AQT _ T
o AP = ROFQUT 4y 1

@ ‘Choose’ 1
For quite a time, the QR algorithm with (properly chosen) shifts was the gold

standard for computing eigenvalues.
(Not quite so widely used today, though.)

MATH 6610-001 — U. Utah The QR algorithm with shifts



QR with shifts is shifted inverse iteration L20-505

We can see why the QR algorithm with shifts is shifted inverse iteration:
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QR with shifts is shifted inverse iteration L20-505

We can see why the QR algorithm with shifts is shifted inverse iteration:
AQE _ (QQR 3 kQR)* A (Q?R OR . kQR)

so that this algorithm still produces a matrix unitarily equivalent to A.
‘ ar
/‘rgam, A k‘ (< WHQWWJ %Ml\fm(éﬂf p 4
| dea: anp @ _
QK K\( - A@/R ’/MK

-\ —

/Jr — R /AK'(
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QR with shifts is shifted inverse iteration L20-505

We can see why the QR algorithm with shifts is shifted inverse iteration:
QR _ (HQR QRr\™ QR QR QR
A7~ (QP"Q8™ Q") A (QFQE" "),
so that this algorithm still produces a matrix unitarily equivalent to A.

The second critical property is that

(A= pol) (A= pad) - (A= pr—l) =
(Q?R 2QR _ QR) (RQRRQR _R?R>.
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QR with shifts is shifted inverse iteration L20-505

We can see why the QR algorithm with shifts is shifted inverse iteration:
QR _ (HQR QRr\™ QR QR QR
A (Q Q) ) A (Ql 5 Qr ),
so that this algorithm still produces a matrix unitarily equivalent to A.

The second critical property is that
(A= pol) (A—pad)--- (A= pp—l) =
(Q?R 2QR _ QR) (RQRRQR _R?R) .

l.e., the QR algorithm with shifts computes a QR decomposition for a type
of shifted simultaneous iteration.

@ The first column of ]_[?:1 Q%" is "shifted” power iteration, on ;.
@ The last column of H?Zl QgR is shifted inverse iteration, on e,,.

If the shifts are chosen well: the last column of H?Zl QgR is an eigenvector

of A.
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QR with shifts L20-S06

A% = (QRRQER- Q") A (QPFQn.. 2R,

and the last column of H?:l QSR is an eigenvector.
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QR with shifts L20-S06

*
QR QR HQR QR QR QR QR
Ak :(Ql o k:) A(Ql o e k:)’
and the last column of H?:l lef is an eigenvector.

This implies that the last, (n,n) entry of ASR for large k, is an eigenvalue of

o~ K ~— \
V= TTe®  Velv-- 0
U | )n

Uy 1< an cdgemnvector of ,4/ HV‘ =1
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QR with shifts L20-S06

*
QR QR HQR QR QR QR QR
Ak: :(Ql o e k) A(Ql o e k:)’
and the last column of H?:l QgR is an eigenvector.

This implies that the last, (n,n) entry of ASR for large k, is an eigenvalue of
A,

This also reveals a (simple!) deflation technique: if the (n, 1),
(n,2),---,(n,n — 1) entries of ASR are all close to zero, then:

@ the (n — 1) x (n — 1) principal submatrix of AkQR is a matrix whose
eigenvalues matches the remaining eigenvalues of A.

@ The QR algorithm with shifts can_now be applied to this principal

submatrix. AQR _ ( N~ el a{w 0//:%&/»0/(
K M 4fgh ‘Tmanity 1 gigenalucs oA

0-- o
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Rayleigh shifts L20-507

We haven't discussed how to choose the shifts p.

From previous experience: using Rayleigh quotients seems like a good idea.

(This % what- Raiglegh erartion chooses. )
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Rayleigh shifts L20-507

We haven't discussed how to choose the shifts p.
From previous experience: using Rayleigh quotients seems like a good idea.
We know the last column, call it ¢, of HJ 1 QQR is close to an elgenvector

Then Vv = /4@/? Am

Ra(q) = <Ak:QR)n )

Y

Thus, computing Rayleigh quotients is easy.

Setting up = (AkQR) is called a Rayleigh shift.
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QR with shifts and details L20-508

The QR algorithm with s;VM df‘b/% ,7 -
Set AZ" = Aand g =G Fork=1,2,...,
o QPFRYT = AR — py i1

o AP = RPTQPT + ju—11
@ [l = (Ag2 > (Rayleigh shift)
@ If the last row of ASR is a multiple of e,,:

> Lk is an eigenvalue of A,
> Run this algorithm on the (n — 1) x (n — 1) principal submatrix of A®*

A=)} m=0 = A=A

[0
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