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Eigenvalues: power iteration L19-501

Let A e C™*™ be Hermitian with eigenpairs (\;,v;)7_; that are simple and
ordered such that |A;| > |\j11].
Power iteration performs the following basic steps:
Initialize with a vector v (e.g., randomly):
Av

L v

2. A« RA(U)

3. Return to step 1

For a large number of iterations, then (A, v) converges to (A1, v1).

To make this practically useful, need to supplement with termination
criterion, deflation.
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Power iteration’s drawback L19-502

One major drawback of power iteration is that the ratio

Aj+1

Aj

Y

dictates the rate of convergence for computing eigenpair ;.

This implies, in particular, that the effectiveness of this algorithm depends
heavily on A.
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Power iteration’s drawback L19-502

One major drawback of power iteration is that the ratio

Aj+1
Aj

Y

dictates the rate of convergence for computing eigenpair ;.

This implies, in particular, that the effectiveness of this algorithm depends
heavily on A.

But power iteration is simple and the idea is attractive. Is there a way to
accelerate power iteration?
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Inverse iteration L19-S03

Inverse iteration “modifies” the spectrum of A so that power iteration will be
more successful.
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Inverse iteration L19-S03

Inverse iteration “modifies” the spectrum of A so that power iteration will be
more successful.

First we note that, given some 1 € C, the eigenvalues of (A — puI)~! are
L/(Aj — ).
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Inverse iteration L19-S03

Inverse iteration “modifies” the spectrum of A so that power iteration will be
more successful.

First we note that, given some 1 € C, the eigenvalues of (A — puI)~! are
1/(Aj = ).
The essential realization is that, if 11 ~ A;, then

L1
=Xl = el

k# j.

l.e., if we can somehow get a “reasonable” guess u, then power iteration on
(A — pI)~! will be very efficient.
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Rayleigh iteration

The idea of Rayleigh iteration is to combine
@ inverse iteration, which accelerates identification of eigenvectors, with

@ Rayleigh quotient evaluations, which accelerate identification of
eigenvalues.
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) ) . L19-S04

Rayleigh iteration

The idea of Rayleigh iteration is to combine
@ inverse iteration, which accelerates identification of eigenvectors, with

@ Rayleigh quotient evaluations, which accelerate identification of
eigenvalues.

Initialize with a vector v and scalar p (e.g., randomly):
1Lve (A—pu) o
2. v —v/|vl
3. A< Ra(v)
4. Return to step 1

In principle this is more expensive than power iteration: we must solve
(A — pul)x = v at every step.
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Rayleigh iteration, Il L19-505

The rather surprising fact: this is an extremely efficient algorithm.

Let A(*), v(¥) be the Rayleigh iteration eigenpair approximation at iteration k.
Let A(*+D) 4(++1) be the Rayleigh iteration eigenpair approximation at
iteration k + 1.
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Rayleigh iteration, Il L19-505

The rather surprising fact: this is an extremely efficient algorithm.

Let A(*), v(¥) be the Rayleigh iteration eigenpair approximation at iteration k.
Let A(*+D) 4(++1) be the Rayleigh iteration eigenpair approximation at
iteration k + 1.

Theorem
For almost every initialization of Rayleigh iteration, there is some eigenpair
(Aj,v;) of A such that

3

B YR P R

7

Convergence is cubic!
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