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The SVD L10-501

Recall: a(ny) rectangular matrix A € C"™*"™ has the decomposition,
A=UXV*,

where U € C™*™ and V € C™*™ are unitary.
The matrix X € C"™*"™ is diagonal with non-negative entries.
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The SVD and eigenvalues L10-502

The singular values of A € C™*",

{o1(A4),...,05,(A)}, p=min(m,n), y
coincide with the eigenvalues \; of both AA* and A*A:

D (AAR), A (AAR) = [N (AFA), .. A (AFA)}.
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The SVD and fundamental spaces L10-503

The SVD gives explicit, orthonormal bases for the fundamental subspaces of

range (M 5?“ 0 U B Lor(A) = Span é Ury, -
Ker(h) = span " g
erld) = SPW‘ Vruw” \/’\}/ FM?@(A )Zgyw. W( -V
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Low-rank approximation L10-504

For a matrix A € C™*", a common task is to form a rank-r approximation to
A mxan
bed 1k ek of
A~ B rank(B) < r. /4 [$
(Of course this is only interesting if r < rank(A).) MWCA W/(

T r2 cank(4) - et 3=/

MATH 6610-001 — U. Utah Low-rank approximation



Low-rank approximation L10-504

For a matrix A € C™*", a common task is to form a rank-r approximation to

A:
A~ B, rank(B) < r.

(Of course this is only interesting if r < rank(A).)

Theorem ((Schmidt)-Eckart-Young-Mirsky)
Let Ae C™*"™ have SVD A =UXYV*. Then

-—
O'J (ujv}) =| argmin |A — B,
j 1 BECTI’LXTL
rank(B)<r
where || - ||« is either the induced 2-norm or Frobenius norm of a matrix.

MATH 6610-001 — U. Utah Low-rank approximation



Low-rank approximation L10-504

For a matrix A € C™*", a common task is to form a rank-r approximation to

A:
A~ B, rank(B) < r.

(Of course this is only interesting if r < rank(A).)

Theorem ((Schmidt)-Eckart-Young-Mirsky)
Let Ae ©C™*™ have SVD A = UXV™*. Then

r

Z 0 (u;vF) = argmin |A — By,
. mXn
=1 rfnelggB)gr

where || - ||« is either the induced 2-norm or Frobenius norm of a matrix.

This theorem is the basis for innumerable applications in matrix
approximation, data compression and summarization, and model acceleration

and reduction.
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