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L07-S01Numerical algorithms

Given f : Cn Ñ Cm, we wish to understand how roundoff errors affect
evaluation of f .

This should depend on
Loss of accuracy due to finite precision
Conditioning of f

Let rf : Cn Ñ Cm denote the actual algorithmic implementation of f .

We might hope that

}fpxq ´ rfpxq}

}fpxq}
“ Opεmachq,

but this is typically too much to ask for if f is ill-conditioned.
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L07-S02Forward stability

We can, however, analyze the error in the algorithm rf .

} rfpxq ´ fpxq}

}fpxq}
ď
} rfpxq ´ fprxq}

}fpxq}
`
}fprxq ´ fpxq}

}fpxq}
,

and this motivates a definition.

Definition
An algorithm rf is forward stable if, for every x P Cn, we have

} rfpxq ´ fprxq}

}fprxq}
“ Opεmachq,

for some rx satisfying }x´ rx} “ }x}Opεmachq.
A forward stable algorithm gives an “approximately correct answer to a
closely related question.”
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L07-S03Forward stability, II

} rfpxq ´ fprxq}

}fprxq}
“ Opεmachq, (1)

for some rx satisfying }x´ rx} “ }x}Opεmachq.

If rf is forward stable, we can show that rf produces a reasonable
approximation to f .

This error estimation procedure, requiring the establishment of (1), is forward
error analysis.

Showing forward stability (1) is frequently technical and difficult.
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L07-S04Backward stability

A dual, but somewhat stranger+stronger notion of stability is backward
stability.

Definition
An algorithm rf is backward stable if, for every x P Cn, we have

rfpxq “ fprxq, (2)

for some rx satisfying }x´ rx} “ }x}Opεmachq.
A backward stable algorithm gives an “exact answer to a closely related
question.”

If rf is backward stable, then showing accuracy of the algorithm rf is easier.

Estimating error by establishing (2) is backward error analysis.

Backward stability is frequently easier to show than forward stability.
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L07-S05Examples

Assume some floating-point axioms:
1. For each x P R, then flpxq “ xp1` εq for |ε| ď Opεmachq.
2. For floating-points numbers x, y P R, then xd y “ px ¨ yqp1` εq for
|ε| ď Opεmachq. (¨ = `, ´, ˆ)

Example
Given x, y P R, is the implementation rfpx, yq :“ flpxq a flpyq of
fpx, yq “ x´ y backward stable?

Example
Given x P R, is the implementation rfpxq :“ 1‘ flpxq of fpxq “ 1` x
backward stable?

Example
Given x, y P Rn, the floating-point implementation of fpx, yq “ yTx is
backward stable.

Example
The floating-point implementation of fpx, yq “ xyT is not backward stable.
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