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These notes are not a substitute for class attendance. Their main purpose is to
provide a lecture overview summarizing the topics covered.

We consider the approximation of functions on finite intervals via a Fourier Series. This
requires some notation. We consider the interval [0, 27|, and introduce the space of square-
integrable perioidic functions:

L* = L2([0,27];C) = {f : [0,20] = C | ||fllz2 < oo, and f(0) = f(2m)},
where
2w
1£1I72 = (. f), (f.9) = ; f(x)g(x)dz
We will also need integer Sobolev spaces; for s = 0,1, ..., define

HS:H;([O,QW];(C):{]”ELQ | fPeL’r=0,...,s and f(”)(O):f(r)(Zw),r:O,...,s—l},

where f(®) is the sth derivative of f. Note that L? = H°. We define the norm on this space
as

1713 —;HM ;

Define the L2-orthonormal functions
1
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where i = \/—1 is the imaginary unit. The family {v;};ez is complete in L?. Therefore,

e, jEZL,

felr = [f@) =) fivx)

JEZ

where f; are some constants. Parseval’s identity states

1712 = 3|7

JEZ

Formally taking inner products on both sides of the expansion of f(z) shows that

—~ 1 2m g
fi=(fvj) = \/%/0 f(x)e* dz
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When using f in computational approximations, we frequently represent it as a truncated
version of its infinite series. This has the form

x) = Z J?jvj(x), N eN.

lil<N

A natural question is how large of an error we make in approximating f by fx. To answer
this question first suppose that f € H® for some s > 0. We have Computed the expansion
coefficients f] of f, but we can likewise compute the expansion coefficients f of ).

f c Hl — f(l) c L2 — f(l) Z]/C;( ) zgw’

JEZL

where

2
70 = (0,0) = 1/ (1) i 4.
N
A usage of integration by parts yields the identity
. ~12 1 2
This identity will be useful in bounding the error committed by replacing f by fu, since

17— inl2= 3 [7| = > LIFof <Ly [fof

lil=N |j|>N \J\ N
< 2 = e <

Repeating this argument by induction yields the following classical approximation inequal-
ity:

< <z 1l

ferd” = |f=/Inllpz < N fllgs

This statement has a simple interpretation: smoothness of f, i.e., existence of sufficiently
many derivatives, implies faster convergence when approximating by Fourier Series.




