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Abstract. Accelerationstructuresusedfor ray tracinghave beendesignedand
optimizedfor efficient traversalof staticscenes.As it becomedeasibleto do
interactve ray tracing of moving objects,new requirementsre poseduponthe
acceleratiorstructures.Dynamicernvironmentsrequirerapid updatego the ac-
celerationstructures.In this paperwe proposespatialsubdvisionswhich allow
insertionanddeletionof objectsin constantime atanarbitraryposition,allowing
scenedo beinteractvely animatecandmodified.

1 Introduction

Recently interactve ray tracinghasbecomea reality [8, 9], allowing exploration of
scenesenderedvith higherquality shadingthanwith traditionalinteractve rendering
algorithms. A high frame-rates obtainedthroughparallelism,usinga multiprocessor
sharedmemorymachine.This approacthasadwantagesver hardwareacceleratedh-
teractive systemsn that a software-baseday traceris more easily modified. One of
the problemswith interactve ray tracingis that previous implementation®nly dealt
with staticscene®r scenesvith a smallnumberof speciallyhandledmaoving objects.
Thereasorfor thislimitation is thattheacceleratiorstructuresisedto make ray tracing
efficient rely on a significantamountof preprocessingp build. This effectively limits
the usefulnes®f interactve ray tracingto applicationswhich allow changesn cam-
eraposition. Thework presentedn this paperis aimedat extendingthe functionality
of interactve ray tracingto includeapplicationsvhereobjectsneedto be animatedor
interactively manipulated.

Whenobjectscanfreely move throughthe scenegitherthroughuserinteraction,or
dueto system-determineghotion, it becomesecessaryo adapttheaccelerationometh-
odsto copewith changinggeometry Currentspatialsubdvisionstendto be highly
optimizedfor efficienttraversal,but aredifficult to updatequickly for changinggeom-
etry. For staticsceneshis sufiices,asthe spatialsubdvision is generallyconstructed
during a pre-processingtep. However, in animatedscenegre-processedpatialsub-
divisions may have to be recalculatedor eachchangeof the moving objects. One
approachto circumwent this issueis to use4D radianceinterpolantsto speed-upray
traversal[2]. However, within this methodthe frame updateratesdependon the type
of sceneeditsperformedaswell asthe extentof cameramovement.We will therefore
focuson adaptingcurrentspatialsubdvision techniquego avoid theseproblems.

To animateobjectswhile using a spatialsubdvision, insertionand deletioncosts
are not nggligible, astheseoperationamnay have to be performedmary timesduring
rendering. In this paper spatialsubdvisions are proposedwhich allow efficient ray
traversalaswell asrapidinsertionanddeletionfor scenesvherethe extentof thescene
grows overtime.



Thefollowing sectionpresents brief overview of currentspatialsubdvision tech-
nigues(Section2), followed by an explanationof our (hierarchical)grid modifications
(Sections3 and4). A performancesvaluationis givenin Section5, while conclusions
aredrawn in thefinal section.

2 Acceeration Structuresfor Ray Tracing

Therehasbeena greatdealof work doneon acceleratiorstructuredor ray tracing[5].
However, little work hasfocusedon ray tracingmoving objects.Glassnepresentedn
approachor building acceleratiorstructuredor animation[7]. However, thisapproach
doesnot work for ervironmentswithout a priori knowledgeof the animationpathfor
eachobject. In a surwey of accelerationechniquesGaedeand Glintherprovide an
overview of mary spatialsubdvisions,alongwith the requirementdor variousappli-
cations[4]. The mostimportantrequirementgor ray tracingarefastray traversaland
adaptatiorto unevenly distributeddata. Currently popularspatialsubdvisionscanbe
broadlycateyorizedinto boundingvolumehierarchiesandvoxel basedstructures.

Boundingvolumehierarchiesreateatree,with eachobjectstoredin asinglenode.
In theory thetreestructureallows O(log n) insertionanddeletion,which may be fast
enough.However, to make thetraversalefficient, thetreeis augmentedvith extra data,
andoccasionallyflattenednto anarrayrepresentatiofi.0], which enablegasttraversal
but insertionor deletionincur a non-trivial cost. Anotherproblemis thatasobjectsare
insertedanddeletedthe treestructurecould becomearbitrarily inefficient unlesssome
sortof rebalancingstepis performedaswell.

Voxel basedstructuresareeithergrids[1, 3] or canbe hierarchicalin nature,such
ashintreesandoctreeg6, 11]. The costof building a spatialsubdvision tendsto be
O(n) in the numberof objects.Thisis truefor bothgridsandoctrees.In addition,the
costof insertinga singleobjectmaydependnits relative size. A largeobjectgenerally
intersectsnary voxels,andthereforancursahigherinsertioncostthansmallerobjects.
This canbe alleviatedthroughthe useof modified hierarchicalgrids, asexplainedin
Sectiond. Thelargerproblemwith spatialsubdvision approachess thatthegrid struc-
tureis built within volumeboundghatarefixedbeforeconstruction Althoughinsertion
anddeletionmay be relatively fastfor mostobjects,if anobjectis moved outsidethe
extent of the spatialsubdvision, currentstructuresvould requirea completeretuild.
This problemis addresseth the next section.

3 Grids

Grid spatialsubdvisionsfor staticsceneswithoutarny modifications arealreadyuseful
for animatedscenesastraversalcostsarelow andinsertionanddeletionof objectsis
reasonablystraightforvard. Insertionis usually accomplishedoy mappingthe axis-
alignedboundingbox of an objectto the voxels of the grid. The objectis insertedinto
all voxels that overlapwith this boundingbox. Deletioncanbe achievedin a similar
way.

However, whenan objectmoves outsidethe extent of the spatialsubdvision, the
acceleratiorstructurewould normally have to be rehuilt. As this is too expensve to
performrepeatedlywe proposeto logically replicatethe grid over space.If anobject
exceedgheboundof thegrid, theobjectwrapsaroundbeforere-insertion.Raytraver
salthenalsowrapsaroundthe grid whena boundaryis reached.In orderto provide a
stoppingeriterionfor raytraversal,alogicalboundingboxis maintainedvhich contains



all objects,includingthe onesthathave crossedhe original perimeter As this scheme
doesnot requiregrid re-computatiorwhene&er an objectmovesfar avay, the costof
maintainingthe spatialsubdvision will be substantiallylower. On the otherhand,be-
causeraysnhow may have to wrap around,more voxels may have to be traversedper
ray, whichwill slightly increaseay traversaltime.

During a pre-processingtep,the grid is built asusual. We will call the bounding
box of the entiresceneat start-upthe 'physicalboundingbox’. If duringtheanimation
an objectmovesoutsidethe physical boundingbox, eitherbecauset is placedby the
userin a new location, or its programmedpathtakesit outside,the logical bounding
boxis extendedo encloseall objects.Initially, thelogical boundingboxis equalto the
physicalboundingbox. Insertionof anobjectwhich lies outsidethe physicalbounding
boxis accomplishedby wrappingthe objectaroundwithin thephysicalgrid, asdepicted
in Figurel (left).
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Fig. 1. Grid insertion(left). The spherehasmoved outsidethe physical grid, now overlapping
with voxels(4, 2) and(5, 2). Thereforetheobjectis insertedatthelocationof theshadedroxels.
The logical boundingbox is extendedto includethe newly moved object. Right: ray traversal
throughextendedgrid. The solid lines arethe actualobjectswhereaghe dashedines indicate
voxelswhich containobjectswhoseactualextentsarenot containedn thatvoxel.

As the logical boundingbox may be larger than the physical boundingbox, ray
traversalnow startsat the extendedboundingbox andendsif anintersections found
orif theray leavesthelogical boundingbox. In theexamplein Figurel (right), theray
pointing to the spherestartswithin a logical voxel, voxel (-2, 0), which is mappedo
physicalvoxel (0, 2). Thelogical coordinate®f the spherearechecledandfoundto be
outsideof the currentlytraversedvoxel andthusno intersectiortestis necessaryThe
ray thenprogresse$o physicalvoxel (1, 2). For the samereasonno intersectionwith
thespherds computedagain. Traversalthencontinuesuntil the spherds intersectedn
logical voxel (4, 2), which mapsto physicalvoxel (0, 2).

Objectsthatareoutsidethe physicalgrid aretagged sothatin the abose example,
whenthe ray aimedat the triangle entersvoxels (0, 2) and(1, 2), the spheredoesnot
have to be intersected. Similarly, whenthe ray is outsidethe physical grid, objects
thatarewithin the physical grid neednot be intersected As mostobjectswill initially
lie within the physicalboundsandonly a few objectstypically move away from their
original positions this schemespeedsip traversalconsiderablyfor partsof theray that



areoutsidethe physicalboundingbox.

Whenthe logical boundingbox becomesnuchlarger thanthe physical bounding
box, thereis a tradeof betweentraversalspeed(which deterioratedor large logical
boundingboxes) andthe costof retuilding the grid. In our implementationthe grid
is retuilt whenthelengthof the diagonalsof the physical andlogical boundingboxes
differ by afactorof two.

Hence thereis a hierarcly of operationghatcanbe performedon grids. For small
to moderateexpansion®f the scenewrappingbothraysandobijectsis relatively quick
without incurring too high a traversalcost. For larger expansionsyehuilding the grid
will becomeamoreviable option.

This grid implementationshareghe advantagesf simplicity and cheaptraversal
with commonlyusedgrid implementationsHowever, it addsthe possibility of increas-
ing the sizeof the sceneawithout having to completelyrekuild thegrid every time there
is a small changein sceneextent. The costof deletingandinsertinga single object
is not constantanddependdargely on the size of the objectrelative to the size of the
sceneThisissueis addresseth thefollowing section.

4 Hierarchical grids

As wasnotedin the previous section,the size of an objectrelative to eachvoxel in a
grid influenceshow mary voxelswill containthatobject. Thisin turn negatively affects
insertionanddeletiontimes. Hence,it would make senseto find a spatialsubdvision

wherebythe voxels canhave differentsizes.If thisis accomplishedtheninsertionand
deletionof objectscanbemadeindependendf their sizesandcanthereforebeexecuted
in constantime. Suchspatialsubdvisionsarenot new andareknown ashierarchical
spatialsubdvisions. Octreeshintreesandhierarchicalgridsareall examplesof hierar

chical spatialsubdvisions. However, normally suchspatialsubdvisionsstoreall their
objectsin leaf nodesandwould thereforestill incur non-constaninsertionanddeletion
costs.We extendtheuseof hierarchicalgridsin suchaway thatobjectscanalsoreside
in intermediarynodesor evenin the root nodefor objectsthatarenearlyasbig asthe
entirescene.

Becausesucha structureshouldalso be ableto deal with expandingscenespur
efforts were directedtowardsconstructinga hierarcty of grids (similar to Sung[12]),
therebyextendingthe functionality of the grid structurepresentedn the previous sec-
tion. Effectively, the proposednethodconstitutesa balancedctree.

Obijectinsertionnow proceedsimilarly to grid insertion,exceptthatthe grid level
needsto be determinedbeforeinsertion. This is accomplishedy comparingthe size
of the objectin relationto the sizeof the scene.A simpleheuristicis to determinethe
grid level from the diagonalsf thetwo boundingboxes. Specifically thelengthof the
grid’s diagonalis divided by thelengthof the objects diagonal the resultdetermining
thegrid level. Insertionanddeletionprogresseasexplainedin the previoussection.

The gain of constantime insertionis offsetby a slightly morecomplicatedraver
salalgorithm. Hierarchicalgrid traversalis effectively the sameasgrid traversalwith
the following modifications. Traversalalways startsat a leaf nodewhich may first be
mappedo a physical leaf nodeasdescribedn the previous section. Theray is inter
sectedwith thisvoxel andall its parentuntil therootnodeis reachedThisis necessary
becaus®bjectsatall levelsin thehierarcly mayoccupy thesamespaceasthecurrently
traversedleaf node. If anintersections foundwithin the spaceof the leaf node,then
traversalis finished.If not, the next leaf nodeis selectecandthe processs repeated.

Thistraversalschemas wastefulbecaus¢he sameparentnodesmayberepeatedly



traversedfor the sameray. To combatthis problem,notethatcommonancestor®f the
currentleaf nodeandthe previously intersectedeaf node,neednot betraversedagain.
If the ray directionis positive, the currentvoxel’s numbercan be usedto derive the
numberof levelsto go up in thetreeto find the commonancestobetweerthe current
andthe previously visited voxel. For negative ray directions,the previously visited
voxel's numberis usedinstead.Findingthe commonancestois achiezed usingsimple
bit manipulationasdetailedin Figure2.

bitmask = (raydir_x >0) ? x : x +1
forall levels in hierarchical grid

cell = hgrid[level][x>>level][y>>level][z>>] evel ]
forall objects in cell
intersect(ray, object)
if (bitmask & 1)
return
bitmask >>= 1

}

Fig. 2. Hierarchicalgrid traversalalgorithmin C-like pseudo-codeThe bitmaskis setassuming
thatthelaststepwasalongthe x-axis.

As the highestlevels of the grid may not containary objects,ascendingall the
way to the highestlevel in the grid is not alwaysnecessaryAscendingthe treefor a
particularleaf nodecanstopwhenthelargestvoxel containingobjectsis visited.

This hierarchicalgrid structurehasthe following features. The traversalis only
maminally morecomple thanstandardyrid traversal.In addition,wrappingof objects
in the faceof expandingsceness still possible. If all objectsarethe samesize, this
algorithmeffectively defaultsto grid traversal. Insertionanddeletioncanbe achieved
in constantime, asthenumberof voxelsthateachobjectoverlapsis roughlyconstant.

5 Evaluation

Thegrid andhierarchicalgrid spatialsubdvisionswereimplementedisinganinterac-
tiveraytracer[9], whichrunsonanSGI Origin 2000with 32 processorskor evaluation
purposestwo testscenesvereused.In eachscenea numberof objectswereanimated
usingpre-programmedhotion paths.The scenessthey areat start-uparedepictedn
Figure5 (top). An exampleframetakenduringtheanimationis givenfor eachscenen
Figure5 (bottom). All imageswererenderecn 30 processorst a resolutionof 5122
pixels.

To assesbasictraversalspeedthe new grid andhierarchicalgrid implementations
are comparedwith a boundingvolume hierarcly. We also comparedour algorithms
with agrid traversalalgorithmwhichdoesnotallow interactve updateslts internaldata
structureconsistof a singlearrayof objectpointers,which improvescacheefficiency
ontheOrigin 2000.

Fromhereon we will referto the new grid implementatioras‘interactive grid’ to
distinguishbetweerthe two grid traversalalgorithms. As all thesespatialsubdvision
methodshave a userdefinedparametetto setthe resolution(voxels along one axis
andmaximumnumberof grid levels, respectiely), varioussettingsareevaluated.The
overall performancas givenin Figure3 andis measuredn framespersecond.

INotethatthis alsoobviatesthe needfor mailboxsystemgo avoid redundantntersectiortests.
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Fig. 3. Performancéin framespersecond)or the grid, theinteractve grid andthe hierarchical

grid for two staticscenes.The boundingvolume hierarcly achiezesa framerateof 8.5 fps for
the staticsphereflak modeland16.4fps for the statictrianglesmodel.

Theextraflexibility gainedby boththeinteractve grid andhierarchicalgrid imple-
mentationgesultsin asomeavhatslower framerate. Thisis accordingo expectationas
thetraversalalgorithmis alittle morecomplex andthe Origin’s cachestructurecannot
beexploitedaswell with eitherof thenew grid structuresThegraphsn Figure3 shav
thatwith respecto the grid implementatiorthe efficiency reductionis betweenl12%
and16%for theinteractive grid and21%and25%for the hierarchicalgrid. Theseper
formancelossesaredeemedacceptablesincethey resultin far betteroverall execution
thandynamicallyreconstructinghe original grid. For the sphereflak, all implementa-
tionsarefasterfor arangeof grid sizesthana boundingvolumehierarcly, whichruns
at8.5fps. For thetrianglesscenethehierarchicabgrid performsat 16.0fps similarly to
theboundingvolume(16.4fps), while grid andinteractive grid arefaster

Thenon-zeracostof updatingthe sceneeffectively limits thenumberof objectsthat
canbeanimatedvithin thetime-sparof a singleframe. However, for both scenesthis
limit wasnot reached.In the casewherethe frame rate was highestfor the triangles
sceneyupdatingall 200trianglestook lessthan 1/680thof a framefor the hierarchical
grid and 1/323thof a framefor the interactie grid. The sphereflak scenecostseven
lessto update asfewer objectsareanimated.For eachof thesetests,the hierarchical
grid is moreefficiently updatedhantheinteractive grid, which confirmsits usefulness.

The sizedifferencebetweerdifferentobjectsshouldcausethe updateefficiengy to
be variablefor the interactive grid, while remainingrelatively constantfor the hierar
chicalgrid. In orderto demonstratéhis effect, both the groundplaneandone of the
trianglesin thetrianglescenewasinteractvely repositionediuringrendering.The up-
dateratesfor differentsizeparameter$or boththeinteractve grid andthe hierarchical
grid, arepresentedn Figure4 (left). As expectedthe performancef the hierarchical
grid is relatively constantalthoughthe size differencebetweengroundplaneandtri-
angleis considerable The interactize grid doesnot copewith large objectsvery well
if theseobjectsoverlapwith mary voxels. Dependenbn the numberof voxelsin the
grid, thereis oneto two ordersof magnitudedifferencebetweeninsertinga large and
a small object. For larger grid sizes,the updatetime for the groundplaneis roughly
half a frame. This leadsto visible artifactswhenusing an interactive grid, asduring
theupdatethe processorshatarerenderinghe next frametemporarilycannotintersect
thisobject(it is simply takenoutof thespatialsubdvision). In practice thehierarchical
grid implementatiordoesnot shav this disadantage.
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Fig. 4. Left: Updaterateasfunctionof (hierarchical)grid size. The planeis the groundplanein
thetrianglessceneandthetriangleis oneof thetrianglesin thesamescene Right: Framerateas
functionof time for the expandingtrianglescene.

Thetimeto rehuild aspatialsubdvision from scratchis expectedo beconsiderably
higherthanthe costof re-insertinga smallnumberof objects.For the trianglesscene,
where200 out of 201 objectswere animated the updateratewasstill a factorof two
fasterthanthe costof completelyrekuilding the spatialsubdvision. This wastrue for
boththe interactve grid andthe hierarchicalgrid. A factorof two wasalsofound for
the animationof 81 spheresn the sphereflak scene.Whenanimatingonly 9 objects
in this scenethedifferencewasafactorof 10in favor of updating.We believe thatthe
performancdifferencebetweernretuilding the acceleratiorstructureand updatingall
objectsis largely dueto the costof memoryallocation,which occurswhenrekuilding.

In additionto experimentsinvolving grids andhierarchicalgrids with a branching
factorof two, testswere performedusinga hierarchicalgrid with a higherbranching
factor Insteadof subdviding a voxel into eight children,herenodesare split into 64
children (4 alongeachaxis). The obsered frameratesarevery similar to the hierar
chicalgrid. Theobjectupdaterateswereslightly betterfor the sphereflak andtriangle
sceneshecausghesizedifferencedetweertheobjectsmatcheghisacceleratiorstruc-
ture betterthanboththeinteractive grid andthe hierarchicalgrid.

In the caseof expandingscenesthe logical boundingbox will becomeargerthan
the physicalboundingbox. The numberof voxelsthataretraversedperray will there-
foreonaveragancreaseThisis thecasen thetrianglesscené. Thevariationovertime
of the framerateis givenin Figure4 (right). In this example,the objectsarefirst sta-
tionary. At somepointthe animationstartsandthe frameratedropsbecausehe scene
immediatelystartsexpanding. At somepoint the expansionis suchthat a retuild is
warranted.There-computedpatialsubdvision now hasalogical boundingbox which
is identicalto the (new) physical boundingbox andthereforethe numberof traversed
voxelsis reducedvhencomparedwith the situationjust beforethe retuild. The total
frame rate doesnot reachthe frame rate at the start of the computation becausdghe
objectsaremorespreadut over spaceresultingin largervoxelsandmoreintersection
testswhich do notyield anintersectiorpoint.

Finally, Figure 6 shaws thatinteractively updatingscenesusingdraganddropin-
teractionis feasible.

2For this experiment the groundplaneof the trianglesscenewasreducedn size,allowing the retuild to
occurafterasmallernumberof frames.



6 Conclusions

When objectsare interactizely manipulatedand animatedwithin a ray tracing appli-
cation, much of the work thatis traditionally performedduring a pre-processingtep
becomesa limiting factor Especiallyspatial subdvisions which are normally built
oncebeforethe computatiorstarts,do not exhibit theflexibility thatis requiredfor an-
imation. Theinsertionanddeletioncostscanbe both unpredictableandvariable. We
have arguedthat for a small costin traversalperformancedilexibility canbe obtained
andinsertionanddeletionof objectscanbe performedn constantime.

By logically extendingthe (hierarchical)gridsinto spacethesespatialsubdvisions
dealwith expandingscenesathernaturally For modestexpansionsthis doesnot sig-
nificantly alter the frame rate. Whenthe scenesxpanda greatdeal, rekuilding the
entire spatialsubdvision may becomenecessaryFor large sceneghis may involve a
temporarydrop in framerate. For applicationswherethis is unacceptableit would
be advisableo performthereluilding within a separatehread(ratherthanthedisplay
thread)andusedoublebuffering to minimizetheimpacton therenderingthreads.
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Fig. 5. Testscenedbeforeary objectsmoved (top) andduringanimation(bottom).

Fig. 6. Framesreatedduringinteractive manipulation.



