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Evaluation of failure probability of a given system requires sampling of the system
response and can be computationally expensive. Therefore it is desirable to construct an
accurate surrogate model for the system response and subsequently to sample the surro-
gate model. In this paper we discuss the properties of this approach. We demonstrate that
the straightforward sampling of a surrogate model can lead to erroneous results, no matter
how accurate the surrogate model is. We then propose a hybrid approach by sampling both
the surrogate model in a ‘‘large” portion of the probability space and the original system in
a ‘‘small” portion. The resulting algorithm is significantly more efficient than the traditional
sampling method, and is more accurate and robust than the straightforward surrogate
model approach. Rigorous convergence proof is established for the hybrid approach, and
practical implementation is discussed. Numerical examples are provided to verify the the-
oretical findings and demonstrate the efficiency gain of the approach.

� 2010 Elsevier Inc. All rights reserved.
1. Introduction

Computing failure probability of a given system is a fundamental problem in many fields such as risk management, struc-
tural design, reliability based optimization, etc. The task can be easily formulated mathematically, for it is essentially a prob-
lem of evaluating multivariate integrals in domains defined by failure modes. However, in practice it is challenging to
accomplish. The reasons are mainly two folds: one is that the domain can be (highly) irregular, and the other is that the inte-
grals often reside in high-dimensional spaces.

The most straightforward approach is the direct Monte Carlo sampling (MCS). An estimate of the failure probability can be
readily obtained by counting the number of samples that lie within the failure domain. The concern is the computational cost,
for the total number of samples required is proportional to the inverse of the failure probability. A rule of thumb is that, in order
to obtain an estimate with reasonable accuracy one needs to generate at least 10 failure samples. Therefore for reliable systems
(those with small failure probability), a very large number of samples are required for MCS. Since each sample point requires a
simulation of the underlying system, MCS can be prohibitively time consuming. A number of improvements have been pro-
posed, e.g., directional sampling [3,8,20,21], (adaptive) importance sampling [1], line sampling [18], subset simulation [2], etc.

For complex systems one usually can only afford a very limited number of simulations. Hence none of the sampling based
methods seem affordable. Non-sampling approaches were then investigated. The most widely used methods are the First
Order Reliability Method (FORM) and the Second Order Reliability Method (SORM). In both methods, the closest point (geo-
metrical interpretation) on the limit state function, the function that separates failure and safe regions, to the origin in the
standard Gaussian space is first located. This point is often called the most probable point (MPP), the beta point, or the design
point. The limit state function is then approximated close to the MPP by a linear function (in FORM) or a quadratic function
. All rights reserved.
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(in SORM), and the resulting approximate integral is further approximated by asymptotic method. See, for example,
[16,11,7,15]. Many improvements have been made since their early developments [5,6,17,19,36]. And it is generally regarded
that FORM and SORM are very effective methods for weakly nonlinear problems, especially in their asymptotic regimes
[24,27,26].

A different approach, which has the flavor of both sampling methods and non-sampling methods, is response surface
method (RSM). In RSM, one first conducts (usually) deterministic sampling of the system and then constructs a response sur-
face as an approximation of the limit state function. An estimate of the failure probability is then obtained by sampling the
response surface. Since the response surface is of analytic form, usually a multivariate polynomial, sampling is achieved with
no simulation effort and can be done with a large number of samples. The idea has been pursued long ago [29,10,4], but has
not shown significant advantages in a large class of problems over the FORM/SORM. It is widely acknowledged that the con-
struction of the response surface is crucial. This is a challenging problem and it is where most later developments have fo-
cused on [25,12,14,22,23].

The method proposed in this paper also relies on response surface, which will be termed by a synonymous phrase sur-
rogate. This is done intentionally because traditionally response surfaces are constructed by methods based on regressions,
design of experiments, or some statistical algorithms, most of which are heuristic. Here we will employ the notion of sur-
rogate to include some of the more recent constructions that are mathematically rigorous and with established convergence
properties and error analysis. In particular, we introduce generalized polynomial chaos (gPC) methodology as a surrogate
model. The gPC method, an extension of the seminal work on polynomial chaos by R. Ghanem (cf. [13]), has become one
of the most widely used methods for stochastic computation since its introduction in [34]. It is based on multidimensional
approximation theory and in many problems more efficient than other methods. Unlike the traditional response surfaces,
which usually take the form of linear or quadratic polynomials, the gPC expansions can be readily constructed for high orders
and result in superior accuracy. Many work has been devoted to gPC methods. For a detailed overview, see [31,32].

The real contribution of this paper, however, lies beyond the use of gPC expansion. (In fact, using gPC as a surrogate model
has been attempted in [22,23].) Here we first demonstrate that the existing straightforward surrogate (or response surface) ap-
proach can result in erroneous estimates for the failure probability, no matter how accurate the surrogate model is. Consequently
the lack of robustness of RSM is a fundamental issue rather than an accuracy issue. Having identified the core issue, we then
present a hybrid approach that combines sampling of the surrogate and the original system. The idea is that in the most part
of the probability space that are reasonably ‘‘away” from the limit state, samples of the surrogate (which are easy to obtain)
are used, and only in the region ‘‘close” to the limit state are the samples the original system used. By doing so, only a (very)
small portion (proportional to the failure probability) of the samples are from the original system and therefore the overall
cost is much smaller than sampling the system in the entire probability space. On the other hand, the use of these small
number of samples of the original system can prevent the loss of accuracy of the direct surrogate approach. Consequently
the hybrid approach is much more efficient than the direct MCS and offers higher accuracy compared to the direct surrogate
approach. Rigorous analysis is conducted and we present convergence proof for the hybrid approach. The analysis reveals a
desirable feature of the hybrid approach. That is, the convergence of the failure probability estimate does not require the
convergence of the surrogate model. This is a useful fact in practice because it allows one to use any surrogate model with
finite accuracy. We then proceed to propose an alternative implementation of the hybrid method. This is an iterative algo-
rithm that is more flexible and efficient, although the accuracy of the underlying surrogate model will affect the accuracy of
the failure probability estimate. The properties of the two algorithms are discussed.

The paper is organized as follows. After setting up the problem in Section 2, we briefly review the MCS and RSM methods
in Section 3, two of the existing methods that are directly related to our algorithms, and present arguments of the invalidity
of the traditional RSM methods. The new hybrid method is proposed in Section 4, where both the numerical algorithms and
the convergence proof are presented. A set of numerical examples are shown in Section 5 to examine the properties of the
hybrid method, before the paper is concluded in Section 6.

2. Problem setup

Let Z ¼ ðZ1; Z2; . . . ; ZnZ Þ : X! RnZ be a nZ-dimensional random vector with distribution function FZ(z) = Prob (Z 6 z), where
X is the probability space and z 2 RnZ . Reliability problem is traditionally defined by a (scalar) limit state function, also called
performance function, g(Z), where g(Z) < 0 defines the failure domain Xf and g(Z) P 0 the safe domain. That is,
Xf , fZ : gðZÞ < 0g: ð2:1Þ
And the probability of failure Pf is defined as
Pf ¼ ProbðZ 2 Xf Þ ¼
Z

Xf

dFZðzÞ ¼
Z

vXf
ðzÞdFZðzÞ; ð2:2Þ
where v is the characteristic function satisfying
vAðzÞ ¼
1 if z 2 A;

0 if z R A:

�
ð2:3Þ
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It is obvious that the hyper-surface defined by g(Z) = 0, called limit state surface, plays an important role. A proper
approach to determine the failure probability will depend on both the geometry of the limit state surface and the dimension-
ality nZ.

It should be noted that in most practical cases the form of the limit state function g(Z) is not known explicitly. In fact, very
often the random vector Z represents the random inputs into a complex system and g(Z) represents a complicated relation
between the inputs and the failure modes via the solution of the system. That is, g(Z) depends on the solution of a potential
highly complex stochastic system. Hence, no explicit form of g(Z) is available. And g(Z) can only be evaluated by simulations
of the system and can be computational intensive to obtain.

3. Existing approaches

Here we briefly review the existing approaches. In particular, we focus on the Monte Carlo sampling (MCS) and response
surface method (RSM), because they are directly related to the method proposed in this paper. The methods of FORM and
SORM will not be reviewed here. Instead we refer the interested readers to reviews such as [24,27,26].

3.1. Monte Carlo simulation

The most straightforward way to compute the failure probability is Monte Carlo sampling (MCS), where random samples
are generated according to the distribution of Z and those land in the failure region are counted to estimate the failure prob-
ability. Let zðiÞ 2 RnZ ; i ¼ 1; . . . ;M, be a set of samples for the random vector Z, then a MCS estimate of the failure probability is
Pmc
f ¼

1
M

XM

i¼1

vfgðzÞ<0gðzðiÞÞ: ð3:1Þ
Note, hereafter we will, with a slight abuse of notation, use the shorthanded notation {g(z) < 0} to stand for the set {z :
g(z) < 0}. This is done merely for notational convenience.

Although easy to implement, the MCS approach can be costly in practice, for each sample point requires a full-scale sim-
ulation of the underlying system. And usually a large number of samples is required to obtain an accurate estimate of the
failure probability. The approach can be much more difficult when the failure probability is small, as in this case most of
the samples will not land in the failure region. Variations of MCS exists, see, for example, [3,8,20,21,1,18,2].

3.2. Response surface method

One of the alternatives to MCS is response surface method (RSM). Here one conducts an accurate (stochastic) simulation
of the underlying system and constructs a response surface (RS) for the limit state function. That is, we seek
~gðZÞ � gðZÞ;
where the approximation is assessed in a proper norm/metric and is satisfactory. We then estimate the failure probability
based on the RS, that is,
PRS
f ¼

1
M

XM

i¼1

vf~gðzÞ<0gðzðiÞÞ: ð3:2Þ
A distinct advantage of this approach is that sampling ~g does not require any simulation effort of the original system. Hence,
we can use an arbitrarily large number of samples to obtain the estimate. The only simulation effort is spent on constructing
the RS and is a one-time cost. Therefore the accuracy of the surrogate is important, and there have been some research efforts
devoted to this line of approach [25,12,14,22,23].

We now present counter-examples to demonstrate that such a straightforward use of RS will result in erroneous results
for the failure probability estimate. More importantly, the accuracy of the RS can not help improve the estimate. In fact, no
matter how accurate the RS is, the resulting failure probability estimate can still be incorrect.

Example 3.1. Consider a trivial state function g(Z) = 0. Thus the true failure probability Prob (g(Z) < 0) = 0. Now let a
surrogate model be
gNðZÞ ¼ �
1
N
; N P 1;
which implies
lim
N!1

gNðZÞ ¼ gðZÞ; 8Z:
However, ePf ¼ ProbðgN < 0Þ ¼ 1 for any finite N. Therefore, the estimate ePf is completely off even though gN approximates g
not only point-wise but also uniformly. Similarly, one can use a response surface
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gNðZÞ ¼
1
N

sinðkZÞ;
where k is an arbitrary wave number. The same conclusion holds. Though gN(Z) ? g(Z) as N ?1, for any finite N,ePf ¼ ProbðgN < 0Þ � 1=2 and is an incorrect result.
Example 3.2. Let Z � U[�1,1] be a random variable uniformly distributed in [1,1] and consider a state function
gðZÞ ¼
�1; Z 2 ½�1;0Þ;
�0:5; Z ¼ 0;
0; Z 2 ð0;1�:

8><
>:
Naturally, gðZÞ 2 L2
½�1;1�, and Prob (g(Z) < 0) = 0.5. We now construct an orthogonal polynomial approximation to g. Let gN(Z)

be the series expansion for g using Legendre polynomials. Its explicit form exists
gNðZÞ ¼ �
1
2
þ
XN

n¼0

ð�1Þnð4nþ 3Þð2nÞ!
22nþ2ðnþ 1Þ!n!

P2nþ1ðZÞ;
where Pn are the classical Legendre polynomials. This is a global polynomial approximation to a discontinuous function and
we have the L2 convergence limN!1kg � gNkL2

½�1;1�
¼ 0. However, for any finite N, the expansion suffers from Gibbs’ oscillation.

Consequently, Prob (gN(Z) < 0) = C, where the constant C � 3/4.
The key message behind these counter-examples is that a response surface can be as accurate as one wishes, measured by

one of the classical norms or even point-wise, but the resulting estimate of failure probability can be erroneous and produce
catastrophic results in practice.

4. Hybrid approach

We now present a hybrid approach for failure probability computation. The approach seeks to combine the advantage of
the robustness of MCS and the ease of sampling of response surface method. By doing so, the new method significantly im-
proves the efficiency of the MCS and addresses the accuracy issue of the direct RSM. Hereafter we will replace the notion of
response surface with surrogate model because the traditional RSM is mostly based on heuristic constructions such as regres-
sion, design of experiments, etc. We use surrogate model to incorporate the more recent rigorous constructions, which in-
clude, but are not limited to, those based on generalized polynomial chaos (gPC).

4.1. Algorithm

Let gN(Z) be a surrogate model for the limit state function g(Z). That is, gN(Z) � g(Z) in a proper norm. The hybrid method
consists of the following steps:

1. Constructing an accurate surrogate model gN for the limit state function g. We require gN to approximate g in a proper
strong norm, typically a Lp-norm with p P 1.

2. Identify/prescribe a threshold value c > 0. Usually this is a small positive number.
3. Conduct random sampling of Z by generating zðiÞ 2 RnZ , i = 1, . . . ,M, according to the distribution of Z.
4. For each i = 1, . . . ,M, evaluate gN(z(i)). If jgN(z(i))j 6 c, evaluate g(z(i)).
5. Finally, the failure probability is estimated as
Ph
f ¼

1
M

XM

i¼1

veX f
ðzðiÞÞ; ð4:1Þ
where the approximate failure region is defined as
eXf , fgNðZÞ < �cg [ ffjgNðZÞj 6 cg \ fgðZÞ < 0gg: ð4:2Þ
The key idea behind the algorithm is that we use the samples from the surrogate gN whenever their values are reasonably
large (jgN(z)j > c), and only use the samples of the true limit state g when jgNj is smaller than the threshold. By doing so, only a
(small) portion of the samples is from sampling g (which is costly) and a (large) portion is from sampling the surrogate gN

(which is inexpensive). Therefore, this hybrid approach combines the accuracy of MCS and efficiency of surrogate
approaches.

The parameter c determines the efficiency of the algorithm. The smaller the value of c, the smaller the region where sam-
ples of the original system g are required. Hence, small c is preferred. However, to ensure the accuracy of the algorithm, c can
not be arbitrarily small. Its value is directly related to the accuracy of the surrogate model gN. This will be discussed in details
in the convergence study of the algorithm in the following sections.
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4.2. Construction of surrogate

Construction of the surrogate model is a critical step. And a surrogate of high accuracy is always preferred. Though there
exist many means of constructing surrogate models, here we discuss an approach based on the generalized polynomial chaos
(gPC) methodology, which has become widely popular in the field of stochastic computing. We emphasize that the hybrid
approach presented here requires only the expression of a surrogate model. How one constructs the surrogate model is in prin-
ciple independent of the implementation of the hybrid approach. Therefore, in practice, one is free to use any kind of sur-
rogate model and not restricted to the gPC models discussed here. For example, one can employ an empirical surrogate
model. The conditions to ensure the accuracy of the hybrid method is rather mild, and will be presented in the following
section.

Let i ¼ ði1; i2; . . . ; inZ Þ 2 N
nZ
0 be a multi-index with jij ¼ i1 þ i2 þ � � � þ inZ , and let N P 0 be an integer. The Nth-degree gPC

expansion of g(Z) takes the following form
gNðZÞ ¼
XN

jij¼0

aiUiðZÞ: ð4:3Þ
where {ai} are expansion coefficients that are to be determined, and {Ui(Z)} are nZ-dimensional orthogonal polynomials of
degree up to N, satisfying
E½UiðZÞUjðZÞ� ¼
Z

X
UiðzÞUjðzÞdFZðzÞ ¼ di;j; 0 6 jij; jjj 6 N: ð4:4Þ
Here di;j ¼
QnZ

d¼1did ;jd ¼ 1 if i = j and 0 otherwise, and is the multivariate Kronecker delta function. The orthogonality relation
indicates a correspondence between the distribution of Z and the type of the orthogonal polynomial basis {Ui(Z)}. For exam-
ple, when dFZ is a Gaussian measure corresponding to normal distribution, the orthogonality relation (4.4) defines Hermite
orthogonal polynomials. Therefore, we have Hermite polynomial chaos corresponds to Gaussian distribution, Legendre poly-
nomial chaos corresponds to uniform distribution, etc. For detailed discussions of these relations, see [34].

For a given stochastic system, there are different ways to obtain the expansion coefficients. This is where different numer-
ical approaches deviate from each other. Roughly speaking, two of the most popular approaches are the Galerkin method and
the collocation method. We will not engage in a detailed discussion on this and refer the interested readers to references
such as [31,32]. For the purpose of this paper, it suffices to assume that a particular numerical method is employed and
the expansion coefficients are obtained, and the resulting gPC solution is a satisfactory approximation to the true solution.
The most common norm to measure the accuracy is the L2 norm, which implies
kgðZÞ � gNðZÞk
2
L2
X

:¼
Z

X
jgðzÞ � gNðzÞj

2dFZðzÞ ! 0; N !1: ð4:5Þ
And the convergence rate depends on the regularity of g. The smoother g is, the faster the convergence rate. When g is rel-
atively smooth, a low-degree expansion may achieve sufficient accuracy and results in significant efficiency gain.

Note that when the true solution possesses sufficient smoothness in the random space, it is possible for the gPC approx-
imation to converge in a stronger norm such as the L1 norm. However, here we will adopt the rather mild and more general
Lp, p P 1, norm, which includes the most commonly used L2 norm. More importantly, hereafter we will not require the con-
vergence property of gN, as in the form of (4.5). We will only assume that gN is an approximation of g and its error can be
quantified in Lp norm. Though gPC approach is discussed in details here, in practice one can adopt any kind of surrogate with
finite accuracy in Lp norm.

4.3. Error analysis

Here we present an error estimate of the hybrid approach for failure probability estimate. Again we remark that only Lp

error of the surrogate model gN is required. For notational convenience, we define, for a real c P 0,
PN;c ,

Z
X
vfgNðZÞ<�cgdFZðzÞ;

Q N;c ,

Z
X
vf�c6gNðZÞ6cg\fgðZÞ<0gdFZðzÞ:

ð4:6Þ
From the algorithm in Section 4.1, it is clear that PN,c stands for the failure probability computed from sampling the surrogate
gN ‘‘away” from the limit state, and QN,c represents the failure probability computed from sampling g when gN is ‘‘close” to
the limit state. The overall estimate of the failure probability by the hybrid algorithm is the summation of the two, i.e.,
Ph
f ¼ PN;c þ QN;c: ð4:7Þ
Naturally, Ph
f becomes the surrogate/response surface estimate in (3.2) when c approaches zero. And when c approaches

infinity, Ph
f becomes the MCS estimate Pmc

f in (3.1). The following result holds.
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Theorem 4.1. Assume, in the definition (2.2) of the failure probability Pf, the limit state function gðZÞ 2 Lp
X, p P 1, and gN(Z) is its

approximation in Lp-norm, i.e., for p P 1,
kgðZÞ � gNðZÞkLp
X
¼

Z
X
jgðzÞ � gNðzÞj

pdFZðzÞ
� �1=p

:

Let PN,c and QN,c be defined as in (4.6) and Ph
f as in (4.7) . Then for all � > 0, there exits cN > 0 such that for all c > cN
Pf � Ph
f

��� ��� < �: ð4:8Þ
More precisely,
cN ¼
1
�1=p kgðZÞ � gNðZÞkLp

X
: ð4:9Þ
Proof. Since for any c > 0,
kgðZÞ � gNðZÞk
p
Lp
X
¼
Z

X
jgðzÞ � gNðzÞj

pdFZðzÞ

¼
Z

X
vfjgðzÞ�gNðzÞj>cgjgðzÞ � gNðzÞj

pdFZðzÞ þ
Z

X
vfjgðzÞ�gNðzÞj6cgjgðzÞ � gNðzÞj

pdFZðzÞ

P cp
Z

X
vfjgðzÞ�gNðzÞj>cgdFZðzÞ; ð4:10Þ
it follows that
Z
X
vfjgðzÞ�gNðzÞj>cgdFZðzÞ 6

1
cp
kgðzÞ � gNðzÞk

p
Lp
X
: ð4:11Þ
As a result, for any given � > 0, let c > cN, which is defined in (4.9), we have
Z
X
vfjgðzÞ�gNðzÞj>cgdFZðzÞ < �: ð4:12Þ
From the definition (2.2) of Pf, we have
Pf ¼
Z

X
vfgðzÞ<0gdFZðzÞ ¼

Z
X
vfgNðzÞ<�cg\fgðzÞ<0gdFZðzÞ þ

Z
X
vf�c6gNðzÞ6cg\fgðzÞ<0gdFZðzÞ

þ
Z

X
vfgNðzÞ>cg\fgðzÞ<0gdFZðzÞ :¼ P1 þ P2 þ P3; ð4:13Þ
where P1, P2, P3 are the three integrals in the above expressions, respectively.
Since {gN(z) < �c} = ({gN(z) < �c} \ {g(z) < 0}) [ ({gN(z) < �c} \ {g(z) P 0}), and ({gN(z) < �c} \ {g(z) P 0}) � {jgN(z) �

g(z)j > c}, we have
PN;c < P1 þ
Z

X
vfjgðzÞ�gNðzÞj>cgdFZðzÞ: ð4:14Þ
On the other hand, ({gN(z) < �c} \ {g(z) < 0}) � {gN(z) < �c}, then we have
P1 6 PN;c: ð4:15Þ
It is easy to see, from the definitions in (4.6), that P2 = QN,c. For P3, since {gN(z) > c} \ {g(z) < 0} � {jg(z) � gN(z)j > c},
0 6 P3 6

Z
X
vfjgðzÞ�gNðzÞj>cgdFZðzÞ: ð4:16Þ
Upon combining Eqs. (4.14)–(4.16) we obtain
PN;c �
Z

X
vfjgðzÞ�gNðzÞj>cgdFZðzÞ þ Q N;c 6 P1 þ P2 þ P3 6 PN;c þ Q N;c þ

Z
X
vfjgðzÞ�gNðzÞj>cgdFZðzÞ: ð4:17Þ
Together with (4.13), (4.12) and (4.7), the main conclusion holds. h

The theorem states that the estimate by the hybrid method (4.7) will converge to the true failure probability Pf for any
threshold value c that is larger than cN. Therefore cN is a lower bound of the threshold to guarantee convergence of the failure
probability estimate. It is also clear from the proof that the cN given in (4.9) is an upper bound estimate. Hereafter we will
refer cN of (4.9) as the critical threshold, which is determined by the Lp error of the surrogate model gN and the prescribed
error control �. For a given error control �, the more accurate gN is, the smaller cN is. Hence the smaller the region where
samples of the original model g is required and the larger the efficiency gain. It is also worth noting that the convergence
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of the failure probability Ph
f does not require the convergence of the surrogate gN. That is, cN from (4.9) is merely a number

providing the critical threshold value to separate the two sampling regions. For any surrogate gN with finite accuracy, any
choice of c larger than cN would be sufficient. This fact is useful for practical computation because it guarantees the conver-
gence of the failure probability estimate for any given surrogate model with fixed accuracy.

In practice, the integrals PN,c and QN,c need to be calculated numerically. The straightforward approach is to use MCS. Let
z(i), i = 1, . . . ,M, be samples generated by the distribution of Z. Then,
ePN;c ¼
1
M

XM

i¼1

vfgN<�cgðzðiÞÞ; ð4:18Þ

eQ N;c ¼
1
M

XM

i¼1

vfjgN j6cgðzðiÞÞ � vfg<0gðzðiÞÞ; ð4:19Þ
are MCS approximations of PN,c and QN,c, respectively. Subsequently, the numerical estimate
ePh
f ¼ ePN;c þ eQ N;c ð4:20Þ
will converge to Ph
f as the number of samples increases. Note again, for an ensemble of large size M� 1, most of its samples

lie in ePN;c, which can be evaluated easily by evaluating the surrogate gN. Only a small portion of the ensemble lies in the esti-
mate eQ N;c, which requires evaluations of the original system g.

4.4. A practical iterative algorithm

The convergence of the hybrid method, as stated in Theorem 4.1, requires the knowledge of cN, the critical threshold va-
lue, which in turns depends on the Lp error of the surrogate model gN. In practice, the error of the surrogate is often hard to
obtain and the choice of the threshold value c becomes ‘‘free”–not a desirable situation. Here we propose an iterative scheme
that avoids the choice of c.

Let M� 1 be the total number of samples, and Sz ¼ fzðiÞgM
i¼1 be the sample set generated from the probability distribution

FZ. Let dM be an integer (much) smaller than M for the ‘‘step size” and g P 0 a small number for stopping criterion of the
following iteration. Let integer k be the iteration count.

	 Initialization:
– Set k = 0, M(k) = 0, and SðkÞz ¼ ;.
– Estimate the failure probability using the surrogate model gN. That is, for k = 0, let
PðkÞf ¼
1
M

XM

i¼1

vfgN<0gðzðiÞÞ: ð4:21Þ
– Sort fjgNðzðiÞjg
M
i¼1 in ascending order.

	 Iteration: At k-th iteration (k > 0), do the following.
– Identify the (M(k) + 1) to (M(k) + dM) elements in the sorted sequence of jgNj and their corresponding samples in the set

Sz. Denote dSðkÞz the set for these samples, and let SðkÞz ¼ Sðk�1Þ
z [ dSðkÞz . Obviously the size of dSðkÞz is dM.

– Evaluate the original model g at the sample points in the set dSðkÞz .
– Update the failure probability estimate using the values of g on dSðkÞz .
PðkÞf ¼ Pðk�1Þ
f þ 1

M

X
zðiÞ2dSðkÞz

�vfgN<0gðzðiÞÞ þ vfg<0gðzðiÞÞ
h i

: ð4:22Þ
– If jPðkÞf � Pðk�1Þ
f j 6 g, exit; if not, let k k + 1, M(k) = M(k�1) + dM, and repeat the iteration.

Note the first estimate (4.21) in the initialization step is simply the estimate by the surrogate model. In each iteration
step, d M samples whose values of gN are the ‘‘closest” to zero are simulated by the original model g and used in the prob-
ability estimation. The iteration will terminate when the stopping criterion is reached, or when the iteration step reaches dM/
dMe. The latter case corresponds to the situation when all of gN samples are replaced by those of g. And the hybrid estimate Ph

f

will become the MCS estimate Pmc
f . Therefore, the convergence of the iterative scheme is easily established as
PðkÞf ! Pmc
f ; k! dM=dMe; ð4:23Þ
which in turn will converge to the exact Pf with increasing number (M) of samples. However, in practice the iteration would
be required to exit early by satisfying the stopping criterion g. This indicates that a numerical convergence of the iteration is
reached. In this manner, the iterative algorithm can be considered as a ‘‘predictor–corrector” scheme, where the estimate by
the surrogate gN serves as a predictor and the samples close to the limit state are iteratively replaced by their true model g
values to correct the probability estimate. The converged failure probability now depends on the accuracy of the underlying
surrogate gN.
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We also note that if one has a good error estimate of gN, then the critical threshold value cN can be estimated by (4.9). In
this case one can check, at each iteration, if all the samples in Sz n SðkÞz have values of jgNj larger than cN then the iteration can
be terminated.

From a practical point of view, one can also prescribe a maximum iteration number kmax, which can be specified based on
ones simulation capacity. If Mmax is the maximum number of Monte Carlo simulations one can afford for the original system
g, then kmax = dMmax/dMe.

4.5. A discussion on the two algorithms

The fundamental idea behind the hybrid method is to separate the integration domain into two regions: one that is
‘‘close” to the limit state g = 0 where sampling of the original system g is used, and elsewhere in the domain sampling of
the surrogate gN is used. In the above sections, two different algorithms are proposed. The algorithm in Section 4.1 is
non-iterative and hereafter will be referred to as the direct algorithm, whereas the algorithm in Section 4.4 will be called
the iterative algorithm. Here we make some brief comments about the algorithms.

	 Direct Algorithm. The obvious advantage of the direct algorithm from Section 4.1 is its convergence property. The algo-
rithm is guaranteed to be accurate (within the prescribed error control), as stated in Theorem 4.1, for any surrogate model
gN with finite accuracy, so long as one can identify a proper threshold value c to separate the integration domain. The
value of c should be larger than the critical threshold value cN, which depends on the accuracy of gN as in (4.9). And this
is the limitation of the direct algorithm, because in practice one rarely knows the accuracy of the surrogate and can not
easily specify the threshold c.
	 Iterative Algorithm. The iterative algorithm proposed in Section 4.4 does not require the knowledge of the threshold. Instead

the algorithm starts to replace the samples of gN that are the closest to zero by samples of g and then update the probability
estimate. The procedure is conducted iteratively till a convergence is established. Though in principle the result will con-
verge to the MCS result once all the samples of gN are replaced by those of g. In practice it is desirable to stop the procedure
as early as possible by using a convergence criterion parameter, and thus inducing less sampling of g. This implies that the
iteration reaches numerical convergence for the given surrogate, and the resulting probability estimate now depends on the
underlying gN. Therefore, the accuracy of gN will directly affect the accuracy of the probability estimate.

In summary, the direct algorithm can always produce an accurate failure probability estimate, as long as one can specify a
proper threshold value c, which may not be easy to do in practice. Any surrogate model gN can be used, though the less accu-
rate ones will induce larger threshold and render the direct algorithm less efficient. Therefore the accuracy of the surrogate
gN will have a direct impact of the efficiency of the direct algorithm.

The iterative algorithm does not require the specification of the threshold parameter. But its accuracy will depend on the
accuracy of the surrogate gN, and gN with better accuracy will be preferred. Thus the direct impact of the accuracy of gN is on
the accuracy of the failure probability estimate.

5. Numerical examples

In this section we present some numerical examples to demonstrate the properties of the hybrid approach. The examples
are chosen in such a way that they include cases involving random ODE and PDE, scalar equation and system of equations,
linear problems and nonlinear problems, as well as uni-variate problems and multivariate problems. The computational
complexity of all examples is not particularly high, and this allows us to focus on the properties of the failure probability
estimation. Both the direct algorithm and the iterative algorithm are considered. In all numerical examples, we conduct
the traditional MCS with M = 106 samples and use the results as the reference solutions to examine the accuracy of the hy-
brid methods. Same sequences of M = 106 random numbers are utilized so that the comparison between MCS and hybrid
algorithms are meaningful. In all simulations by the iterative algorithm we employ dM = 100 and g = 0.

5.1. Ordinary differential equation

Consider a random ODE
du
dt
¼ �Zu; uð0Þ ¼ u0; ð5:1Þ
where the decay rate coefficient Z is a random variable with probability distribution FZ(z) = Prob (Z 6 z). The exact solution of
(5.1) is:
uðt; ZÞ ¼ u0e�Zt: ð5:2Þ
Suppose the failure probability is Pf = Prob[g(u(t,Z)) < 0], where the limit state function g is, for a given value ud,
gðuðt; ZÞÞ ¼ uðt; ZÞ � ud; ð5:3Þ
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Fig. 5.1. Example 1, direct algorithm. Decay of the critical threshold cN (left) and the percentage of the required number of samples of g (right) for different
orders of gPC expansion N. (Accuracy requirement is � = 10�6.)
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Fig. 5.2. Example 1, direct algorithm. Percentage of the required number of samples of g to reach error control of � = 10�6, 10�3, 10�1, for different orders of
gPC expansion N.
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Here we employ the gPC Galerkin method to solve (5.1) ([34]). Let uN be the gPC solution with order N. Then the error can be
evaluated as
e2
NðtÞ ¼ kuNðt; ZÞ � uðt; ZÞk2

L2
X
¼
Z

X
juNðt; zÞ � uðt; zÞj2dFZðzÞ: ð5:4Þ
According to Theorem 4.1, the critical threshold cN can be determined by (4.9).
We fix u0 = 1, t = 1, and assume Z � Nðl;r2Þ is a Gaussian random variable with mean l = �2 and standard deviation

r = 1. Let ud = 0.5 and the exact failure probability can be computed as Pf = 0.003539050776086. The reference solution by
MCS is Pmc

f ¼ 0:003561.
We first consider the direct algorithm with an accuracy requirement of � = 10�6. On the left of Fig. 5.1, the critical thresh-

old cN from (4.9) is shown for increasing order of gPC expansions. We observe fast (exponential) decay of cN with respect to
N. This is expected because the decay of cN is the same as the L2 error of gN, as indicated by (4.9). The fast decay of cN indicates
that at higher orders, the region of sampling of g becomes smaller very fast. This can be seen on the right of Fig. 5.1, where
the percentage of the required number of samples of g to reach the accuracy requirement is shown. The accuracy require-
ment is set to be very high (� = 10�6). We observe that while at lower orders the required percentage is high (close to 100%),
once the surrogate order passes a critical order (around 8), the percentage drops drastically. This indicates that the direct
algorithm can produce accurate failure probability estimate with very few samples of the original model g. If we relax
the accuracy control, then the number of samples of g will decrease. This is evident from Fig. 5.2, where the percentages
of required samples of g for accuracy control of � = 10�6, 10�3, 10�1 are reported. It can be seen that with more relaxed accu-
racy control, lower order gPC can produce satisfactory failure probability estimate with smaller number of samples of g. We



Table 5.1
Example 1, iterative algorithm. Number of samples (#) of the original model g for convergence and errors of the converged failure probability estimates, for
different order (N) of gPC expansions.

N 1 3 5 7 9 11 13 15

# 428,900 28,700 1000 6000 600 300 300 200
Error 5.7(�3) 7.0(�4) 2.5(�3) 4.9(�4) 5.8(�4) 0 0 0
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Fig. 5.3. Example 1, iterative algorithm. Percentage of the number of samples of g (left) and errors of the failure probability estimates (right), for different
order of gPC expansions.
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also remark that these percentages are calculated based on (4.9), which is an upper bound. This implies that the required
percentage in actual computation may be (much) lower.

Next we examine the iterative algorithm presented in Section 4.4. In Table 5.1, the numerical results are tabulated for
various orders of gPC surrogate gN. The same results are also graphed in Fig. 5.3. It can be seen that at lower order expansions,
more samples of the true model g are required to produce converged solutions, which become more accurate as the order of
gN increases. The percentage of the samples of g drops quickly at higher orders. And at sufficiently high orders, i.e. N = 11, 13,
15, a couple of hundreds of samples of g can help produce the exactly the reference MCS solutions. The percentages in these
computations are lower than those estimated by the direct algorithm (see Fig. 5.2). This is consistent with the fact that the
results of Fig. 5.2 are upper bound estimates.

5.2. Multivariate benchmark

Here we consider a multivariate benchmark problem, the Example 6 from [9]. The failure function was defined as
gðXÞ ¼ X1 þ 2X2 þ 2X3 þ X4 � 5X5 � 5X6 þ 0:001
X6

i¼1

sinð100XiÞ ð5:5Þ
where Xi � LN(li,ri) for i = 1, 2, . . . ,6, are independent log-normal random variables. Let fZig6
i¼1 be i.i.d. Nð0;1Þ Gaussian ran-

dom variables. We employ Hermite polynomials to approximate fXig6
i¼1.
Xi � XN;iðZiÞ ¼
XN

k¼0

ci;kHkðZiÞ; ci;k ¼ eliþ
r2

i
2
rk

i

k!
: ð5:6Þ
We then construct our gPC surrogate model as
gNðZÞ ¼ XN;1 þ 2XN;2 þ 2XN;3 þ XN;4 � 5XN;5 � 5XN;6:
A direct approximation of the nonlinear terms involving sine functions is avoided because of their small coefficients. It is
easy to see that
kg � gNkL2 6 kX1 � XN;1kL2 þ 2kX2 � XN;2kL2 þ 2kX3 � XN;3kL2 þ kX4 � XN;4kL2 þ 5kX5 � XN;5kL2 þ 5kX6 � XN;6kL2 þ 0:006
And this relation can be used to estimate the critical threshold cN. Note that in this particular example the gPC surrogate gN

will not converge to g because of the neglect of the sine terms.
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Table 5.2
Example 2, iterative algorithm. Number of samples (#) of the original model g for convergence and error of the converged failure probability estimates, for
different order (N) of gPC expansions.

N 2 4 6 8 10 12 14 16

# 178,900 18,600 200 400 600 600 600 600
Error 2.2(�3) 4.2(�3) 4.9(�4) 1.1(�4) 1.0(�6) 0 0 0
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Fig. 5.5. Example 2, iterative algorithm. Percentage of the number of samples of g (left) and error of the failure probability estimates (right), for different
order of gPC expansions.
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We consider the failure probability Pf = Prob (g(Z) < 0) with l1 = 0.12, r1 = 1; l2 = 0.12, r2 = 1; l3 = 0.12, r3 = 1; l4 = 0.12,
r4 = 0.5; l5 = 0.05, r5 = 1; l6 = 0.04, r6 = 1. The reference MCS estimate is Pmc

f ¼ 0:654615.
For the direct algorithm, we prescribe an error control of � = 10�4. In Fig. 5.4, the critical threshold cN is plotted on the left,

and the percentage of the number samples of g required to reach the error control is plotted on the right. Again we observe
the fast decrease of the critical threshold and notice it will not converge to zero because the surrogate gN does not converge.
However, with sufficient number of samples of g, accurate failure probability estimate can always be obtained. The percent-
age of samples of g becomes very small when the gPC order is high enough.

Next we examine the iterative algorithm. In Table 5.2 the numerical results are tabulated for various orders of gPC sur-
rogate gN. And the same results are also graphed in Fig. 5.5. Again we observe the fast decay of errors and required number of
samples of g at higher orders. Note that the iterative algorithm can produce exactly the reference MCS results at higher or-
ders, with the help of a few hundreds of samples of g, even though gN has finite accuracy and will not converge to g. As ex-
pected, the percentages of the samples of g are lower than those in Fig. 5.4, which are upper bounds.
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5.3. Partial differential equation

Consider viscous Burgers’ equation
ut þ uux ¼ muxx; x 2 ½�1;1�;
uð�1Þ ¼ 1þ d; uð1Þ ¼ �1:

ð5:7Þ
where d is a small perturbation to the left boundary condition (x = �1) and m > 0 is the viscosity. The solution has a transition
layer, whose location z, defined as the zero of the solution profile at steady state u(z) = 0, can be super sensitive to the uncer-
tainty d at the left boundary condition. Detailed discussion and simulations of this problem can be found in [35]. Let d 2 (0,e)
be a uniformly distributed random variable with e 
 1, and the failure function be defined as:
gðzðdÞÞ ¼ �zðdÞ þ z0: ð5:8Þ
Note z can be found as the solution of a nonlinear system of equations ([35])
A tanh
A

2m
ð1þ zÞ

� �
¼ 1þ d; A tanh

A
2m
ð1� zÞ

� �
¼ 1:
Let gNðdÞ ¼
PN

i¼0aiWiðdÞ be the gPC approximation of g(z(d)), where Wi(d) are Legendre polynomials and the coefficients are
computed via the pseudo spectral stochastic collocation method [30]. The error kgðdÞ � gNðdÞkL2 can then be computed to
estimate cN. We evaluate the failure probability when d has a uniform distribution in (0,0.1) and z0 = 0.75. The MCS reference
solution is Pmc

f ¼ 0:127170.
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Table 5.3
Example 4, iterative algorithm. Number of samples (#) of the original model g (left) and the error of failure
probability estimates (right), for different order (N) of gPC expansions.

N 1 2 3

# 46,400 5100 3600
Error 1.9(�5) 1.6(�5) 6.0(�6)
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The results by the direct algorithm are in Fig. 5.6, where the decay of the critical threshold cN is shown on the left and the
percentage of the number of samples of g required to reach the error control (� = 10�3) is shown on the right. The required
number of samples of g is relatively higher than the previous two examples. This is not totally surprising due to the highly
nonlinear and supersensitive nature of the problem.

For the iterative algorithm, the numerical results show that, at all orders, the converges results are exactly the same as the
reference MCS results. Therefore, the errors are zero for all orders. The percentage of the number of samples of g required to
produce such converged (and exact) solutions are plotted in Fig. 5.7 for all orders. Again we observe the fast decay of the
number of the true model samples. Note that the percentage of g samples are much lower than that from the direct algo-
rithm estimate in Fig. 5.6. Thus the iterative algorithm is a more practical implementation.
5.4. System of equations: cell-signaling cascade

Finally we consider a mathematical model of autocrine cell-signaling loop described in [28]. Suppose e1p, e2p, and e3p are
the dimensionless concentrations of the active form of the enzymes and satisfying the following equations:
de1p

dt
¼ IðtÞ

1þ G4e3p

Vmax;1ð1� e1pÞ
Km;1 þ 1� e1p

� Vmax;2e1p

Km;2 þ e1p
;

de2p

dt
¼ Vmax;3e1pð1� e2pÞ

Km;3 þ ð1� e2pÞ
� Vmax;4e2p

Km;4 þ e2p
;

de3p

dt
¼ Vmax;5e2pð1� e3pÞ

Km;5 þ ð1� e3pÞ
� Vmax;6e3p

Km;6 þ e3p
:

ð5:9Þ
We choose the same parameters and random variables as in [30], where Km,1�6 = 0.2, hVimax,1 = 0.5, hVimax,2 = 0.15,
hVimax,3 = 0.15, hVimax,4 = 0.15, hVimax,5 = 0.25, and hVimax,6 = 0.05, and for i = 1, . . . ,6, Vmax,i = hVimax,i(1 + r Zi), where r = 0.1,
Zi has a uniform distribution in (-1,1). Here, we use Legendre polynomials as the basis to expand the steady state response
of e3p with the fixed input signal I(t) = 1 and G4 = 0. Then the random space is six-dimensional, and the sparse grids colloca-
tion method ([33]) is used. In this case, we define failure function as:
gðZÞ ¼ e3pðZÞ � e3p;0 ð5:10Þ
where e3p,0 = 0.8. The reference MCS solution is Pmc
f ¼ 0:040455.
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Fig. 5.9. Example 4, iterative algorithm. Percentage of the number of samples of g (left) and the error of failure probability estimates (right), for different
order of gPC expansions.
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For this high-dimensional problem, we conduct the hybrid algorithm simulations for gPC order up to 3. The results by the
direct algorithm are shown in Fig. 5.8, where the error control is set at � = 10�3. Even at modest orders of N = 2, 3, the critical
threshold cN drops to very small values and results in modestly small percentage of samples of g.

For the iterative algorithm, we tabulate and plot the required number of true model sampling of g and the corresponding
error in the failure probability estimate in Table 5.3 and Fig. 5.9, respectively. We observe that the iterative algorithm pro-
duces highly accurate result even at these low order gPC expansion. The percentages of the samples of g are much smaller
than those required by the direct algorithm.

6. Summary

In this paper we identified a fundamental issue in estimating failure probability of a system by the response surface meth-
od (RSM). It was shown that the lacking of robustness of the traditional RSM, which seeks to sample the response surface
directly, can not be addressed by improving the accuracy of the response surface. Direct sampling of even the most accurate
response surface, which is termed surrogate model here, can still lead to erroneous estimate of the failure probability. We
then developed a hybrid approach that combines the Monte Carlo sampling (MCS) and the surrogate method. We employed
high order generalized polynomial chaos (gPC) expansion as an accurate surrogate, though this certainly is not the only
choice. The failure probability is then estimated by conducting a large number of samples in the probability space, where
a large portion of the samples is drawn from the surrogate (gPC) model and only a small portion from the original system.
The hybrid method is then much efficient than the traditional MCS method and much more accurate than the RSM method.
Convergence proof was established and different implementation algorithms were presented in details. Various numerical
examples were presented to closely examine the performance and demonstrate the efficiency of the hybrid algorithms.
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