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Abstract. Laser-induced fluorescence detection of the hy-
droxyl radical (OH) was used to measure the rotational tem-
perature and the absolute gas density along the centreline of
a continuous supersonic free-jet expansion. Measurement of
the lifetime of the electronically excited state of OH with po-
sition in the expansion enabled the observed signal to be cor-
rected for the effects of collisional quenching. Shock struc-
tures were observed with steep gradients in both temperature
and density. The visualisation enabled fluorescence lifetimes
taken inside the supersonic region to be used to obtain the
rate constant for the quenching of OH(A%2Zt, v/ = 0) by air at
26+ 4K. A value of 2.56£0.40 x 10719 molecule ' cm3s !
was obtained, a factor of more than four higher than at room
temperature, and consistent with attractive forces dominat-
ing the quenching of OH(A%2X ™). A detailed computational
fluid dynamics (CFD) simulation of the supersonic free-jet
expansion was performed, providing a two-dimensional vi-
sualisation of temperature and density variations throughout
the expansion. The CFD calculations reproduced the salient
features of the experimental temperature and density profiles
along the centreline. Comparison between experiment and
computation has allowed validation of CFD codes.

PACS: 32.50.+d; 82.20.Pm; 82.20.Wt

Free-jet expansions have been used by chemists, physicists,
and engineers for many years in a variety of applications,
including studies of photodissociation, elastic, inelastic, and
reactive scattering in crossed molecular beams [1-3], the
preparation of jet-cooled molecules for high-resolution spec-
troscopy [4,5], the formation of van der Waals cluster
molecules [6—8], the measurement of rate constants for ion-
molecule quenching or charge transfer reactions at very low
temperatures [9—11], and studies of aerodynamics [12].

In a relatively new application, we are employing a con-
tinuous supersonic jet expansion in order to detect ultra low
concentrations of important trace radical species in the atmo-
sphere [13]. In many molecular beam studies, a skimmer is
placed in the supersonic region of the expansion in order to
extract the centreline beam, with background pressures typi-
cally between 10~ and 10~° Torr. These experiments are not

usually sensitive to the effect of shock structures, such as the
Mach disc, involving rapid changes of temperature and densi-
ty. However, this is not necessarily true of experiments in free

Jets, particularly with continuous sources with much higher

background pressures, as employed in this work, and it is im-
portant to characterise the expansion. A feature of the Leeds
experiment is the capability to probe the expansion from deep
inside the supersonic region very close to the nozzle to well
downstream of any shock structures [13]. Laser-induced flu-
orescence (LIF) detection of the hydroxyl radical (OH) is
used as an in situ yet non-intrusive diagnostic of the expan-
sion. Scanning the laser over several OH lines allows the
rotational temperature to be measured at any point in the gas
expansion, whereas the OH LIF signal and lifetime can be
used to obtain the total gas density. The full visualisation
of the free-jet expansion can be compared to the predictions
of CFD models, allowing validation of the codes employed.
LIF detection complements other diagnostic methods used for
the visualisation of jet expansions, for example, pitot tube
studies, Schlieren photography [14], and beam deflection op-
tical tomography [15] for imaging of velocity and density
gradients. In situ detection of chemical species throughout
the evolution of a supersonic jet has been reported [2, 5, 9—
11, 16] but is more widespread in the study of reactive flows,
particularly flames [17-19], arc jets [20], and plasmas [21].

The free-jet offers potential for the study of collision-
al processes at ultra-low temperatures, but the density must
be known to measure rate constants. Although it is relative-
ly easy to measure the local translational temperature at any
point in the expansion, the local number density and hence
the collision rate varies with distance along the axis of the ex-
pansion. Smith and co-workers calculated gas temperatures
and densities within a pulsed free-jet expansion!! by solving
the generalised Boltzmann equation, assuming an anisotrop-
ic Maxwellian distribution. Rate constants were determined
for ion-molecule quenching and charge transfer reactions at
the ultra-low temperatures (7" > 0.5 K) calculated for the jet
using the ion-monitor technique [9, 10]. The ions were gen-
erated at a point in the expansion where neutral-neutral col-
lisions had effectively ceased. The calculations are complex
and the densities not suitable for the study of neutral-neutral
reactions.
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Ion-molecule reactions have also been studied by the
CRESU technique, developed by Rowe and co-workers at
temperatures as low as 8 K [22]. The method relies on the
formation of a uniform supersonic flow by means of an isen-
tropic expansion of gas through a Laval nozzle. A collisional
regime ensures that thermal equilibrium, and hence a mean-
ingful temperature, is present within the expansion. More
recently the technique has been extended to the study of
neutral-neutral reactions [23], particularly for radical-radical
reactions involving CN and CH, reaching temperatures as
low as 13 K. There have been several theoretical predictions
for the rates of radical-radical reactions at very low tem-
peratures [24], and comparison with the CRESU results has
proven fruitful. The CRESU technique, although successtul,
requires huge pumping capacities and the cost of the experi-
ment is high. In addition only one temperature can be studied
per Laval nozzle, which must be designed by calculation.

In this paper we show that by exploiting the relatively
long fluorescence lifetime of the OH radical on the A’Tt.
X2T1; transition, it is possible to determine the local den-
sity in a free-jet expansion where the quenching rates of
OH are known. The magnitude of the LIF signal is then
used to determine the density within the ultra-cold region
of the expansion. Very good agreement between our experi-
mental results and fluid-dynamics calculations indicate that
it is possible to calculate reliably the properties of a free-
jet expansion and hence obtain useful kinetic data at ul-
tralow temperatures. This is illustrated by our determination
of the rate constant for collisional quenching of electroni-
cally excited OH(A?XT) at 25 K. The use of free-jets for
such a measurement is only made possible by the visual-
isation of the variation of temperature and density in the
expansion, both experimentally and by CFD modelling. Col-
lisions of OH(A2Z™*) with a number of species are known
to occur on an attractive potential energy surface [25,26] and
thus the rate of quenching is expected to show an inverse
dependence with temperature, as demonstrated by previous
studies in cryogenically controlled cells [27], laser-heated
cells [28], flames [29], and shock tubes [30]. No quench-
ing measurements have been published at temperatures below
230K, and the free-jet technique allows a straightforward
means to study excited state dynamics at very low tempera-
tures.

The paper is organised as follows. In Sect. 1 experimen-
tal details pertinent to the in situ probing of a molecular beam
expansion are described. In Sect. 2 measurements of gas tem-
perature and fluorescence lifetimes within different regions of
the gas expansion from a variety of nozzle apertures are pre-
sented, together with the methodology for using these data
to convert the observed LIF signal into a spatially resolved
measurement of absolute density. In Sect. 3, the results of
CFD calculations are presented, giving the two-dimensional
variation of temperature, density and velocity, which are then
compared with the experimental results. Finally, in Sect. 4,
a methodology is described to obtain the rate constant for col-
lisional quenching of the excited state of OH by air at the
very low temperatures encountered in the jet expansion, using
the density and lifetime data. Some discussion is given to the
interpretation of the rate constant, which is an experimental
quantity obtained directly from the data, given the anisotrop-
ic collisional environment that may be encountered within the
jet expansion.

1 Experiment

An overview of the control structure of the experiment is
given schematically in Fig. 1, being similar in design to that
used by other groups measuring atmospheric OH [31-34].
Tuneable radiation at 308 nm is obtained using a copper
vapour laser (CVL) (Oxford Lasers ACL-35) pumped dye
laser (Lambda Physik LPD 3001). The CVL, configured with
unstable resonator optics, is capable of operation at a pulse
repetition rate up to 10kHz and will deliver an output pow-
er in excess of 40 W at its optimal operating frequency of
7 kHz. For reasons of space the two lasers are configured
one above the other on a double-decked table with the out-
put beam from the CVL focused through a 1 mm spatial filter
and collimated to a beam radius of about 8 mm as it is fold-
ed into the dye laser. The dye solution contains a mixture of
Rhodamine 6G (0.15 gL.~!') and Rhodamine 640 (0.12 gL.™1)
in ethanol, chosen to maximise output at 616 nm. This is fre-
quency doubled using a KDP crystal, and the UV separated
from the red fundamental by means of a standard assembly
of four Pellin-Broca prisms. With an optimum input power
into the dye laser of 20 W (sum of 511 nm and 578 nm lines),
an output power of ~ 200 mw at 308 nm, or the equivalent
of ~30wJ pulse'1 can be generated. The bandwidth of the
laser at 308 nm, measured using the spectral profile of a single
rotational line of OH at ~ 25K, was found to be 0.25 cm™!
(the laser and gas beams are mutually orthogonal and hence
Doppler broadening will be small, caused only by the radi-
al component of the jet velocity) with a FWHM pulse length
of 25 ns. The dye laser stepper motors for grating and doub-
ling crystal are controlled via an IEEE GPIB interface from
a PC. Cylindrical beam shaping and collimating optics gen-
erate a UV beam of ~ 3 mm diameter, whose pulse energy is
controlled (without beam steering) by transmission through
a Soleil-Babinet compensator and polarizer combination.
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Fig. 1. Schematic diagram of the instrument for low-pressure LIF detection
of OH. 1, iris; N, nozzle; L1, cylindrical lens; L2, telescope; L3, condensing
lens; SB, Soleil-Babinet compensator; P, polariser; M, mirror, Q, fused sil-
ica plate; PMT, photornultiplier; BC, boxcar integrator; RC, reference cell;
MD, microwave discharge



A small fraction (~ 8 %) of the UV beam prior to atten-
uation is directed into a reference cell using a fused silica
beamsplitter. The reference cell consists of a small Pyrex dis-
charge flowtube (internal diameter 22 mm), equipped with
Brewster angle fused silica windows. A small flow of lab-
oratory air is bubbled through deionised water and enters
the flow-tube through a sidearm surrounded by a microwave
discharge (EMS Microtron 200, 2450 MHz, 40 W). OH is
generated in the discharge from the water vapour at a to-
tal pressure of ~ 9 Torr. The OH radical is excited in the
A?ZF (v = 0) «<X2IT; (v = 0) transition at ~ 308 nm, and
fluorescence in the (0, 0) band is detected at right angles
to the laser axis using a single collimating lens and a side-
window PMT (RCA 1P28) masked by a UG11 filter. The
PMT signal is sent directly to a gated integrator (Stanford Re-
search Systems SR 250) whose output is digitised and stored
on a PC. Analysis of LIF excitation spectra taken over the Q
branch shows the OH to be rotationally equilibrated at ambi-
ent temperature. The purpose of the reference cell is to main-
tain the laser wavelength at OH line centre whilst observing
extremely low photon count rates in the main sampling cell.
Small drifts in laser wavelength or pulse energy due to grating
and doubling crystal instabilities (from temperature fluctua-
tions) can be corrected using the reference signal.

Two cross-sectional views of the chamber are shown
schematically in Fig. 2. It consists of a large, vertically orien-
tated cylindrical chamber, with an internal diameter of 22 cm,
mounted on a table separate from the optical bench. The laser
beam with a typical pulse energy of ~ 1 uJ enters and ex-
its the sampling chamber in the horizontal plane through two
arms, each of length 35 cm containing a series of variously
angled baffle rings with clear aperture of 7 mm, sealed with
fused silica windows at Brewster’s angle. The air sample con-
taining OH enters the chamber through a nozzle vertically
above the laser beam. The nozzle is mounted centrally within
the flexible bellows of a stepper motor driven z-shift (Creative
Vacuum Technology, DZSM/150/50, 40 mm range), which
allows precise, reproducible control (£0.001 in) of the laser-
probed region along the vertical beam gas expansion. The
nozzle position is computer controlled, and together with ad-
ditional spacer flanges allows the vertical profile of the beam
expansion to be interrogated from the nozzle to 232.5 mm
downstream. A variety of flat plate nozzles have been used

Table 1. Experimental conditions for gas expansions using a variety of nozzles
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Fig. 2. Diagram showing two projections of fluorescence chamber. The ex-
citation beam enters and exits the cell in the horizontal plane through the
two long arms, each of 35 cm length and containing a series of variously
angled baffle rings with clear aperture of 7 mm. The fluorescent light is col-
lected at right angles to the excitation beam by means of a fl mirror/lens
arrangement, which collimates the light through a narrow bandwidth in-
terference filter. Condensing lenses are used to focus the light onto the
photocathode of a fast photomultiplier tube. A, baffled arms: B, translatable
bellows; F, 308 nm interference filter; L1, collimating lens; L2, condensing
lenses; M, concave mirror; N, nozzle; O, optical rail; PC, 2.5 mm dinmeter
photocathode; PMT, photomultiplier tube; W, fused silica window

with aperture diameters from 0.2 to 2 mm (Melles Griot, Ltd.
and home-built from stainless steel plate) and a conical noz-
zle with 0.5 mm aperture (Molecular Beam Dynamics). The
optimum cell pressure for OH detection in the atmosphere
is ~ 1 Torr [31-34] and the high gas throughput to maintain
this relatively low pressure in the detection chamber is pro-
vided by an Edwards E1200/E1M80 mechanical booster and
rotary vacuum pump combination via an ISO 160 diameter
bellows beneath the cell. The maximum pumping capacity is
~225Ls™", controlled by a VAT series 12 gate valve, and
for a 1 mm nozzle maintains a cell background pressure of

Nozzle Background Flow rate Mach disc position Xm/mm Mean free Asymptotic
aperture pressure path® lifetime
d/mm pu/Torr /scem Calculated? Observed® /mm t/nsd
0.2 0.020 336 26.1 22-25¢ 2.5 690
0.5 0.105 1573 28.5 f 0.46 620
0.6 0.176 2918 26.4 25 0.28 572
1.0 0.590 8521 241 24.5 0.08 393
2 Calculated using (8).
b Using the observed rapid rise in temperature as an indication of the position of xg.
¢ Caleulated using the background pressure i oand a temperature of 300 K.

The lifetime is calculated using v~ ! = r’ +Qf withI Qy 3 gi"'h kqir (300 K), where @inb is the number density of the background air at

pressure py, and kair (300 K) = 5.94 x 10~ molecule™ cm’s

© There is no abrupt rise in temperature

Skimmer of length 24 mm used as a conical nozzle, pointing away from the

region.

pump. It is experimentally impossible to probe the Mach disc
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0.59 Torr (as measured with a 10 Torr capacitance manome-
ter) with a linear gas velocity sufficient to ensure that the air
sample at the probe region is replaced between laser shots
(140 ws). The experimental conditions for a number of noz-
zle apertures are given in Table 1. In order to measure the total
flow of air passing through a given nozzle aperture, a second
vacuum cell with attached Pyrex flow-tube was placed over
the nozzle. The flow of air, as measured by a variety of cali-
brated mass-flow controllers, was increased until the pressure
in the second cell was equal to atmospheric pressure.

OH is artificially generated outside the sample cell. Labo-
ratory air that is accelerated towards the nozzle is irradiated
by a low-pressure mercury lamp (Oriel) with a fused silica
envelope suspended ~ 2 cm above the nozzle. Radiation at
184.9 nm photolyses ambient water vapour generating OH
with unit quantum yield. The concentration of water vapour
is obtained from a humidity/temperature probe (Driesen
and Kern). For some experiments synthetic air at atmo-
spheric pressure with known (and variable) water vapour
content flows down a fused silica flow tube, with the mer-
cury lamp irradiating a known volume in the tube, prior
to expansion at the nozzle. Chemical actinometry is em-
ployed to calibrate the OH concentration, with the mercury
lamp masked by a 185nm interference filter (Acton Re-
search Corp.). Signals from OH concentrations as low as
6 x 10° molecule cm ™ outside the chamber have been cal-
ibrated, but for this work the OH concentration prior to the
nozzle is ~ 1019-10!" molecule cm™3.

An end-window PMT tube with bialkali cathode (EMI
9893/100QB) situated perpendicular to the laser beam and the
gas flow is used to detect the OH fluorescence. The PMT was
specially selected for its low background count (< 20 cts s~ 1)
and small afterpulse signal, utilising a small effective pho-
tocathode diameter of 2.5 mm. A spherical mirror of 50 mm
radius of curvature and 50 mm diameter is mounted on an op-
tical rail inside the chamber along the optical axis of the PMT
as a rear-reflector to double the solid angle of collected flu-
orescence (see Fig. 2). Along the same axis, also inside the
cell, a 50 mm focal length f/1 fused silica condenser lens col-
limates the fluorescence, which then passes through a fused
silica window and narrowband interference filter (Andover
Corporation Apax = 310.9 nm, FWHM bandwidth = 12 nm,
18 % transmission). The fluorescence is focused onto the
2.5 mm photocathode with two plano-convex lenses having
a combined focal length of 37.5 mm, giving a magnification
factor of 0.75 for the collection system. A region of 3—4 mm
in diameter is thus imaged onto the PMT irrespective of the
laser beam diameter, leading to good spatial resolution. The
nozzle and its mount begin to block the solid angle subtend-
ed by the collection optics when the laser-to-nozzle distance
is < 8 mm. Kinematic mounts and axial adjustments ensure
that the optical components are optimally configured. Individ-
ual photon signals are counted directly using a two channel
200 MHz gated photon counter (SRS SR400). Alternatively,
the entire temporal decay of the excited state can be captured
using a multichannel scaler (SRS SR430), with a minimum
temporal resolution of 5 ns. For a given channel of the photon
counter two timing gates could be set: one was used to count
the LIF photons and the other (at a long delay) to count scat-
tered photons from the mercury lamp or ambient room light.
In this manner background signals could be subtracted. The
laser UV output is monitored with a photodiode and gated in-

tegrator assembly. The timing of the experiment is controlled
by a digital delay/pulse generator (SRS DGS535), with the
firing of the copper laser acting as the master clock reference.

Fluorescence is collected at the same wavelength as
the laser; hence great care must be taken to discriminate
the weaker fluorescence signal from the more intense wall,
Rayleigh, and Mie scattered light. In this work OH concen-
trations are sufficient that gated photon counting beginning
~ 40 ns after the laser pulse is able to eliminate scattered light
effectively. For low concentrations of OH, afterpulse signals
become noticeable. These are caused by photoelectrons from
the intense laser scatter ionising residual gas (mainly Ho) in
the PMT. The ions accelerated back onto the photocathode
produce a secondary pulse which is amplified by the dynode
chain in the PMT, falling within the OH fluorescence decay.
These effects are minimised by gain switching of the PMT
(using a home-built ~ 50 ns gating system [35]), which is
turned off during the laser pulse.

2 Results

The signal excited from a quantum state i of ground state OH,
given by S, in units of fluorescent photon counts s~!, is pro-
portional to the total OH number density [OH], outside the
nozzle. Assuming no heterogeneous losses in the nozzle itself,
S; is given by [32,33]

1
— fi¢ffgate (@in/Gout) ,
\/ Av% + Avf
where:

e Cis a constant that contains all terms associated with the
fluorescence collection, namely, the overlap of the laser and
gas beams, the solid angle over which fluorescence is collect-
ed, the transmission of lenses and filters, the quantum yield
of the PMT, the discriminator setting of the photon counter,
polarisation effects, and the laser probe volume. C does not
change with position of the nozzle except when the nozzle be-
gins physically to block the fluorescence collection volume
(x < 9 mm).

e Bj is the Einstein B coefficient for absorption from state i
to state f.

e [ is the laser power (all experiments are performed well
away from optical saturation).

e Awp and Ay, are the transverse Doppler width and the
laser linewidth, respectively. The former, although weakly
temperature dependent, is very small as the velocity compo-
nent perpendicular to the jet flow axis is small (see Sect. 3
below).

e fi is the fraction of the OH molecules that are in the
rotational state i probed by the laser, which is given by

e giexp(—E;/kT)
' QD) ’

where g; and E; are the degeneracy and energy of state i, re-
spectively, and Q(7) is the partition function, summing over
all spin-orbit and lambda-doublet levels. For either of the
lambda-doublet levels of the lowest rotational level N’ = 1
of OH 21'13/2, fi ~4/Q(D), and thus is highly temperature
dependent.

S; = [OH]oC Bl ey

2



®  ¢r is the fluorescence quantum yield of the excited state f,
given by

Ar

N 3
Af-l-Qf-f-Pf ®)

of

where Ay, Qy, and Py are the state-specific radiative, quench-
ing, and predissociation first-order rate constants, respective-
ly. For v'= 0, Py is negligible except at extremely high ro-
tational quantum numbers, and the values of Ay are known
as a function of rotational state within the A2S+ v/= ()
level [36-38). The pseudo first-order quenching rate constant
Qy can be expressed as a sum:

Q= Inlksn(D), )

where [n] is the number density of collider n that quench-
es OH in state [ with a bimolecular rate constant kpu(T).
For the present experiments in air n = N2, Oz, H20, and
COy, with other constituents of air contributing negligibly to
Qy. The value of Qr and hence ¢y is thus dependent upon
the local density, temperature, and gas composition. The gas
composition is assumed to be constant during the expansion
and not affected by clustering or heterogeneous reactions. In
the region probed by our experiments we see no evidence
for the van der Waals OH—N; species. Clustering is further
discussed in Sect. 2.2 below.

®  fgate is the fraction of the fluorescence signal that is col-
lected by the gated photon counter and, using the notation of
Holland et al. [33], is given by

AT, AT+ T,
feate = exp (‘T) —exp <—‘> : )

T

where AT, is the delay of the start of the photon counter gate
with respect to the laser pulse, T, is the width of the photon
counter gate, and 7 is the fluorescence lifetime, given by

TTAQ @
_
—Af' @)

e Finally gin/0ou is the ratio of air density at a giv-
en point in the gas expansion to that outside the noz-
zle (the latter fixed by atmospheric conditions to be ~
2.5 % 10" molecule em™?). The value of pin will peak at the
nozzle and generally decrease downstream, being dependent
upon nozzle diameter and pumping speed, with discontinu-
ities expected at shock fronts.

For constant laser power the first five terms on the RHS of
(1) do not change with position within the expansion, where-
as the remaining terms are strongly dependent upon the local
temperature and density. An empirical approach was taken to
determine the optimum signal level within the expansion by
allowing the nozzle to be translated vertically with respect to
the position of the detection axis. During these studies verti-
cal profiles as a function of the distance from the nozzle to the
detection axis were taken of (i) the rotational temperature, (ii)
the fluorescence lifetime, and (i) the OH signal, with a va-
riety of detector temporal gates. From these measurements

379

temperature and gas density profiles could be obtained along
the central axis of the expansion with good spatial resolution,
for comparison with the predictions of a CFD simulation.,

2.1 Gas temperature

Accurate temperature determination is crucial for visualisa-
tion of the expansion and comparison with CFD calculations.
A temperature profile is required to convert measured LIF in-
tensities S; to OH concentrations because of changes in the
fraction f; of the molecules in the absorbing level. Pointwise
measurements of temperature were made both in the super-
sonic and subsonic regions of the expansion by scanning the
dye laser to excite fluorescence from several rotational levels
of OH 2[‘[3/2 using the Q;(1) to Q{(4) lines, their satellites,
and the P (1) line of the (0, 0) band between 615.675 and
616.690 nm. The distribution of the ground state rotational
populations is used to determine the rotational temperature,

If temperatures are to be measured using LIF, care must
be (aken to ensure that rotational level dependent processes,
for example, quenching rate constants, do not cause the pa-
rameters that determine the LIF signal via (1) to chan ge with
the rotational level probed [39]. Changes in these parame-
ters with rotational level would lead to erroncous relative
ground state populations and hence temperature. The excep-
tion is the absorption coefficient, which changes with rota-
tional level, but which is accurately known for each rotational
transition. A judicial choice of experimental conditions was
chosen so that the measured temperature reflected the distri-
bution amongst rotational levels only. The absence of optical
saturation for all lines was checked in two ways; first by vari-
ation of the laser power and observation of a linear response
of the LIF signal, and second by comparison of the inten-
sity ratio of the Q) lines to their satellite Q2 lines (which
probe the same upper IT(A’) lambda doublet level in N”—= 1)
in all cases this was equal to the ratio of Einstein absorption
coefficients [40,41].

The rate constant for quenching decreases with the ro-
tational quantum number that is excited within OH AT,
v' =0 [42), and for N at 300K the change is 25 % in go-
ing from N'=1 to 4 [42]. For the values of AT, = 50ns
and 7; = 1000 ns used in the temperature measurement, and
assuming a typical beam density of 3 x 10'® molecule cm—3
(typical for the 1 mm nozzle, see Sect. 2.2 below) this leads
to a change of the product of the quenching terms ¢by x Seate
of ~ 10 % between exciting Q; (1) and Q1 (4). In reality the
change will be less than this, due to equilibration within
AZEt =0 by rotational energy transfer (RET) prior to
quenching. The rate of RET out of a single rotational level
to other levels within A2S*, v/ =0 is much faster than the
rate of quenching from that level (following excitation of
N’ =4 the ratio is ~ 10 for air [43,44].) The v/ =0 level
is thus largely thermalised prior to quenching, and changes
in quenching rate are only a very small source of error for
the temperature measurement, It is also important to avoid
spectral biasing that may result from a change in the fluo-
rescence spectrum of OH with excited rotational level. The
interference filter used in this work ensures a sufficiently wide
spectral bandpass of 12 nm. Self-absorption of the OH fluo-
rescence can be ignored at the concentrations and path lengths
used in this work.
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Fig. 3a—c. Laser excitation spectrum in the Q| branch region of the OH Azt = 0)-X2TTj (v = 0) transition near 308 nm, taken at a x =22 mm and
b x = 212.5 mm downstream of a flat nozzle with 1 mm diameter aperture, with a background pressure of 0.59 Torr and backing pressure of 760 Torr. The
concentration of OH in the chamber is ~ 1 x 10% molecule em™3, generated by a Hg lamp outside the chamber. The UV laser energy used was 900 nl per
pulse, with the ratio of main-branch to satellite line intensities confirming the absence of optical saturation. The spectrum, taken with a grating step resolution
of 0.006 nm, with 1s (7000 shots) averaging, is not normalised for changes in laser power, but with the continuous wave contribution due 1o scatter from
the photolysis lamp subtracted. The discontinuities arise because the laser wavelength is rapidly slewed between rotational lines. The values of the gating
parameters AT; and T; used were 55 and 1000 ns, respectively. Boltzmann plots of In[Si/(Bggi)) vs. rotational energy Ej for the spectra in (a) and (b) are
shown in ¢ and d, respectively. The gradients yield rotational temperatures of 26 £5K and 266+ 3 K at x = 22 and 212.5 mm respectively, with the errors

representing 2o from the linear least squares fit to the data

Figure 3a, b shows laser excitation spectra taken at two
positions within a gas expansion from a 1 mm aperture in
a flat plate (referred to as the 1 mm nozzle). The spectra were
analysed in two ways. First, integrated line intensities were
divided by the appropriate value of Bg, which is calculated
from rotational line strengths and transition probabilities, the
latter including the variation of transition dipole moment with
internuclear distance [45], and the level degeneracy, gi, which
is given by 2N” +2 for the 2I13/, manifold. The result is
plotted in logarithmic form vs. rotational energy (data taken
from [46]) in Fig. 3c, d. The gradients of the so-called Boltz-
mann plots yield the rotational temperatures. Second, the
software package LIFBASE [41], developed at SRI Interna-
tional, was used to generate simulated spectra at different
user-defined temperatures until the best fit with experiment
was obtained. Good agreement was obtained between the
methods. It should be noted that the population for N =1
derived from the intensity of either the of P1(1) or Qi(1)
lines was the same, ruling out any significant non-equilibrium

lambda-doublet populations. Collisional alignment of mo-
lecular rotation has been observed in seeded expansions of
CO, [471, O, [48], and 1 [49] but preferential alignment of
the molecular axis of OH paraliel to the flow of the jet should
not introduce a significant error in the measured tempera-
ture. Experiments are in progress to probe this alignment. All
spectra analysed yielded linear Boltzmann plots, indicating
that the rotational populations would appear to be described
reasonably by a thermal distribution.

Figure 3a—d immediately demonstrates that a wide range
of rotational temperatures are encountered in the beam. Fig-
ure 4a-d shows the rotational temperature, obtained from
Boltzmann analyses, vs. the nozzle-to-laser distance x, for
0.2, 0.6, and 1.0 mm (flat) and 0.5 mm (conical) nozzles, re-
spectively. The background cell pressure and gas flow rates
through the nozzle in each case arc given in Table 1. The
vertical spatial resolution for each measurement, defined by
the imaging optics and photocathode diameter, is ~ 3 mm
(the laser-beam diameter was also kept at ~ 3 mm). Increased



scattered light and physical blocking of the fluorescence col-
lection volume by the nozzle mount prevent accurate meas-
urements closer than ~ 9 mm from the nozzle. In the case
of the 0.5 mm conical skimmer, measurements were not pos-
sible less than 33 mm from the aperture because of the impos-
sibility of probing inside the upward pointing nozzle. Scans
were taken along the centreline expansion axis of the LIF sig-
nal with the laser wavelength fixed on both the Q1 (1) and
Q1(2) lines. The ratio of signals for a given value of x en-
abled a continuous measure of the temperature to be found
using known Einstein B coefficients and assuming similar
quenching for each excited state, confirming the sharp rises in
temperature shown in Fig. 4a—d.

For all of the nozzles studied, the ratio Oout/Oin €Xxceeds
the critical value for the gas flow speed to reach the local
speed of sound at the nozzle [50]. The gas will cool during
the expansion and in the supersonic region does not sense
the downstream boundary conditions. If the background pres-
sure in the chamber were very low, the jet would evolve to
molecular flow conditions and no shock structure would be
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observable in the chamber. Such conditions are common for
most spectroscopic and dynamical studies using jet expan-
sions. However, for the background pressures used in this
work, the jet must adjust to the continuum flow at the bound-
aries and a series of shock fronts is encountered, which are
thin regions of gas with steep gradients in density, tempera-
ture, and velocity. The shock wave at the side of the jet
parallel to the centre line is called the barrel shock, where-
as the shock normal to the centreline is called the Mach disc,
at which point the flow becomes subsonic. Further discussion
of these features is given in Sect. 3 below. The position of
the Mach disc, x;;, measured in nozzle diameters d, is given
approximately by [50]

m_ 067 [P0 @®)
d Db

where p, is the pressure outside the nozzle, py is the back-
ground pressure in the chamber, and d the nozzle diameter.
The local jet pressure is close to the background pressure at
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Fig.4. Rotational temperatures (filled circles, left hand axis) obtained from Boltzmann analyses of LIF excitation spectra, and fluorescence lifetimes (open

circles, right hand axis) as a function of x, the distance downstream from a v

ariety of nozzles with apertures . a flat nozzle (machined stainless steel disc,

thickness 0.33 mm) with drilled aperture of diameter | mm; b flat nozzle (Melles Griot, thickness 0.013 mm) with 0.6 mm aperture, mounted on stainless
steel disc; ¢ Aat nozzle (Melles Griot, thickness 0.013 mm) with 0.2 mam aperture, mounted on stainless steel disc; d conical skimmer (Molecular Beam
Dynamics), length 24 mm, aperture 0.5 mm, pointing into the flow. x =0 corresponds to the nozzle itself, and the spatial resolution of the measurements is
about 3 mm. Increased scattered light prevents measurements very close to the nozzles. Error bars are omitted for clarity, being close in size to the symbols.
For temperature measurements typical 2 errors are between 2 and 8 K, whereas for the lifetimes, typical 20 error bars are between 1 and 8 ns
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the Mach disc position. Calculated values of x, are tabulated
in Table 1. The diameter of the Mach disc normal to the centre
line is given approximately by 0.5 xr, [50], which for all noz-
zles used in this work corresponds to a volume considerably
larger than that imaged onto the PMT.

For the 1 mm nozzle, Fig. 4a indicates a rise in tempera-
ture from 25-281 K occurring between x = 24 and 25 mm.
This agrees well with the calculated position of the Mach disc
of 24.1 mm using (8), and to the position calculated by CFD
(see Sect. 3 below). The thickness of the Mach disc is likely to
be about one mean free path, which is given in Table 1 for the
background conditions of each expansion. In 0.59 Torr of air
at 300 K (the background gas conditions for the 1 mm nozzle
expansion) the value is ~ 0.1 mm, but because of spatial av-
eraging inherent in the experiment the observed temperature
rise occurs over a mm or so. Inspection of Fig. 4b shows the
jump in temperature to be less abrupt for the 0.6 mm nozzle,
but again the observed and calculated Mach disc position are
still in good agreement. The 0.2 mm nozzle (Fig. 4c) shows
a rise in temperature from 25-300K between 12 mm (the
closest distance studied for this nozzle) and ~ 40 mm. Equa-
tion (8) predicts the Mach disc at 26.1 mm, and the mean free
path for the background conditions is ~ 2.5 mm, but clearly
the temperature rise occurs over a much wider range of x/d,
indicating that little or no shock structure is present. For the
0.5 mm aperture conical skimmer (Fig. 4d), it is not possible
to probe the supersonic region and observe any Mach disc
shock structure because the nozzle blocks the beam. Follow-
ing what is expected to be substantial cooling (together with
shock structure), a relatively slow return to ambient tempera-
tures is observed.

Comparison can be made with other groups who employ
continuous jet expansions to measure atmospheric OH. Hol-
land et al. [33] measured a rotational temperature of 207 K
70mm from a 0.75mm aperture conical nozzle, whereas
Stevens et al. [32] calculated the translational temperatures
(based on pitot tube studies of the flow velocity) of 245 and
298 K at 114 and 214 mm, respectively, from a 0.93 mm aper-
ture flat nozzle. Although the gas flows, cell pressures, and
pumping speeds were different to those used in this work, the
results indicate that substantial cooling is to be expected dur-
ing monitoring of atmospheric OH. It is possible that the flow
downstream of the Mach disc may re-expand, and the veloc-
ity once again becomes supersonic. Indeed, from Pitot tube
studies Stevens et al. [32] report a supersonic flow 114 mm
downstream of the nozzle. For both the 1 mm and 0.6 mm flat
nozzles it is clear from Fig. 4a—b that temperatures well be-
low ambient are observed downstream of the Mach disc, and
this point is further discussed in Sect. 3 below.

2.2 Gas density

Rearrangement of (1) gives the density of air within the ex-
pansion:

p—_ ©
Qin = fi¢ffgate ,
where
|
D! = [OH],CB§l (9a)
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Fig. 5. Upper panel: Fluorescence decay from OH AZxt =0 following
Q (1) excitation recorded at 5 ns resolution with a multichannel scaler, av-
eraging over 2.5 X 10 laser shots. The data were taken with the laser at
36 mm from a 1 mm aperture flat nozzle. The laser (FWHM 25 ns) was fired
at t =410 ns, and the large peak due to laser scatter has been removed. The
solid white line shows an exponential fit to the data, yielding v =362 £ 4 ns
(20 error). Lower panel: residuals to the nonlinear least squares fit

is a collection of the terms from (1) that, for a given laser
power, are constant with distance from the nozzle. Knowl-
edge of the temperature profile allows fj to be calculated as
a function of x, but in order to calculate ¢f and fyae from
(3) and (5), respectively, the fluorescence lifetime is required.
In addition, to obtain an absolute profile of density, gin, from
a profile of signal, S;, it is also necessary to know the value of
D.

Figure 5 shows the fluorescence decay following Q) (1)
excitation at 36 mm from the 1.0 mm flat nozzle, taken at 5 ns
resolution. The early part of the decay, which also contains
the scattered light peak, has been removed. The residuals fol-
lowing a nonlinear least squares fit of an exponential function
to the data arec shown in the lower panel, with the fit yield-
ing a lifetime of v = 36244 ns, the error representing 2o.
Excitation via Q1 (1) initially populates the N’ = 1 state, and
using the total RET rate constant for energy transfer meas-
ured for the constituents of air [43], together with a beam
density of ~ 3 x 106 molecule cm™>, it is estimated that the
rotational levels within v/ = 0 will thermalise to the local
translational temperature during the early part of the observed
fluorescence lifetime. Potential distortion of the early part of
the decay due to saturation of the PMT or by RET were ruled
out by fitting different portions of the decay and obtaining the
same lifetime. As well as temperature profiles, Fig. 4a—d also
shows the fluorescence lifetimes following Q; (1) excitation
as a function of the centreline laser-to-nozzle distance x for
each nozzle studied.

There have been several experimental [36—38] and theo-
retical [51-53] determinations of the radiative lifetime, 44,
of the A2X+v/= 0 excited state of OH. The radiative life-
time is a function of the rotational level, but as fluorescence
is observed from several rotational levels following RET, an



average value of 7,9 = 709 ns (Ar = 1.41 x 106571 is used
in this work. From Fig. 4 it is seen that the fluorescence life-
time varies with position within the expansion for all nozzles
studied. This is because of changes in the quenching rate with
position, which at large values of x/d tends to an asymptote
reflecting the quenching by air at the background chamber
pressure. The lifetime, 7, is given by

A T A itk (D - At ok D
(10)

where ki (T) = > Xk, (T) is an effective bimolecular rate
constant for quenching by air, with x,, the mole fraction of at-
mospheric species n, and ), [n] = gj, the density at a given
position in the expansion.

For the 1 mm nozzle the fluorescence lifetime is 184 -+
8ns at x = 8.5mm and steadily increases to 453 +4 ns at
X = 24 mm, just before the Mach disc. The temperature and
hence kyi-(7) is constant over this region and the increase
in lifetime thus reflects the decrease in density. Interesting-
ly, at no point does the lifetime approach the natural lifetime,
implying there are sufficient collisions to cause significant
quenching of the excited state. The rate constant for the ro-
tational relaxation of low-lying levels of OH X320 v =0
is ~ 10~'" molecule cm™3 [54), somewhat higher than the
value for quenching of the excited state [27,55]. The fact
that the lifetime continues to increase with x is evidence that
the system is in thermodynamic equilibrium, even though
the temperature has reached a constant value, and is consis-
tent with the linear nature of the Boltzmann plots. At the
Mach disc the lifetime is seen to decrease rapidly, to 356 ns
at 33 mm, reflecting an increase in Qy, but the contribution to
Qy due to a rise in density at the shock front is offset some-
what by the expected decrease in the value of kqir (T) between
25 and 300 K. After the Mach shock the lifetime then de-
creases again, most probably because of the increase in kair
as the temperature falls to around 210 K, rather than a further
increase in the density. The CFD calculations (see Sect. 3 be-
low) give a jet flow velocity of ~ 65 m s~! downstream of the
Mach disc (which converts to 0.065 mm vertical movement
in 1j1s), and hence “fly-out” of the fluorescence collection
volume does not contribute to the observed fluorescence de-
cay. Inside the Mach disc the CFD calculations predict that
the axial jet velocity rises to ~ 750 m s~ ! (0.75 mm in 1 s)
at.x = 10 mm, remaining fairly constant until the Mach disc.
Again, fly-out will not contribute significantly to the lifetimes
observed.

Similar behaviour is observed for the 0.6 mm nozzle,
where a 100 ns reduction in 7 is observed at the Mach disc,
the larger values of T compared to the 1 mm nozzle reflecting
the lower density of the bath. For the 0.2 mm nozzle 7 is close
10 7raqd at all distances, even close to the nozzle where the jet
velocity is high, providing further experimental evidence that
fly-out is not contributing significantly to any of the observed
fluorescence decays. Using the background pressure meas-
ured with the capacitance manometer, and the room tempera-
ture value of kyir = 5.94 x 10~ molecule™! em?s~!, caleu-
lated using known quenching rate constants for Na, 03, CO,
and Hz0 [27,55], the asymptotic values of Qr and hence
T can be calculated for each nozzle. These values are giv-
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en in Table 1, and agree well with the experimental values
(Fig. 4a—d) obtained at large values of x/d.

Figure 6a-c shows the variation of the signal §; with dis-
tance from the nozzle for the 1, 0.6, and 0.2 mm flat nozzles,
respectively. The nozzle was stepped 0.2 mm between points,
and S; represents the counts due to LIF signal alone, with the
contribution from laser and mercury lamp scatter removed.
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Fig. 6. Variation in the OH fluorescence photon count rate (S) as a function
of the distance from the nozzle 1o the laser axis, for (a) | mm, b 0.6 mm,
and (e) 0.2 mm aperture nozzles mounted on flat plates. The nozzle was
stepped 0.2mm between points, averaging for 7000 laser shots per point.
Si represents the counts due to LIF signal alone, with the contribution from
laser and mercury lamp scatter removed. The count rates for each nozzle
should not be compared as no attempt was made to keep the laser power
constant between scans. In each case the photon counter gating parameters
employed were AT, = 55ns and Te = 1000 ns, which enables capture of
most of the fluorescence lifetime
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The count rates for each nozzle should not be compared as
no attempt was made to keep the laser power constant be-
tween scans. In each case the photon counter gating param-
eters employed were AT; = 551ns and T, = 1000ns , which
capture most of the fluorescence lifetime except just after
the laser pulse. At large values of x (>150mm) the signal
begins to drops off, presumably due to chemical loss or di-
lution by mixing with background gas containing little or
no OH. Further discussion is limited to data taken at laser
to nozzle distances less than 75 mm. In the general case the
signal appears to decrease initially with distance from the
nozzle before reaching a fairly constant value. Structure due
to the Mach disc shock at x ~ 25 mm is clearly visible for
the 1 mm nozzle data, is less so for the 0.6 mm nozzle da-
ta, but is absent for the 0.2 mm nozzle. The behaviour for the
1 mm nozzle signal at distances close to the nozzle deserves
further attention. Figure 7a,b show for this nozzle the varia-
tion in the signal count rate S; between 8 and 36 mm taken
with the photon counter gate parameters of (a) AT = 55 ns,
T, = 1000 ns (referred to as “long”) and (b) AT, =45ns,
T. = 50 ns (referred to as “short”), respectively, with the laser
power similar for each scan. Also shown on each graph is the
product ¢r X fgate, calculated from (3) and (5) for each detec-
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Fig.7. Variation of the photon count rate Sj as a function of distance be-
tween the nozzle and the laser for the flat 1 mm nozzle for photon counter
gate settings of (a) AT =55ns, T = 1000 ns (referred to as “long”) and
(b) ATe =45ms, T = 50ns (referred to as “short”). The laser power was
approximately the same for each scan and each point represents the average
of 7000 shots. Shown also on each graph (right hand axis) is the product
$f X feate representing the effect of quenching on the signal (see text for
details)

tion gate, representing the total effect upon S; from quenching
of the excited state. It can be seen that for the “short” gate
(Fig. 7b), the product is fairly constant (within 20 %), reflect-
ing that changes in quenching conditions have little effect on
the signal. The value of S; is lower in Fig. 7b than in Fig. 7a
since fgate is small for the short gate. Except very close to
the nozzle, AT/t and (AT.+ T¢)/t are small for (b), and
hence (5) can be reduced to foaee ~ Tc/T = Tc(Ar/¢yr), mak-
ing ¢f X fgae independent of the collisional environment, as
reflected by Fig. 7b. Differences in the choice of gating pa-
rameters are most evident very close to the nozzle. Indeed for
the “long” gate conditions (Fig. 7a), the signal initially ris-
es with increasing distance from the nozzle, even though the
OH number density is decreasing as the gas expands. Clear-
ly in this region the dependence of the signal S;i on local
quenching conditions is stronger than the dependence upon
OH number density. There are no partition function effects as
the temperature is constant for this range of x. At x ~ 16 mm
the variation of S; with x is slight, a reflection that the de-
pendence on OH number density and quenching cancel one
another, but above x = 16 mm the signal is controlled more
by OH number density. Such effects are not observed for the
0.6 mm or 0.2 mm nozzle data in the probed region x > 8 mm
as the overall quenching rate is much smaller.

In principle, measurement of the lifetime at any point and
hence the quenching rate, Qy, can yield the absolute densi-
ty, oin, directly from (10), if the rate constant for quenching
is known. The rate constant for quenching of v/ = 0 follow-
ing Q1 (1) excitation has been measured in this laboratory for
the atmospheric colliders N2, O2, and CO, between 236 and
298 K in a discharge-flow system [56]. The results agree well
with previously published data [27], and together with the
rate constant for quenching by water vapour (for which data
are available only at room temperature [55]) and its measured
mixing fraction, allows an effective bimolecular rate constant
for quenching by air, kai-(7), to be calculated. The contribu-
tion to Qs from CO, quenching is negligible, whereas for
Hy0 is ~ 10 % for a volume mixing fraction of 1 %. The
error in using the 300K value for k,(H;0O) rather than the
true (but unknown) value at lower temperatures is therefore
small (< 2 %). The mole fraction of water was obtained from
the measured humidity and temperature of the gas entering
the nozzle. Thus, at any point within the expansion where
T > 236 K, the value of gj, can be found directly from the
lifetime 7 via (10) once k,i(7T) has been calculated. In this
calculation it is assumed that the collisions with air are those
of an isotropic gas sample, enabling a thermal rate constant,
kair (T) to be used.

For the 1 mm nozzle, the density was obtained via this
procedure for 19 points within the expansion for 25 < x <
192.5 mm. Unfortunately, it is not possible to obtain the den-
sity directly from 7 in the supersonic region as the value of
kair(T) at the ultralow temperatures observed is not known.
However, it should be possible to obtain gin at any position in
the expansion from (9) using a scan of signal S; vs. nozzle-to-
laser distance if the constant D is known, since the values of
fi, ¢r, and feare can be calculated from the temperature and
lifetime data using (2), (3), and (5) respectively. Because @in
is already known for isolated positions within the expansion
from the lifetimes, D can be calculated from the signal S; at
these points. Figure 8 shows the value of the constant D (for
“long” gating) as a function of x for the 1 mm nozzle, the data



exhibit a standard deviation of ~ 6 % between 25 and 70 mm.
The constant value of D implies that any thermal anisotropy
that may lead to an error in the determination of the absolute
density from the lifetime is not changing with distance down
the jet. By using the mean value of D, it is now possible to
determine the variation in density directly from (9) in both
the supersonic and sonic regions of the expansion from a scan
of the signal S; recorded as a function of laser-to-nozzle dis-
tance x. Figure 9 shows the absolute density oj, (in units of
molecule cm—?) between 8.5 and 72 mm, calculated from (9),
using the value of D obtained as explained above. The “lon g”
detector gate parameters were used, but a very similar den-
sity profile was obtained using the signal obtained from the
“short” gate.

A rapid increase in density at the shock front is expected,
marking the transition between the supersonic region and the
background conditions within the chamber. At the Mach disc,
the temperature suddenly rises (Fig. 4a), and as the laser is
probing the lowest rotational level (2IT3 2 N” = 1), the frac-
tion of molecules in the probed state suddenly falls as pop-
ulation is transferred to higher levels. The observed signal,
however, does not change appreciably as the density has risen
sharply. The fraction, f;, appears in the denominator of (9)
describing the total density gin, and as the other terms do not
change appreciably at the Mach disc (including the observed
signal), is entirely consistent with the rise in density. After the
Mach disc none of the parameters on the RHS of (9) change
appreciably, as iy, is fairly constant. The concentration of OH
outside the nozzle is known from calibration experiments,
and hence the OH density (summed over all quantum states)
at any point in the expansion can also be found, being relat-
ed to giy by [OHJin=[OH]4(@in/00ut). This is shown on the
right hand axis in Fig. 9 for [OH],= 1 x 10!! molecule cm 3,
Clearly for field measurements it is not desirable to excite
OH fluorescence close to the Mach disc, as any optical align-
ment instabilities or changes in ambient pressure may lead
to significant fluctuations in the observed signal. Over the
range of x studied it should be noted that the total OH den-
sity peaks after the Mach disc, even though the observed LIF
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Fig. 8. Variation of the experimental constant D [defined by (9a)] as a func-
tion of position within the expansion from a flat | mm nozzle. The value of
D was calculated from (9), utilising the measured value of S obtained with
“long" gating parameters of AT; = 55 ns and Te = 1000 ns, and the values
of gin, fi. ¢y, and feate calculated from measured temperature/lifetime data
and known rate constants for quenching
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signal (probing N = 1 of *I13,), and hence the sensitivity of
the instrument for OH detection, peaks inside the supersonic
expansion (see Figs. 6a and 7a), where f; is at its maximum.

A similar analysis was applied to the data shown in
Fig. 6b,c for the 0.6 and 0.2 mm nozzle expansions respec-
tively to obtain the absolute total and OH number density pro-
files. For the 0.2 mm nozzle, little or no shock structure was
observed, with the density monotonically decreasing with dis-
tance. For the 0.6 mm nozzle the density profile was similar to
that of the 1 mm nozzle but with a less pronounced increase
at the Mach disc. The asymptotic densities were close to the
values calculated from the observed background temperature
and pressure.

The LIF signal from a given ambient OH concentration
will be reduced if clusters are formed between OH and atmo-
spheric colliders. The OH-N, van der Waals cluster has been
observed and characterised spectroscopically by Giancarlo er
al. [57] using LIF in a supersonic jet expansion of photol-
ysed HNO3, Ar, and N> mixtures. The conditions employed
were vastly different to those in this work, a stagnation pres-
sure of ~ 4 bar with considerably lower background pressure
was used. The OH was generated in situ inside the vacu-
um chamber, with the complex observed by exciting in the
(1, 0) region of OH near 282 nm, but no corresponding fea-
tures were observed in the 0,0 region. The binding energy of
the OH (le'[i)-Nz complex was not measured directly but
was estimated at ~ 400 ¢cm™! [57]. Two unassigned features
were observed by Giancarlo et al. [57] 400cm™! above the
OH P, (1) line in the 0-0 band, but a search at this wavelength
in the supersonic region of the 1 mm nozzle expansion in
this laboratory revealed no signal attributable to OH clusters.
Such a result is not surprising; the rotational temperature in
this work is higher than that reported by Giancarlo et al. [571,
and the OH number density is probably considerably low-
er, making observation of clusters difficult. Binary or higher
clusters with water are more likely to form [58] but these
have not been detected spectroscopically and hence the loss
of OH via complexation with water cannot be assessed. Re-
cently Hofzumahaus et al. [34] reported that the sensitivity
of the Julich instrument designed for atmospheric OH meas-
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urements was found to be a function of [H2O] incident at
the nozzle, perhaps caused by H,O condensation in the gas
expansion.

3 CFD Calculations and comparison with experimental
temperature and density profiles

The experimental temperature and density profiles record-
ed for a variety of nozzle diameters (with known boundary
conditions) provide a unique opportunity to test stringently
the predictions of a CFD calculation for a supersonic free-
jet expansion. The aim of performing CFD calculations on
the expansion of ambient air as it passes through the nozzle
into the gas beam is to describe fully the spatial variation in
temperature, density, and velocity along the beam. The cylin-
drical symmetry inherent in the problem reduces the three-
dimensional problem to one involving the axial (x) and radial
(r) distances from the nozzle.

The physical situation to be considered is that of a region
of high pressure gas (p,) which is separated from a region of
low pressure gas (pp). If a nozzle connects the two regions
then gas from the high pressure region will escape into the
low pressure region and if the pressure ratio P, = po/ pp be-
tween the two regions is large enough then the velocity at the
nozzle exit becomes locally sonic. The pressure at the nozzle
exit at this time remains greater than the background cham-
ber pressure and the gas must continue expanding into the
ambient region, and is said to be an underexpanded jet [50].

Figure 10 illustrates the complicated pattern of shocks
which form as expansion waves reflect from the jet boundary,
calculated for P, = 7.52, much lower than the values studied
experimentally. A characteristic Mach disc that is normal to
the jet axis separates the supersonic jet core from the down-
stream subsonic jet core. The intersection of the Mach disc
with the interior jet boundary shock produces a triple point

i

4

Fig.10. A plot of contour lines representing Mach numbers for a typical
jet, with a ratio of pressures between the nozzle exit and the background
of 7.52. As the jet is cylindrically symmetric about r =0 only half the jet
is illustrated. The diagram does not represent conditions used at Leeds and
is used to illustrate the major features of a supersonic jet expansion. The
contours are linearly spaced from Mach 1 to Mach 4.34, and the values of
the axial (x) and radial (r) distances are arbitrary. The Mach disc and bar-
rel shocks are clearly evident, at which point the contours are very closely
spaced

and further reflections downstream. In certain instances these
are strong enough to produce a sonic throat forcing the in-
terior of the jet to become supersonic again. This can then
produce repeating Mach disc structures downstream.

The mathematical model of this situation consists of the
two-dimensional Euler inviscid equations in axisymmetric
geometry [59]:

U 1 [30F)\ G _
§+;< = >+ =T (11

where U is a vector of conserved quantities, and F and G
the corresponding fluxes. These equations represent conser-
vation of mass, energy, and momentum in the radial and axial
directions. The vectors for an inviscid gas are

UZ(Q!erst)Cae)’ (12)
F:{@hp+wa@wmw@+m], (13)
G = [gux, QUrvx, p+0v%, vele+ p)l, (14)

where p is the pressure, ¢ is the density, v, and v, are the flow
velocity in the radial and axial directions, respectively, and e
is the total energy per unit volume, defined by

_P
y—1

_ 1 2.2

e= T+ 2007 +1)), (15)
where y is the ratio of specific heat capacities for air (y =
1.4034). T is a vector of source terms given by

T = (0, g, 0, 0) . (16)

In the cases of interest here we are looking for steady-state
solutions of the (11), that is, for which U /6t = 0.

The computational domain is shown in Fig. 11. The size
of this domain is dependent upon the particular case being
studied, particularly with regard to the pressure ratio, P,. The
larger this pressure ratio, the larger the domain needs to be to
accommodate the position of the Mach disc and the width of
the jet, both of which increase with increasing pressure ratio.
The boundaries of the domain need to be treated with care.
While the inner radial boundary and the x = 0 axial boundary
are simple to model, the other two boundaries (downstream

Fixed Ambient Conditione

Solid Inltla;mg?ng:tlons: outflow
Wall e Boundary
Initial Conditions:

Nozzle = Sonic
Inflow

Reflecting Boundary

Fig. 11. The computational domain used in the CFD calculations



and outer radial) are more tricky. The axial boundary can
simply be set to be a reflective boundary while the x = 0
boundary is set to be solid apart from the jet inflow posi-
tion, which contains fixed information about the jet. The outer
radial boundary is very important since it is from this bound-
ary that the jet “learns” about the ambient conditions. This
boundary is set to be have the experimental pressure and den-
sity. The gas at this boundary is also set to be at rest, and its
position must be chosen carefully. If it is too close to the ax-
is then the shock structure may intersect it, which may cause
the code to break down; if it is too far from the axis, then the
computational time taken for the ambient conditions to affect
the jet may be excessive. Finally the downstream boundary
condition must be considered. This boundary condition must
be able to adapt to whether the flow is subsonic or super-
sonic. Should the local flow be supersonic at the downstream
boundary, then the information criterion means that the flow
at the boundary cannot be influenced by the downstream con-
ditions. However, if the outflow is subsonic, then the flow is
influenced by the downstream conditions. To solve this, an
imposed pressure is substituted as the resolved pressure in the
numerical boundary conditions as described below.

The initial conditions are chosen to minimise the amount
of computational time required to obtain a steady solution.
A band, the same width of the jet and set to be the same as
the jet inflow conditions, stretches across the domain. The
conditions that the jet inflow must be set to, in particular the
pressure, are not easy to calculate. While the pressure out-
side the nozzle is known, the pressure at the nozzle exit is
unknown. Estimates in the literature suggest a drop of 50 %
in pressure through the nozzle [50]; however, these estimates
fail to take into account the shape of the nozzle. This is im-
portant as the position that sonic flow is achieved will vary
according to the nozzle shape. The thickness of the 1 mm flat
nozzle is 0.33 mm. For the purposes of this simulation, at
each pressure ratio a separate model of the nozzle was run to
obtain a steady flow through the nozzle. Pressure drops in the
region of 40 % were found.

The numerical solution of (11) is calculated using a time
marching finite volume scheme from standard computation-
al fluid dynamics techniques [60]. The computational domain
is divided into cells of fixed size Ar and Ax (radial and axial
directions, respectively) whose size and number depend upon
the precise problem being solved. These values are given in
Table 2. The particular spatial discretisation method used is
that of a cell-centred finite volume scheme [61], in which the
cell centroid is assigned the mean value of the conserved val-
ues in that cell. The scheme is second order in smooth regions

Table 2. Gridding parameters used in CFD calculations®

Nozzle Pr rsize/mm  Xsize/mm  Ar/mm  Av/mm No.

diameter of cells
2 mm 200.52 5 150 0.25 0.25 12000
1.5 mm 452.38 7 200 0.2 0.2 35000
1 mm 1288.14 13 150 0.25 0.25 31200

® Py is the pressure ratio, defined by po/py,, where Po and pp are the
pressure outside the nozzle and the background pressure in the chamber, re-
spectively. rsize and xsize are the total domain size in the radial and axial
directions, respectively, and Ar and Ax are the cell sizes in these two
orthogonal directions.
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and first order at discontinuities. The integral form of the con-
servation equation is discretised in a standard finite volume
approach, resulting in the need to evaluate the flux functions
on the mid-point of the cell edges. The code here is a vari-
ant [62] on the well-known Godunov scheme [63, 64], which
uses the solution of a Riemann problem to determine physi-
cally correct flux values on the edges, given two different sets
of solution values from the cells on either side of the edge. In
regions where the solution is rapidly changing an exact first-
order Riemann solver is employed [65] in other regions, it is
sufficient to make use of a linear approximation to the solu-
tion [66]. The integration from time ¢ to ¢ + 8¢ is then achieved
using the forward Euler method with the time step limited by
the Courant—Friedichs—Lewy (CFL) condition [64].

In the case of the imposed pressure boundary the Riemann
solver is given the values of the interior cell as well as the im-
posed pressure. This imposed pressure is taken as the resolved
solution in the Riemann problem, which enables the resolved
velocity and density values to be calculated. The values at the
interface are then calculated from the resolved solution in the
normal manner.

Steady solutions were obtained for jets with pressure ra-
tios Pr =200, 452 and 1288, the third case corresponding
to the conditions for the 1 mm flat nozzle ( py =0.59 Torr),
for which profiles of temperature and density were obtained
experimentally. CFD calculations for smaller nozzle diame-
ters, and hence higher values of P;, were not attempted, as
the times for convergence were expected to be prohibitively
long. The solution for temperature within the 1 mm noz-
zle jet expansion is shown in Fig. 12. The plots of density,
pressure, and Mach number are similar for this nozzle. The
region of very low temperature is clearly evident (point A in

TEMPERATURE __

)
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501 —

5 10
Radial Distance /mm
Fig.12. CFD calculation of the temperature ficld for an expansion with
a pressure ratio po/py, = 1288, corresponding to the experimental condi-
tions for the flat 1 mm nozzle. Once again, as the expansion is symmetric
about » =0, only r > 0 is shown. The vertical axis is the axial distance
downstream of the nozzle, with the nozzle at x = 0. The nozzle is situated
on the horizontal axis between the radial distances of » = —0.5 and 0.5 mm.
There are 17 linearly spaced contours between 10 K and 348 K. The tem-
perature at four points within the expansion is given: A, 10K; B, 300K; C,
119K; and D, 321 K. The Mach disc shock at x ~ 25 mm, just downstream
of point A, and the barrel shock at around r = 8-10 mm, are clearly evi-
dent. It should be noted at for x > 25 mm, if a slice is taken across the jet
(for example from B to D), the temperature drops from ambient to ~ 120 K
before returning to ambient values at the edge of the jet
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Fig.13. Comparison of the (a) temperature, and (b) density profiles as
a function of axial distance from a 1 mm nozzle, as predicted by the CFD
calculations and measured experimentally. For the CFD, sufficient cells
have been averaged in order to reflect the experimental spatial resolution.
Two isolated temperature measurements by Stevens et al. [32] and Holland
et al. [33] are also shown in (a). The CFD calculations were only performed
out to x = 150 mm

Fig. 12), and the width of the barrel shock (§—10 mm) is large
enough to ensure that in the radial direction the probed re-
gion of gas (~ 1-2 mm either side of the centre line r = 0)
does not contain large temperature or density gradients. The
CFD code also outputs the axial and radial velocity of the gas
for each cell. For the 1 mm nozzle the axial velocity increas-
es from 300 m s~ ! at the nozzle exit to 750 m s~! before the
Mach disc, dropping to an approximately constant value of
~ 65m s~ ! afterwards. At no point beyond the Mach disc do
the CFD calculations predict that the jet becomes supersonic
again.

In order to provide a validation of the two-dimensional
visualisation of the expansion given by CFD the experimen-
tal data of centreline rotational temperature and density of
air within the jet are utilised, as given in Figs. 4a and 9. The
raw data are laser excitation spectra, fluorescence lifetimes,
and signal magnitude as a function of nozzle-to-laser beam
distance, all taken with a spatial resolution of ~ 3 mm, cor-
responding to r = £1.5 mm. Figure 13a,b shows the CFD
temperature and density profiles respectively along the cen-
treline, averaged between »r = 0 and 1.5 mm in order to reflect
the experimental spatial resolution. Superimposed on Fig. 13
is the experimental data for the 1 mm nozzle. CFD predicts

the Mach disc to be at ~ 23 mm from the nozzle, close to the
experimentally observed value of xp, = 24-25 mm. Although
not experimentally measured in this work, the radii of the bar-
rel shock and the Mach disc have been measured for free-jet
expansions using light scattering techniques and are of the
order (£25 %) of 0.375 xpy (~ 9 mm) and 0.25 xp, (~ 6 mm),
respectively [50], consistent with the CFD predictions shown
in Fig. 12. Along the centreline, the CFD calculation does not
predict the drop in temperature that is observed experimen-
tally at x ~ 75-80 mm (Fig. 4a), followed by a slow rise to
300K. It is not clear why this cooling is observed experi-
mentally. One explanation is that cooler air present between
the barrel shock and the jet boundary (point C in Fig. 12) is
being mixed into the air at the centreline. Profiles of tempera-
ture across the jet indicate steep temperature gradients at the
barrel shock, but since the CFD code does not describe a vis-
cous, turbulent model, mixing processes are not included. The
asymptotic density is set by the boundary conditions of the
chamber, but the general shape of the density profile predicted
by CFD (Fig. 13b) is similar to that observed experimental-
ly. Further discussion of the density is given in Sect. 4 below.
Refinements of the model to incorporate viscosity and turbu-
lence (and hence mixing) would improve the accuracy of the
predictions. CFD calculations that employ adaptive gridding,
but which are still in progress, indicate that some cooling may
occur beyond the Mach disc shock.

The CFD calculations assume an expansion of a perfect
gas with a ratio of specific heat capacities y = 1.4034 (the
value for air [67], which is close to the classical value for
a linear molecule with active rotations only). The CFD calcu-
lations do not include internal degrees of freedom and output
the translational temperature, ignoring rotational to transla-
tional energy transfer that will occur during the expansion.
If there are sufficient collisions throughout the expansion to
maintain thermal equilibrium, then if the calculations are ac-
curate, the CFD temperature and the OH rotational tempera-
ture should approach one another. For the 1 mm nozzle, the
experimental radiative lifetime is always much less than the
natural lifetime, indicating a collisional environment. For x <
24 mm, there is a region where the temperature is extremely
low (~ 25 K) and relatively constant, whereas CFD predicts
a monotonic decrease in temperature, reaching a minimum of
10K immediately prior to the Mach disc. The agreement is
reasonable considering the hard-sphere approximation of the
calculations.

4 Determination of the quenching rate constant for
quenching of OH(A%x *, v/ = 0) by air at ultralow
temperatures

Upstream of the mach disc (x < 24 mm) the observed value
of the density, pjn, and the OH lifetime, t, can be utilised to
obtain the rate constant for quenching by air at the local tem-
perature of ~ 25 K. Such a measurement would be extremely
difficult using a cell that is cryogenically cooled, and stud-
ies within a gas expansion offer potential for measurement of
kinetic parameters at ultralow temperatures [9—11]. It is im-
portant, however, to assess the effect of any disequilibrium
between the rotational and translational degrees of freedom or
any anisotropy in the distribution of collision velocities [11],
as discussed above. Rearranging (10), a Stern—Volmer plot



of the inverse lifetime, 771, vs. density, gin, for the region
where the temperature is constant yields a slope of kair(7)
and an intercept of Ay. Figure 14 shows such a plot for da-
ta taken using the 1 mm nozzle. Increasing air density on
the plot corresponds to moving closer to the nozzle inside
the Mach disc shock. The plot is linear up to a beam densi-
ty of ~ 9 x 101> molecule cm =3 (~ 11 mm from the nozzle),
and a linear-least squares fit to the data in this region yields
kair = (2.56£0.40) 10~ molecule~! cm® s~! (20 errors)
at an average rotational temperature of 26 K. The intercept
of (1.20+£0.30) x10%s~! is consistent with the literature
value of Ag, which is in the range 1.3-1.6 x 10651 [36—
38,51-53]. The quoted error represents 2o taking only statis-
tical errors into account. The errors in the lifetimes are small
(1-2 %), and the errors in the derived value of the absolute
gas density are determined by errors in the quantities in (9).
Estimated errors are fj (15 % caused by the error in tempera-
ture at 25 K), ¢r(3 %), frate 3 %), Si (5%) and D (5 %, lo
of values in Fig. 8), resulting in an absolute error for Qin of
~ 30 % (the relative error is smaller). Closer to the nozzle
(at higher densities) the plot becomes non-linear, suggesting
that the data analysis is underestimating the absolute densi-
ty in this region. Indeed inspection of Fig. 13b indicates that
the experimental density starts to fall below the value pre-
dicted by CFD as the nozzle is approached. Very close to
the nozzle the radial width of the expansion, as predicted by
CFD calculations, becomes small (see Fig. 12) and the barrel
shock region may be probed by the laser, resulting in a larger
error in the derived centreline density. Below densities of
9 x 101 molecule cm 3, the form of the Stern—Volmer plot
(Fig. 14) was found to be independent of the gating param-
eters chosen, and indeed Fig. 14 is an average of data taken
with long and short photon counter gates. Above this densi-
ty the graph was nonlinear even for a short detection gate.
The axial velocity of the beam, is predicted by CFD to have
reached a fairly constant value of 700-750 m s~ ! during this
region, and hence any fly-out of excited OH from the volume
imaged onto the PMT during the lifetime will be constant and
cannot affect the slope of the graph. The value of k4ir (26 K)
is ~ 4.3 times higher than the room temperature value of

171081

0 2 T T

T x L)
0.0 0.2 04 0.6 0.8

1.0 1.2
air density / 10'S molecule cm™

Fig. 14, A Stern—Volmer plot of the inverse fluorescence lifetime versus the
jet density, for the region of the expansion inside the Mach disc where the
lemperature is approximately constant (average 26 K). The gradient yields
a quenching rate constant of (2.56-£0.4) x 100 molecule—lem3s1, and
an intercept (Einstein A coefficient) of (1.2+0.3 x 109 s~! (20 error). The
procedure for obtaining the absolute density is described in Sect. 2.2

389

~6x 10~ molecule~! ¢cm3 s71, calculated from the known
atmospheric composition (1 % water vapour) and quenching
rate constants. At the low temperatures of the experiment,
quenching is almost certainly from the lowest N’ = 0, 1 levels
following Qi (1) excitation, as the N’ =1 to N’ = 2 separa-
tion within A2Z+v/=0is 34 cm™—! [46], larger than the likely
collision energy. The quenching rate constant from N’ = 0 or
1 will be slightly larger than the value from a thermally aver-
aged distribution within v' = 0 at 300 K, but cannot explain
the large increase in quenching observed between 300 and
26 K.

The rate of quenching is characterised by a phenomeno-
logical rate constant k,i;(7), which is a function of tempera-
ture only and is a measure of the rate of depletion of electron-
ically excited OH:

—d[OH(A*ZM)1/dt = kyir (T)[OH(A2E )] [M=air]
+ Af[OH(A?EH)]

=[Qf(D)+AfI[OHAZZT)],  (17)

where Qy is the pseudo-first order quenching rate constant. At
a molecular level the relative velocity of an OH-air (strictly
the constituents of air) collision may take many values, and
for each velocity a rate constant may be defined such that

kq(v) = vog (v), (18)

where g4(v) is the velocity-dependent quenching cross-
section. The thermal bulk rate constant is then given by

ke = [ 01w, dv (19)

and for an isotropic sample at thermal equilibrium the form of
S(v) is given by the Maxwell-Boltzmann (MB) distribution.
For free-jet expansions the distribution of relative velocities
S() is likely to be different in the axial and radial direc-
tions [50] (the bulk flow velocity in these directions is known
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Fig, 15, Variation of quenching rate constant (open cireles, lefi-hand ax-
is) and cross-section (flled circles, right hand-axis) with temperature. The
points at 26 and 143 K were obtained in this work from lifetime and density
measurements within the supersonic expansion from a 1 mm nozzle, while
the data between 230 and 300 K were obtained from lifetime measurements
in a discharge-flow system [56]. The solid and dashed lines between data
points are guides to the eye
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to be different from the CFD calculations), with two tem-
peratures describing the distributions. Furthermore, the radial
distribution of velocities in some jet expansions has been
calculated and shown not to be described by a MB distri-
bution [9-11, 50], although the number densities are lower
than used in this work. However, assuming an isotropic MB
distribution (and the lifetime and rotational distributions sup-
port this), dividing the experimental value of k,;(T) by the
average velocity of an OH-air collision at the measured ro-
tational temperature, yields an average cross-section ag(7),
which increases from 7.8 A2 at 300K to 113 AZ at 26 K, an
increase by a factor of 14.5. For the 1 mm nozzle expan-
sion the rotational temperature was measured at one point in
the Mach disc itself (x =24.5mm, 7 = 143K), and from
the density at this point (Fig. 9) a value of k,j; was found to
be 1.27 x 10~ 9 molecule™ cm? s™! or o = 23.9 A2, Fig-
ure 15 shows the variation of the rate constant and cross-
section for quenching of OH A2+, v/= 0 by air between 26
and 300 K.

Rate constants for quenching of OH Azt by Nj, O,
and H>O at higher temperatures have been studied in laser-
heated cells [28], flames [29], and shock tubes [30]. The val-
ues above room temperature change relatively little, and when
combined with the low temperature data, the results overall
are consistent with the dynamics of the quenching collisions
being controlled by attractive features in potential energy sur-
faces between OH(A2¥ 1) and the major constituents of air.
Such a finding is supgorted by the observation of relatively
strongly bound OH(A“ X ) van der Waals molecules [57, 68—
71] and ab initio calculations of the intermolecular potential
energy surface for collisions of OH(AZx1) [25,26,72]. Of
all the atmospheric colliders, it is likely that the rate constant
for quenching by water will increase most dramatically upon
going to low temperatures. Further studies using expansions
of pure gases containing known amounts of water vapour are
underway in order to measure quenching rate constants for in-
dividual species over a wide range of temperatures. Smith and
co-workers [9—11] have studied the velocity (and hence col-
lision energy) dependence of ion—molecule charge-transfer
reactions in jets. A difficult and detailed analysis was required
to take of account of anisotropic velocity distributions [11]
that were calculated for the experimental conditions. It is
hoped that the mapping of the temperature and density pro-
files within the supersonic region of free-jets used in this
work may allow the study of collisional processes of neutral
species at ultralow temperatures without such an analysis, of-
fering an alternative to the CRESU technique developed by
Rowe and co-workers [22,23]. The present technique should
be widely applicable to the study of collisional processes of
neutral excited states, but for ground state neutral species the
limited observation time (determined by the transit time in the
ultra-cold region of characterised temperature and density)
will restrict study to very fast reactions or processes involving
the main diluent gas.

5 Summary

A high-repetition rate laser system was utilised to probe the
hydroxyl radical in supersonic expansions of irradiated air
through a variety of pinhole and shaped nozzles. A detailed
visualisation of both the OH rotational temperature and the air

density within the expansion has aided greatly in the choice of
design and operating conditions of an instrument to measure
the concentrations of OH in the troposphere. The optimum
signal for OH detection was obtained for a 1 mm nozzle,
for which the background chamber pressure was 0.59 Torr,
and when the laser beam was positioned to probe inside the
supersonic part of the expansion. At this point cooling to a ro-
tational temperature of 25 K was observed, and consequently
the molecular partition function is minimised, with popula-
tion maximised in the lowest rotational level that is probed by
the laser. Over the region studied, the total OH density was
highest downstream of the Mach disc in the sonic region of
the expansion, demonstrating the importance of factors other
than number density that determine the instrument sensitivity.

The absolute density of air in the beam was determined
through calibration of the observed LIF signal by using
OH fluorescence lifetimes at positions within the expansion
where the quenching rate constant could be calculated. In this
manner the air density profiles were mapped out for a va-
riety of nozzles. Sharp gradients in temperature and density
were found, with the position of the Mach disc shock being
close to that predicted by simple theory. In addition a detailed
CFD computation enabled a two-dimensional visualisation of
the expansions to be obtained. Details of the expansion in the
radial direction perpendicular to the gas flow were useful in
confirming the absence of steep gradients in the volume that
is probed by the laser, and which may lead to instabilities in
OH measurements. Despite neglecting intermolecular forces
and turbulent flow the CFD predictions along the centreline
of the expansion were able to reproduce the salient features
observed experimentally.

Knowledge of the absolute density of air across a region
within the supersonic expansion where the rotational tem-
perature was constant at ~ 25 K enabled kinetic studies to be
performed. The environment was collisional, as confirmed by
varying quantum yields for fluorescence between 0.2 and 0.6
in this region, and measurement of the lifetimes enabled the
rate constant for quenching of the excited state of OH by air to
be determined. Although some care must be exercised in the
interpretation of a rate constant under conditions where the
velocity distribution may be anisotropic, the value obtained is
over 4 times higher than the value at 300 K, confirming the at-
tractive nature of collisions of electronically excited OH. It is
planned to study the collision dynamics of excited states with
a variety of gases at ultra-low temperatures by this method,
by using a variation of the expansion conditions to vary the
temperature.
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