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Abstract
Transcranial direct current stimulation (tDCS) is a non-invasive neuro-

modulation technique that uses weak currents sent through electrodes on the
scalp to transiently alter characteristics of the brain. Targeting specific corti-
cal areas researchers have employed tDCS to influence motor functioning,
emotion, memory, language processing and various other cognitive func-
tions. Conventionally, a standard bipolar montage is used in tDCS to stim-
ulate a certain brain region of interest that resulted in variable outcomes
throughout the literature. Recently, multi-channel tDCS (mc-tDCS) optimiza-
tion methods have gained interest in accurately targeting a specific brain
area that have the potential to produce more controlled and consistent re-
sults. In this thesis, a novel mc-tDCS approach, the distributed constrained
maximum intensity approach (D-CMI), is proposed to stimulate the human
brain’s somatosensory P20/N20 target source at Brodmann area 3b. To recon-
struct the P20/N20 target source at Brodmann area 3b accurately for tDCS,
an integrated and combined magnetoencephalography (MEG) and electroen-
cephalography (EEG) source analysis with individualized skull conductivity
calibrated realistic head modeling is proposed. The D-CMI method is in-
vestigated targeting the somatosensory P20/N20 target source at Brodmann
area 3b with first a simulation study and then experimental validation study.
In the simulation study, simulated electric fields (EF) for the new D-CMI
method and the already known state of the art maximum intensity (MI) and
standard bipolar methods were produced and compared for the individual-
ized P20/N20 somatosensory targets. The practical applicability of the D-
CMI approach is tested in an experimental study to stimulate the somatosen-
sory P20/N20 target source in Brodmann area 3b and compare it with stan-
dard bipolar tDCS and Sham tDCS conditions. For comparisons, recording of
the electrically finger stimulated somatosensory evoked fields (SEF) data be-
fore and after the application of the three different tDCS conditions (D-CMI,
standard bipolar and Sham) is conducted. Specifically, the 20ms SEF peak
amplitudes are compared before and after the application of the three tDCS
condition to test the performance of D-CMI compared to Sham and standard
bipolar tDCS.

The results obtained in this thesis from the simulation study showed that
the individualized D-CMI mc-tDCS montages showed high current intensi-
ties at the target compared to the standard bipolar method. Another aspect of
individualized D-CMI montages is potentially reduced side effects and skin
sensations. In this regard, the D-CMI takes into account the most important
stimulation parameters such as high target directionality (DIR) with the po-
tential of lower skin sensations and electric field amplitude in distant brain
areas. The statistical comparisons 20ms SEF peak amplitudes from the exper-
imental study in this thesis showed that the D-CMI approach outperforms
the standard bipolar tDCS approach targeting the somatosensory Brodmann
area 3b. Reduced skin sensation and consistency throughout the experiment
with D-CMI based sham conditioning was also successful.
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In conclusion, individualized mc-tDCS D-CMI montages provide a good
balance between high current intensities at the target and reduced side ef-
fects and skin sensations.The results in this thesis indicate that the D-CMI
method together with highly individualized skull conductivity calibrated re-
alistic head modeling can lead to better control over stimulation outcomes
outperforming the standard tDCS methods. An integrated combined MEG
and EEG source analysis with D-CMI montages for mc-tDCS stimulation po-
tentially can improve control, reproducibility and reduce sensitivity differ-
ences between sham and real simulations.



Zusammenfassung
Die transkranielle Gleichstromstimulation (tDCS) ist eine nicht-invasive Tech-
nik zur Neuro-Modulation, bei der schwache Ströme durch Elektroden auf
der Kopfhaut gesendet werden, um die Eigenschaften des Gehirns vorüberge-
hend zu verändern. Durch die gezielte Beeinflussung bestimmter kortikaler
Bereiche haben Forscher die tDCS eingesetzt, um Motorik, Emotionen, Gedächt-
nis, Sprachverarbeitung und verschiedene andere kognitive Funktionen zu
beeinflussen. Konventionell wird bei der tDCS eine bipolare Standardmon-
tage verwendet, um eine bestimmte Hirnregion von Interesse zu stimulieren,
was in der Literatur zu unterschiedlichen Ergebnissen führte. In jüngster Zeit
haben Optimierungsmethoden für die mehrkanalige tDCS (mc-tDCS) an In-
teresse gewonnen, die genau auf einen bestimmten Hirnbereich abzielen und
das Potenzial haben, kontrolliertere und konsistentere Ergebnisse zu erzie-
len. In dieser Arbeit wird ein neuartiger mc-tDCS-Ansatz, der Distributed
Constrained Maximum Intensity Approach (D-CMI), vorgeschlagen, um die
somatosensorische P20/N20-Zielquelle des menschlichen Gehirns im Brodmann-
Areal 3b zu stimulieren. Um die P20/N20-Zielquelle im Brodmann-Areal 3b
für die tDCS genau zu rekonstruieren, wird eine integrierte und kombinierte
Magnetoenzephalographie (MEG) und Elektroenzephalographie (EEG) Quel-
lenanalyse mit individualisierter, auf die Leitfähigkeit des Schädels kalib-
rierter realistischer Kopfmodellierung vorgeschlagen. Die D-CMI-Methode
wird für die somatosensorische P20/N20-Zielquelle im Brodmann-Areal 3b
zunächst in einer Simulationsstudie und anschließend in einer experimentellen
Validierungsstudie untersucht. In der Simulationsstudie wurden simulierte
elektrische Felder (EF) für die neue D-CMI-Methode und die bereits bekan-
nten, dem Stand der Technik entsprechenden Maximalintensitäts- (MI) und
Standard-Bipolarmethoden erzeugt und für die individualisierten somatosen-
sorischen P20/N20-Ziele verglichen. Die praktische Anwendbarkeit des D-
CMI-Ansatzes wird in einer experimentellen Studie zur Stimulation der so-
matosensorischen P20/N20-Zielquelle im Brodmann-Areal 3b getestet und
mit bipolaren Standard-TDCS- und Sham-TDCS-Bedingungen verglichen. Für
den Vergleich werden die Daten der mit dem Finger elektrisch stimulierten
somatosensorisch evozierten Felder (SEF) vor und nach der Anwendung der
drei verschiedenen tDCS-Bedingungen (D-CMI, bipolare Standard- und Sham-
Bedingungen) aufgezeichnet. Insbesondere werden die 20ms SEF-Spitzenamplituden
vor und nach der Anwendung der drei tDCS-Bedingungen verglichen, um
die Leistung von D-CMI im Vergleich zu Sham und bipolarer Standard-TDCS
zu testen.

Die in dieser Arbeit aus der Simulationsstudie gewonnenen Ergebnisse
zeigten, dass die individualisierten D-CMI mc-tDCS-Montagen im Vergle-
ich zur bipolaren Standardmethode hohe Stromintensitäten am Ziel zeigten.
Ein weiterer Aspekt der individualisierten D-CMI-Montagen ist die poten-
zielle Reduzierung von Nebenwirkungen und Hautempfindungen. In dieser
Hinsicht berücksichtigt die D-CMI die wichtigsten Stimulationsparameter,
wie z. B. eine hohe Zielgerichtetheit (DIR) mit dem Potenzial geringerer
Hautsensationen und elektrischer Feldamplituden in entfernten Hirnarealen.
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Die statistischen Vergleiche der 20ms SEF-Spitzenamplituden aus der exper-
imentellen Studie in dieser Arbeit zeigten, dass der D-CMI-Ansatz den bipo-
laren Standard-TDCS-Ansatz, der auf das somatosensorische Brodmann-Areal
3b abzielt, übertrifft. Eine reduzierte Hautempfindung und Konsistenz während
des gesamten Experiments mit D-CMI-basierter Scheinkonditionierung war
ebenfalls erfolgreich.

Zusammenfassend lässt sich sagen, dass individualisierte mc-tDCS D-
CMI-Montagen ein gutes Gleichgewicht zwischen hohen Stromintensitäten
am Zielort und reduzierten Nebenwirkungen und Hautempfindungen bi-
eten. Die Ergebnisse dieser Arbeit zeigen, dass die D-CMI-Methode in Verbindung
mit einer hochindividualisierten, kalibrierten Schädelkonduktivität und einer
realistischen Kopfmodellierung zu einer besseren Kontrolle der Stimulation-
sergebnisse führen kann als die Standard-tDCS-Methoden. Eine integrierte
kombinierte MEG- und EEG-Quellenanalyse mit D-CMI-Montagen für die
mc-tDCS-Stimulation kann möglicherweise die Kontrolle und Reproduzier-
barkeit verbessern und die Empfindlichkeitsunterschiede zwischen Schein-
und realen Simulationen verringern.
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1 Introduction

1.1 Thesis motivation and contribution

Transcranial electrical stimulation (tES) is one of the various non-invasive
neuromodulatory techniques which incorporated passing a mild electric cur-
rent to cortical regions of the brain through electrodes placed on the scalp.
The effects of tES, after applying it for a few minutes or more, can modu-
late brain activity in the targeted regions which can outlast the duration of
the stimulation for upto or beyond minutes to hours [1], [2]. The most com-
monly used form of tES is transcranial direct current stimulation (tDCS). In
tDCS direct current (constant flow of electric charge) is applied transcranially
which effects the polarization of neuronal tissue. Neuronal tissue polariza-
tion causes a shift in neuronal membrane potential which affects neuronal
excitability. The applications of tDCS by researches for specific cortical areas
have shown that tDCS can influence motor functioning, emotion, memory,
language processing and various other cognitive functions. There have been
increasing number of positively reported results that aimed at improving
functioning in both healthy people and patients suffering from depression
and epilepsy. There exists, however, a significant discrepancy with the appli-
cation of tDCS in individualized patient’s efficacy. This leads to inter-subject
variability in various studies and applications. Various studies have empha-
sized that although the in-going current to the brain is the same, the electric
field experienced by the brain varies among subjects due to anatomical dif-
ferences. So in this regard, it is very important to individually optimize the
stimulation parameters before application.

Optimization of the stimulation parameters individually requires com-
putational realistic head volume conduction modeling. Volume conduction
modeling remains the most viable option to calculate the electric field inside
the brain before experimental stimulation. The experimental tDCS stimula-
tion parameters can be individually optimized if a realistic head model takes
into account the neuronal target’s location and orientation in the brain indi-
vidually. Such simulations can provide insights before stimulation such as
(a) the maximal electric field in the targeted region and (b) the direction of
the electric field relative to neuronal fibers of the targeted region.

Electroencephalography (EEG) and magnetoencephalography (MEG) are
two complementary modalities that measure the underlying brain activity
recorded at the scalp. Using a combined EEG and MEG source analysis
(forward and inverse modeling) approach, the individualized location and
orientation of the targeted neurons can be accurately estimated. Moreover,
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usually standard conductivity values are used in research for different tis-
sue compartments in realistic head volume modeling while in reality, con-
siderable inter-subject variability exists for the conductivity values [3], [4].
Skull conductivity is the most affected parameter in head modeling while
conducting source analysis for EEG [5], [6] and tDCS simulations. Magnetic
resonance imaging (MRI) integrated with combined EEG/MEG is proposed
for this thesis to individually estimate the skull conductivity which leads to
individualized source reconstruction of the underlying target’s location and
orientation.

Traditionally, a standard bipolar montage (positively charged patch an-
ode and negatively charged patch cathode) is used to stimulate the brain in
tDCS. The bipolar montage affects a larger area of the brain which (a) can
lead to inter-subject variability [7], [8], as they do not consider an individual-
ized (location and orientation) targeting approach and (b) makes it difficult
to target a specific region in the brain. Recently, advances in multi-channel
tDCS (mc-tDCS) hardware and electrode optimization approaches [9]–[15]
has made it possible to individually optimize a montage that takes into ac-
count the individually estimated location and orientation of a subject’s or
patient’s targeted region. For this thesis work, the chosen brain region of
interest (ROI) is the somatosensory network, specifically, the somatosensory
Brodmann area 3b in the primary somatosensory cortex. The somatosensory
network is a thoroughly researched and reproducible network when mea-
sured with EEG and MEG [16]. In this thesis work, significant importance is
given to the reconstruction of the underlying neuronal activity of somatosen-
sory evoked fields (SEF) and potentials (SEP) 20 ms component at the Brod-
mann area 3b. The reconstruction of the 20 ms component at Brodman area
3b is first individually estimated with combined EEG/MEG source analysis
and then individually optimized mc-tDCS montages are created to be later
validated in a tDCS experimental paradigm.

One of the main contributions of this thesis work is a study that proposes
of a novel mc-tDCS approach, the distributed constrained maximum inten-
sity (D-CMI). In this study, the D-CMI is developed and investigated while
targeting the reconstructed combined EEG/MEG P20/N20 dipole compo-
nent at the Brodmann area 3b from source analysis. In this study, the D-CMI
approach is compared, in simulations, to the standard bipolar tDCS and the
state-of-the-art current intensity and focality based tDCS approaches such as
the maximum intensity (MI) and the alternating direction method of multi-
pliers (ADMM), respectively. Moreover, to the best of our knowledge, the
novelty also comes from the fact that this study conducts mc-tDCS targeting
and optimizations for a combined EEG/MEG source reconstructed dipole
target in skull conductivity calibrated realistic head models for a group of 10
healthy subjects.

The second significant contribution to this thesis is a follow-up experi-
mental study with 13 healthy subjects. In this study, for the first time the
individually optimized tDCS montages produced by the novel D-CMI mc-
tDCS approach is applied in an experimental paradigm targeting the Brod-
mann area 3b. Right-hand index finger stimulated SEFs recorded before and
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after the D-CMI based tDCS are analysed and compared with standard bipo-
lar tDCS montage and a D-CMI based sham tDCS condition for 13 subjects.
A comparison of the 20 ms SEF signal component before and after the three
tDCS conditions (D-CMI, SB and Sham) is conducted. These comparisons are
conducted to answer the question of whether can the individually optimized,
D-CMI based, mc-tDCS montages, targeting the Brodmann area 3b, recon-
structed from a combined EEG/MEG skull conductivity calibrated source
analysis, provide more controlled stimulation effects compared to the stan-
dard bipolar tDCS condition.

1.2 Organization of thesis

In Chapter 2, the fundamentals of the topics covered in this thesis are in-
troduced. The chapter starts with a brief introduction and explanation of
the human brain’s anatomical parts, their functions and neuronal function-
ing. Further explanations about the history, basics and applications for tDCS
are given. Next, an explanation of the human somatosensory system and its
functioning is given, as this is the system that is target in simulations and ex-
perimental work. An explanation about the imaging modalities such as mag-
netic resonance imaging (MRI) and recording modalities, the EEG and MEG
are given. In the last part of Chapter 2, a detailed theoretical background for
EEG and MEG source analysis, solutions for the forward and inverse prob-
lems in EEG and MEG, and detailed explanations about the head tissues that
are significantly influential for EEG and MEG source analysis.

In Chapter 3, a novel mc-tCS optimization approach, the D-CMI is intro-
duced, analysed and compared to the state of the art intensity, focality and
standard tDCS approaches. These tDCS methods are the intensity based ap-
proaches, the MI and CMI, the focality based tDCS approach, the ADMM,
and standard bipolar tDCS approach. The chapter starts with introduction
of a combined EEG/MEG source analysis pipeline with skull conductivity
calibration while reconstructing the underlying P20/N20 somatosensory tar-
get at the Brodmann area 3b as a dipole, with individualized location and
orientation for each subject (10 subjects in total). Next, an explanation of the
theoretical and mathematical formulation, for tDCS in general and for mc-
tDCS optimization methods with hardware constraints is described in detail.
Furthermore the D-CMI, ADMM and MI are formulated and explained. In
the results section the D-CMI is investigated in detail for a single subject and
then a group of 10 subjects. Current vector fields and tDCS montages are
simulated for the described tDCS methods and compared with the D-CMI
approach with visual and statistical analysis. Finally, in the discussion sec-
tion, the results are interpreted and discussed.

In Chapter 4, the validity of the D-CMI approach is tested and com-
pared with standard bipolar and a D-CMI based Sham tDCS condition in
finger stimulated somatosensory SEF/tDCS/SEF experiment. The combined
EEG/MEG source analysis pipeline with skull conductivity calibration for
the P20/N20 is again conducted for 13 different subjects and reconstructing
individualized dipole targets. D-CMI montages are for each subject and a
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group analysis is performed. The simulated D-CMI montages are applied
in an experimental paradigm, SEF/tDCS/SEF, with standard bipolar and a
sham condition resulting in three different sessions for each subject. Only
MEG is recorded before and after tDCS condition and the 20 ms SEF sig-
nal component is compared with statistical analysis for the three conditions.
Questionnaire data for skin sensations and sham perception is also taken and
statistically analysed in the results section. Finally, in the discussion section
the practicability of the D-CMI approach is discussed and the advantages it
can have compared to standard tDCS methods.

In Chapter 5, as a co-authored study, tDCS induced electric fields and
montages are simulated for 21 participants in finite element method (FEM)
realistic head models. Standard brain atlas was used to define the tDCS
dipole target’s location at the parietal cortex with three orthogonal orien-
tations as Target 1 (radial to the scalp surface, RAD), Target 2 (tangential to
the scalp with anterior-posterior orientation, tangentiala−p TAP) and Target
3 (tangential with a left-right orientation, tangentiall−r TLR). Electric fields
and montages from CMI and ADMM mc-tDCS methods are produced and
compared with the non-individually optimized fixed 5x1 control mc-tDCS
method in simulations. Variability in quantification parameters for the simu-
lated electric fields along these three different orientations for the three meth-
ods (CMI, ADMM, 5x1) is statistically analysed and investigated in group
study of 21 subjects.

Chapter 6 provides a summary of the thesis while discussing the main
findings and highlighting points for future research.
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2 Basics and theory

2.1 The human brain

The human brain is one of the most biologically complex structures that con-
trols all functions of the body, interprets and processes sensory information
and relays motor responses to organs. It is divided into several functional
and anatomical regions and is encased in several hard and soft layers of tis-
sues. It is composed of billions of interconnected nerve cells or neurons and
supporting glial cells or glia [17]. It is divided into external and internal parts
that have specific roles. The three main external parts are the cerebrum, brain
stem and cerebellum. The internal parts are made up of the pituitary gland,
hypothalamus, and corpus callosum (Figure 2.1).

Cerebrum: The cerebrum is composed of grey matter and white matter
layers. It is the largest part of the brain by volume. The cerebral cortex is
the grey matter of the cerebrum. The cerebral cortex is mainly folded by
surfaces called the gyri. The gyrus is separated by deep fissures called the
sulci. The cerebral cortex consists of the right and left hemispheres, and each
of them consists of four distinct lobes: the frontal lobe, parietal lobe, temporal
lobe and occipital lobe (Figure 2.1(a)). The frontal lobe controls motor related
tasks and activities associated with memory, attention, language, personality
and other cognitive functions. The parietal lobe processes touch and pain
related sensations and is also concerned with visuospatial navigation such
as determining where the body is located within a space or how to avoid an
obstacle. The temporal lobe fundamentally role is auditory processing and
language comprehension. It also consists of components essential for long
term memory retention by classifying memory into facts and events. The
occipital lobe is the visual processing center of the brain with the capacity for
sight, size, motion, color and dimension recognition.

Brain stem: The brain stem lies in the posterior region of the human brain.
It connects the brain to the spinal cord from which signals are relayed to and
from the body. There are three main parts to the brain stem, the pons, the
medulla oblongata (often called medulla) and the midbrain (Figure 2.1). It is
basically the control center for the respiratory, cardiovascular and other basic
systems of human body. The brain stem is responsible for controlling invol-
untary and automatic functions such as heart rate, breathing, swallowing,
hunger and thirst etc.

Cerebellum: The cerebellum lies in the posterior region of the brain be-
low the temporal and occipital lobes behind the brainstem and is composed
of a small portion of the cerebrum. The function of the cerebellum is to coor-
dinate unconscious motor functions such as movement and balance. Damage
to cerebellum could lead to muscle contractions and loss of equilibrium.



2.1. The human brain 6

FIGURE 2.1: The basic structure of a human brain. (a) The human brain structure
divided into different lobes (b) The internal structure of the human brain. (adapted

from bioninga.com)

Pituitary gland: The pituitary gland acts as the master gland that regu-
lates all other glands and target organs through hormonal production in the
human body. It is mainly responsible for the flow of hormones from those
organs of the human body that are associated with growth, physical matura-
tion sexual maturation and functioning.

Hypothalamus: The hypothalamus is situated above the pituitary gland
and functions as an interface to the pituitary gland. It acts as a command cen-
ter for governing and coordinating neural and endocrine activity. It regulates
and maintains homeostasis of the body by changing physiological parame-
ters such as blood pressure and temperature of the body. It tries to optimally
adapt to reestablish homeostasis by first comparing accessed sensory infor-
mation to the biological options set for optimal cell function and then by en-
abling behavioral and endocrine responses. Through this process, it controls
body temperature, synchronizes sleep patterns, controls hunger and thirst
and also plays a role in some aspects of memory and emotion.

Corpus callosum: The corpus callosum lies in the middle of the brain
filled with nerve fibers that connects the two left and right hemispheres of
the cerebral cortex. It is the largest white matter structure of the brain and
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enables the two sides of the brain to communicate. If the corpus callosum is
damaged, it might lead to less communication between the two sides of the
brain leading to brain disorders.

2.2 Neuronal basis

The neurons form the fundamental part of the central nervous system (CNS)
and the brain and transmit electrical signals within the nervous system. Neu-
rons are supported by other nerve cells called glial cells for energy and to
feed the neurons. The nervous system together with the brain is able to de-
tect, interpret and respond to external and internal stimuli by the functioning
of neurons. There are different types of neurons that differ according to their
role such as motor, relay and sensory, but most share the same features to per-
mit their intercommunication. The basic parts of a neuron are the soma (cell
body), the dendrites, the axons and the axon terminal (presynaptic terminal)
(Figure 2.2(a)).

Soma: The soma is the neuronal cell body that has the nucleus and or-
ganelles, containing all genetic information. It functions as the metabolic
center by synthesizing cell proteins to maintain cell survival. Additionally,
it enables two processes the dendrites and the axons. Dendrites: The den-
drites are tree-shaped short branched fibers that handle incoming signals
from other nerve cells and act as receptors. Initially, these incoming signals
are chemical information signals which are then converted to electrical sig-
nals.

Axons: The axon is a long and thin extension fiber of the neuron cell body
originating from the area called the axon hillock. The axon acts as a transmis-
sion line that transfers electrical signals called action potentials. These action
potential signals are originated in a trigger region near the axon hillock called
the initial segment and they travel down the axon with high speed and with-
out loss of information. The axon, in some neurons, is covered with an insu-
lating layer called the myelin sheath. The myelin sheath increases the con-
duction speed of the action potentials along the axon by means of specifically
shaped sheaths at regular intervals called nodes of Ranvier.

Axon terminal: The axon terminal lies at the end of the axon which trans-
mits an electro-chemical signal to another neuron or cell type. It contains
synapses that are specialized button-shaped structures where neurotransmit-
ter chemicals are released into a gap called the synaptic cleft between the
terminals and the dendrites of the next target neuron to communicate.

Action Potentials: In the brain, neural signal processing is conducted
through the inter-neural-exchange of electrical neural signals called action
potentials (AP) (Figure 2.2(c)). An AP is generated when a potential dif-
ference is created between intracellular and extracellular space, which are
separated by a cellular membrane (Figure 2.2(b)). An AP requires an influx
of positive ions across the semi-permeable neural membrane to produce a
specific change in voltage (threshold value). During the resting period, the
potential difference across the membrane is -70mV or -90mV and is called
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FIGURE 2.2: Neoronal anatomy and mechanism (a) Illustration of the basic anatomy
of a neuron (b) Basic mechanisms of the flow of ions and ion channels during
an action potential in a neuron (c) Basic shape of the process of an action poten-

tial.(adapted from bioninga.com)

”resting membrane potential”. AP occurs in a sequence of three stages, de-
polarization, repolarization and refractory period.

Depolarization: Depolarization takes place when the signal is initiated
at a dendrite, in response to an outside stimulus, and sodium channels open
within the membrane of the axon. As more Na+ ions are concentrated out-
side of the membrane, the opening of the sodium channels leads to an influx
of positively charged sodium channels which causes the inner side of the
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membrane to become more positive (Figure 2.1(b) and (c)). When a thresh-
old potential of -55mV across the membrane is reached an AP is initiated.

Repolarization: For the propagation of an AP along the axon, the inward
flow of the positively charged sodium channels also later causes the potas-
sium channels to open within the membrane of the axon (Figure 2.2(b)). As
the positively charged K+ potassium ions were more concentrated inside the
membrane it causes the outward flow of these ions. The outward flow of K+
causes the membrane potential to start returning to a more negative potential
difference. This is known as repolarization (Figure 2.2(b) and (c)). Following
repolarization, the positively charged ions continue to exit the membrane as
the ion channels take time to respond. During this lack of immediate re-
sponse, the potential inside the membrane continues to become negatively
charged until it reaches a threshold value between -71mV and -75mV known
as hyperpolarization. During hyperpolarization, the voltage-gated channels
close and a resting potential of -70mV is reached again through the sodium-
potassium pump (refractory period) (Figure 2.2(b) and (c)). In general, polar-
ization refers to an increase or decrease in membrane potential compared to
its resting state potential.

In this thesis, we will examine (simulation and practical stimulation) the
effects of electric fields on the brain in simulations (Chapter 3 and 5) and a
practical study (Chapter 4). In order to understand the underlying mech-
anisms of these effects produced from the externally applied electric fields,
a theoretical basis of the neuron and its mechanisms is explained. As ex-
plained before, when a neuron is exposed to an external stimulus, in this
case, an external electric field, it can lead to polarization. However, polar-
ization, and the subsequent characteristics of generation and propagation of
APs, depend on neuronal morphology, biophysical parameters, orientation
with respect to the electric field and the electric field strength. We can stim-
ulate the brain non-invasively by a technique known as transcranial direct
stimulation which is a sub-category of the general approach of transcranial
electrical stimulation.

2.3 History of transcranial electrical stimulation (tES)

The use of electricity as a medical treatment has been reported to be used
since the Roman and Greek times. Around 43–48 CE Roman physician, Scri-
bonius Largus, used torpedo fish to treat headaches with electrical pulses
[18]. Along with being reported as the first use of electricity as a medical
treatment, it is also the first known study for electrical brain stimulation. Al-
though these early studies were reported, prior to the 17th century, little was
understood about the effect of electricity on a body.

In the 18th century, the basis for modern-day electrophysiology has been
credited to Luigi Galvani. Galvani, through his work on the effects of elec-
tricity on dead bodies, revolutionized the understanding and scientific think-
ing about the relationship between electricity and animal bodies. Galvani
demonstrated [19] that dead bodies (mostly frogs) could be made to move
using electricity. He was also the first person to show the electrical nature
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of muscle contraction and nerve conduction [19]. Galvani’s nephew, Gio-
vanni Aldini, further researched about muscle contraction by experimenting
on executed prisoners [19]. Aldini applied electrical currents on the head of
executed prisoners to show muscle contraction. As Aldini believed electricity
can be used as a useful medical tool, he also started using it to treat patients
with mental disorders (Figure 2.3). There is also a documented case of Aldini
treating a patient with melancholia (depression) [20].

FIGURE 2.3: The above illustration shows the application of galvanism to patients
with mental disorders. The illustration is a reproduction of plate 5 from Luigi Al-
dini’s 1804 essay. Effects of galvanism were optimized by connecting a voltaic pile
to the head and hands. Other locations such as left and right panels were also con-

sidered [20].

In the 20th century, direct currents were used as stimulating or sedative
treatment by several researchers. Their success in treating patients with de-
pression was reported but variability still persisted in the results. In the
1940s and onwards, as electroconvulsive therapy (ECT, electricity-induced
seizures) became highly successful and popular, interest in brain polariza-
tion diminished [21].

In the 1960s, effects of current stimulation on the brain and its inner work-
ings first came to light by a series of electrophysiological measurements in
animals. The effects of polarizing currents on neuronal cells were investi-
gated by applying subthreshold currents directly to the cortex and measur-
ing from within the cortex. Electrode with positive polarity (anode) on the
cortex in anesthetized cats [22], [23] and rats [24] led to an increase in the
frequency of spontaneous neuronal discharges and in the size of the sen-
sory evoked potentials (Figure 2.4). Conversely, a negative polarity elec-
trode (cathode) resulted in decreased neuronal firing. These results demon-
strated that the application of subthreshold currents could modulate the ac-
tivity of pyramidal neurons. Interestingly, opposite effects were observed
from the polarity-dependent currents on deeper lying neurons [22] and non-
pyramidal tract neurons [23] in the motor cortex (M1). These important find-
ings suggested that the orientation of a neuron and its type influenced the
directional response of a cell to polarization by an external source. A com-
parison of neuronal cell types revealed that pyramidal tract neurons were
activated at higher stimulation intensities compared to non-pyramidal neu-
rons, such as inter-neurons. In the following years between 1964 and 1980, a
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series of current-controlled stimulation experiments were conducted on pa-
tients with psychiatric conditions such as depression and schizophrenia. The
experimental trials, however also included healthy subjects [25]. Treatment
of depression was still the most common application, with several clinicians
reporting improvements in mood during and after stimulation [26]–[28]. In
these studies, however, the stimulation parameters were as varied as the pa-
tients they were applied and typically were not consistent with those used in
modern transcranial direct current stimulation (tDCS) applications. In ani-
mal studies, monkeys showed improved task performance for a reaction time
task [29] and rats showed improvement for learning avoidance responses
[30], [31] after direct stimulation of the dorsolateral prefrontal cortex (DLPC).

FIGURE 2.4: The above two Figures show the intracortical recording of anesthetized
animals experiencing brain polarization (adaptation from [22] and [24]). (a) Neural
activity (first-panel activity) decreased after negative applied current (second-panel
activity) and increased (third-panel activity) after positive applied current to the cor-
tex. (b) Peak values of Somatosensory evoked potentials increased after a positive

current was applied to the cortex.

Investigations by Priori and colleagues [32] renewed interest in tDCS ap-
plications after nearly 35 years. In their study, the stimulation electrodes were
placed over M1 and the chin. Weak direct currents (DC) (< 0.5 mA) were
passed through the cortex for seven seconds. In the stimulation paradigm,
no effects were observed when only anodal or cathodal stimulation was con-
ducted. However, anodal scalp DC, alternated with a cathodal DC (alternat-
ing anodal-cathodal stimulation) led to an increase in neuronal excitability.
These observations provided evidence that a small electric field crosses the
skull and influences the brain. Lack of effects from only anodal and catho-
dal DC stimulation was hypothesized as the result of sub-optimal electrode
placement and a combination of short stimulation time periods [33]. In 2000,
applying similar techniques, Michael Nitsche and Walter Paulus published
their findings on tDCS-elicited excitability changes with a series of experi-
ments that established much of the modern and standard approach to tDCS
application [1].
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2.4 Transcranial direct current stimulation (tDCS)

2.4.1 Stimulation parameters

The stimulation parameters for tDCS can be categorized into temporal and
spatial parameters that affect the distribution of the applied electric field on
the scalp and the brain [34]. Spatial parameters comprise of shape, size and
positioning (montage) of the electrodes. The temporal parameters consist
of the waveform, current intensity (i.e., current amplitude in mA), polarity
(positive or negative current) and duration (in minutes) of the applied elec-
tric current for stimulation. The combination of all these parameters deter-
mines the “dose” of the stimulation and is therefore crucial for determining
the outcome of the stimulation.

FIGURE 2.5: Different types of devices for applying transcranial electrical stimula-
tion(tES). (a) The basic equipment needed to apply tES (b) Basic montage of applying

tES (c) Commercially available tES devices (adapted from [35]).

Size and shape of electrodes: Typically, tDCS involves two sponges soaked
with saline, electrodes made of conductive rubber, non-conductive elastic
straps, cables, and a battery-powered device for delivering a current stim-
ulation [36]. The pair of saline-soaked sponges are usually 20 to 35 cm2 in
size, with slits at both ends into which electrodes are inserted (Figure 2.5(a)
and (b)). By designing the sponges in a way that promotes an even distribu-
tion of current over the stimulation area2.5(b)), it has been possible to reduce
the likelihood of skin burns caused by hotspots (electricity concentrations) at
the sponge/skin interface [37], [38]. According to studies in the motor cortex,
a reduction in the size of the active electrode can produce more robust and
focused effects, while increasing the size of the return electrode can prevent
any undesired effects for the non-target electrode [39].
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Polarity and duration: In tDCS, where current travels in one way, stim-
ulation is applied to two electrodes with different polarities. For a unidi-
rectional stimulus, the current flows from the anode (positive electrode) to
the cathode (negative electrode). When the anode, the positive electrode,
is placed over the target area, we speak of anodal stimulation otherwise we
speak of cathodal stimulation. Research on tDCS in the motor cortex suggests
a stimulation duration of a minimum of approximately 10 minutes is neces-
sary in order to produce effects lasting for up to an hour after stimulation
[1], [40]–[42]. A general belief is that anodal tDCS stimulates and cathodal
tDCS inhibits the underlying cortex, however, the reverse has been observed
as well [43], [44]. It was found by Monte-Silva [45] that anodal tDCS applied
for 26 minutes produced an opposite, inhibitory effect, indicating that dura-
tion plays a significant role in stimulation outcomes. It has also been reported
that anodal tDCS, in general, results in more consistent effects than cathodal
tDCS and is used more often [46].

FIGURE 2.6: Different waveforms for tES produced by commercially available hard-
ware (adapted from [35])

Waveforms: In the past few decades, other types of tES have been de-
veloped, e.g. tACS and tRNS. tACS uses a similar set of procedures and pa-
rameters as tDCS, except that the current applied changes over time. There
is typically a sinusoidally oscillating current applied either in combination
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with a DC offset [47], [48], or applied every half cycle [49], [50]. In case of
tRNS, a combination of different frequencies was used by researchers pro-
ducing randomly oscillating currents [51], [52]. In addition to affecting ex-
citability and brain function [48], [49], [51], [52], these modes of stimulation
can influence intrinsic brain oscillations as well [47], [50]. The devices that
are commercially available (such as neuroConn, Soterix, and Starstim) (Fig-
ure 2.5(c)) already have pre-programmed waveforms and parameters (such
as tDCS, tRNS, and tACS). The customisable waveform and current genera-
tors are capable of producing an endless variety of customised waveforms.
However, the effects of such stimulation remain unknown. In Figure 2.6 the
different tES waveforms are shown that can be produced by commercially
available hardware.

2.4.2 Neurophysiological mechanisms for tDCS

In the case of using sponge electrodes on the scalp, the applied current will
shunt at the scalp and as well as in the cerebrospinal fluid (CSF). This will
result in some current penetrating the superficial layer of the brain [53]. De-
spite the low intensity of the resulting electric fields, the continuous electric
fields generated during tDCS have the ability to alter transmembrane neu-
ronal potentials, modulate nerve excitability and the synaptic responses [54],
and even modulate individual neuronal firing rates [53], [55]. The effects
of tDCS on neuroplasticity may be related to modulations in neuronal ionic
channels, specifically L-type voltage-gated calcium channel (LVGCC), and
N-methyl-D-aspartate (NMDA) receptors [2]. As tDCS injects only a small
amount of current, it is a subthreshold stimulation i.e. it does not produce
any action potentials but rather facilitates or modulates neuronal activity in
a polarity (positive or negative) dependent manner.

Anodal stimulation (positive current) will result in the inward flow of the
current and cathodal stimulation (negative current) will produce an outward
flowing current (Figure 2.7a). This phenomenon is most likely due to the so-
matic depolarization of pyramidal cortical neurons and hyperpolarization of
apical dendrites in the case of anodal stimulation and somatic hyperpolar-
ization 2.7b) of pyramidal cortical neurons and depolarization 2.7b) of apical
dendrites when cathodal stimulation is applied [57], [58]. Even moderate in-
tensities of stimulation current and duration change brain activity, which is
assumed to follow somatic polarization [1], [59]. While using conventional
tDCS (anode and cathode) over a target region, the current is not only limited
to the target area but it also flows through all cortical regions between and
around the anode and cathode electrodes [60]. It is therefore very important
for the placement of the tDCS electrodes to target specific regions of interest.

2.4.3 Measurement of tDCS effects

There are a number of methods to investigate the neuronal effects gener-
ated by tDCS. These methods are physiological measurements that allow
researchers to quantitatively measure the basic effects of tDCS so they can
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FIGURE 2.7: Direction of current flow and effects on neurons (a) Direction of current
flow in anodal stimulation (b) Current flow direction effects on neurons for depolar-

ization and hyperpolarization. The Figures were modified from [56]

better understand its mechanisms and design new protocols for different ap-
plications.

There are now several different types of neurophysiological and func-
tional imaging technologies available today that allow researchers to study
how tDCS affects our brains. To monitor the effect of tDCS applied to a
particular brain region, the most used methods are monitoring of tDCS ef-
fects over sensory (e.g. somatosensory evoked potentials (SEP) and fields
(SEF)) and motor cortices (e.g. Motor evoked potentials), event-related po-
tentials (ERP), electroencephalography (EEG), a combination of transcranial
magnetic stimulation (TMS) and electromyography (EMG) TMS/EMG, and
neuroimaging tools such as magnetic resonance imaging (MRI), and positron
emission tomography (PET). Also, a number of pharmacological agents have
been used to determine the neurochemical basis of tDCS. These pharmaco-
logical interventions can be used to study how tDCS affects specific neuro-
transmitter systems, ion channel function, or receptors. As it is beyond the
scope of this thesis to discuss all of these methods, we will briefly discuss the
methods used for motor and sensory cortices.

Historically, the majority of tDCS studies performed have been for the
primary motor cortex (M1) via TMS/EMG. Anthony Barker and colleagues
[61] developed an electronic device that sends out a powerful, short electrical
impulse through a 10 cm coil. The changing current in the coil generates a
rapidly fluctuating magnetic field which causes an induced electrical field.
By placing the coil tangentially to the scalp, the magnetic field penetrated
through the scalp and skull inducing electric fields in the brain. The fields
induced in the brain are directed parallel and opposite to the currents in the
coil. This induced field can depolarize neurons and evoke action potentials.
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FIGURE 2.8: The measurement of MEPs with TMS and EMG. (a) shows the place-
ment of the TMS coil on the cortex which induces a magnetic field (pink lines) and
created electric fields (green) in the cortex. (b) The placement of EMG electrodes for
recording MEPs at the first dorsal interosseous (FDI) muscle (c) The recorded MEP

from the EMG electrodes.

The concept of transcranially inducing electric fields in the brain which pro-
duce action potentials from magnetic fields of a coil came to be known as
TMS. When a TMS pulse is applied over the M1, the activated cortical neu-
rons in close proximity generate a signal which travels through the corti-
cospinal tract and activates a certain number of spinal motoneurons, which
further convey the signal to the alpha motoneurons of the associated mus-
cle. This muscle activity, contralateral to the stimulated M1, can be observed
as a muscle twitch and can be recorded on the skin using EMG. The motor
evoked potential (MEP), measured via electrodes on the skin over the mus-
cle (Figure 2.8), provides a measure of the excitability of the cortical neurons
that project to the muscle. [62] were the first to employ TMS to quantita-
tively study the effects of tDCS on M1. They were also the first to use two
large electrodes for tDCS, one over the M1 and the other over the chin. In
the study, anodal tDCS (positive current over M1) a consistent decrease in
MEP size (evoked by TMS over M1) was seen compared to before tDCS an-
odal stimulation. The depression in MEP size was proportional to the stim-
ulation current. Nitsche Paulus [1], [41] further expanded Priori’s research
and conducted experiments for the M1 using TMS/EMG and tDCS. Their
tDCS montage consisted of one electrode over M1 and the other over the
contralateral supraorbital area (SOA). In their experiments, anodal stimula-
tion increased and cathodal stimulation decreased cortical excitability. These
findings later became the basis for future tDCS studies. For the application of
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tDCS to the sensory cortex, most studies were conducted on the somatosen-
sory cortex. The effect of tDCS on the neurophysiological function of the
somatosensory cortex can be studied by analyzing the changes in SEPs and
SEFs, measured by EEG and MEG modalities respectively, changes in the
brain’s hemodynamic response, or at the behavioral level by effects on mea-
sures of somatosensory perception. [63]–[69]. SEP and SEF evaluations often
include low-frequency components, such as N20, P20, P22, N30, P35, or P60
[63], [64], [70], [71] neuroanatomical studies suggest that generator sources
for these components are located cortically, including area 1,2 (component
P60) or 3b (N20) of the primary sensory cortex (S1) or in the motor cortex (e.g.
component P35). Further details can be studied about these components and
their applications in [72].

2.4.4 Safety of tDCS

As far as safety is concerned, researchers and clinicians have generally agreed
that tDCS is not associated with serious adverse events. This is further ev-
idenced by the routine testing of tDCS on healthy volunteers (e.g. up to 6
weeks in college students;[73]). It is common for subjects to experience tin-
gling, itching or burning sensations in the skin underneath the electrodes
during tDCS. These sensations usually subside after a few minutes of tDCS
but can be slightly painful. Only in [46], skin burns were reported due to in-
correct application of tDCS resulting in extremely high impedance. Usually,
with the correct application of tDCS, this occurrence is rare. As a precaution,
all commercially available stimulation devices terminate stimulation when
impedance reaches a certain high level. However, adverse side effects like
mild headache or fatigue and rare cases of transient nausea and vertigo have
been reported [46]. The sensations under the tDCS electrodes can be reduced
by enlarging the electrode size resulting in lower current density in the skin.
The sensations are felt strongest and even quite painful when the current is
switched from 0 to 1 mA or 2 mA immediately. This sudden transition can
also result in phosphenes (perceiving a flash of light due to excitation of the
retina by sources other than light). In order to avoid these effects, it is com-
mon in most tDCS applications to to ramp the current up and down linearly
over a few seconds at the start and end of stimulation, respectively.

2.4.5 Sham stimulation

As in any drug or other interventional protocols applied in clinical neurosci-
entific research, a form of placebo (fake) treatment is required for systematic
studies of the effects through randomized controlled trials. Placebo inter-
ventions for tDCS are known as sham stimulation. The subjects are usu-
ally questioned after the stimulation about their own rating if sham or real
tDCS has been applied. As the subjects feel sensations on the skin during
tDCS, sham stimulation is based on mimicking these sensations. The feel-
ings are strongest at the start of stimulation, so blinding can be realized by
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encompassing ramping stimulation up and down like in real tDCS stimula-
tion conditions, but stimulate with an intensity of e.g. 1 or 2 mA only for a
few seconds. In this way, participants will feel the initial itching and tingling
sensation but the stimulation duration is too short to induce after effects.
A stimulation intensity of 1 mA and an electrode size of 25 cm2 has been
shown to reliably blind participants [74]. Stimulation intensities of 2 mA
tend to make comfort lower at stimulation onset for young and older adults
[75] Higher stimulation intensities will induce stronger sensations, and thus
compromise blinding, especially under repeated measures conditions [76],
[77]. Stimulation intensities as high as 3 mA starts to become painful while
smaller electrodes do not increase skin sensations [78]. An alternative ap-
proach would be the use of anesthetics to abolish skin sensations [79] or an
active control condition (i.e. stimulation of brain region irrelevant to the ex-
perimental paradigm).

2.4.6 Clinical applications of tDCS

In addition to the effects of tDCS on neuromodulation, such as learning rate
[80]–[82] and measuring excitability, tDCS has been tested as a treatment
for several neuropsychiatric disorders and neuro-rehabilitation [83]. Firstly,
since many psychiatric and neurological diseases pathologically alter plas-
ticity and excitability, tDCS is most often used to re-balance the underlying
system e.g. in epilepsy, pain and depression. A second argument for us-
ing tDCS is the relevance of plasticity and cortical excitability alteration, for
learning and memory formation, and therefore the potential of tDCS in re-
habilitation e.g. motor rehabilitation, visual restoration, dystonia [84] and
Alzheimer’s disease. Considering how complex the (individual) etiology of
disease and the brain response is, testing tDCS’s capability to affect excitabil-
ity and plasticity is a good place to start in rationalizing clinical trials [85],
[86].

For instance, tDCS has been used for behavioral performance enhance-
ment with Alzheimer’s patients [87], [88], for motor learning enhancement
in stroke rehabilitation [89], for patients with chronic pain [90]–[94] and for
modulation of emotional affective neural circuits in depression patients [87],
[95], [96]. For tDCS pain therapy application, tDCS has been applied to cases
of chronic pain refractory to pharmacologic interventions [97], [98] and for
a number of different pain conditions such as fibromyalgia, pelvic pain, and
neuropathic pain [91], [99], [100]. Numerous studies have also examined the
effects of tDCS on learning in healthy subjects, suggesting improvement in
implicit learning [101], motor memory [102], working memory [103], [104],
and memory retrieval [105], [106].

2.5 The human somatosensory system

In this thesis, we will be investigating the effects of tDCS on the somatosen-
sory network specifically the primary somatosensory cortex (S1). In order to
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assess the effects that tDCS can produce on the somatosensory network, a ba-
sic understanding of the anatomy and physiology of the human somatosen-
sory system is needed. The human somatosensory network is a thoroughly

FIGURE 2.9: The signaling pathway for the human somatosensory system. (a) shows
the dorsal column-lemniscal pathway (red) from the receptors (step 1) to the primary
somatosensory cortex (S1) (step 3) via different fibers in steps 1 2 and 3. (b) shows
a complementary block diagram for the dorsal column-lemniscal pathway. The Fig-

ures were adapted from [107]

investigated system of pathways associated with the cerebrum stimulated
by sensations such as touch, pressure, vibration, heat, cold, itch and elec-
trical current [17]. These sensations are conveyed by the receptors on the
skin, muscles or joints conveyed to different regions of the brain for pro-
cessing. However, the information of touch, vibration or electrical stimula-
tion from the skin (Fingers or arm) takes an entirely distinct path compared
to pain or temperature. The structural pathways of these sensations are di-
vided into two parallel subsystems the dorsal column-medial lemniscal path-
way (mechanoreception and proprioception) and the spinothalamic pathway
(thermoreception, nociception and visceroception). A brief explanation of
the dorsal column-medial lemniscal pathway is more relevant for this thesis
as it is the underlying pathway undertaken by the sensations from the fin-
ger when stimulated with an electrical current. The endings for the dorsal
column-lemniscal pathway are corpuscular nerves at the skin, joint capsule,
and muscle. The dorsal column-medial lemniscal pathway as shown in Fig-
ure 2.9 can be explained by the following steps
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• The large sensory axon enters the ipsilateral dorsal column of the spinal
cord, the white matter tract medial to the dorsal horn. Sensory informa-
tion (as well as positional information) is sent from the dorsal columns
to the brain.

• At the junction between the spinal cord and the medulla lies the dorsal
column nuclei, where the dorsal column axons terminate. These are
some of the longest axons in the human body originating from the skin.
It is a fast pathway bringing information directly from the skin to the
brain without any interference from other synapses.

• The axons of the dorsal column nuclei then travel from the white matter
tract known as the medial lemniscus. Axons from the medial lemniscus
synapse upon neurons in the ventral posterior (VP) nucleus of the tha-
lamus through the medulla, pons, and midbrain. It is important to note
all sensory information goes through the thalamus before synapsing in
the neocortex with exception of olfaction.

• Finally the information from thalamic neurons of the VP nucleus projects
the specific regions of the primary somatosensory cortex or S1.

The cerebral cortex is the site of the most complex somatosensory pro-
cessing. The cortical areas responsible for the somatic sensory system are
located in the parietal lobe (Figure 2.10(a)). In humans, Brodmann’s area 3b,
now designated the primary somatosensory cortex (S1), can be easily iden-
tified because it lies behind the central sulcus (right behind the central sul-
cus) (Figure 2.10(a)). The Brodmann area 3b is called the primary region of
the somatic sensory cortex because (1) it receives most of the information re-
lated to touch from the VP nucleus of the thalamus (2) the neurons in this re-
gion are very responsive to somatosensory stimuli (3) damage to this region
can cause somatic sensation impairment and (4), most relevant to this thesis
work, electrical stimulation evokes somatic sensory components. In addition
to S1, other cortical areas process somatic sensory information. These cortical
areas include areas 3a, 1 and 2 on the postcentral gyrus, areas 5 and 7 on the
adjacent posterior parietal cortex (Figure 2.10(a)). Areas 3a also receive dense
informational inputs but is rather related to position than touch. Areas 1 and
2 receive dense information from area 3b which are mainly of texture infor-
mation for area 1 and size and shape for area 2. The somatic sensory cortex
is a layered structure where the information from the thalamus synapse is
mainly in layer IV of S1 (Figure 2.5(b)). Similarly, neurons in layer IV project
to cells in other layers. S1 neurons with similar inputs and responses are
stacked vertically into columns across the cortical layers, another important
similarity with other regions of the cortex (Figure 2.5(b)).

2.6 Somatosensory evoked responses

Electrical stimulation of the median nerve or the fingers generates an action
potential that takes the path of the dorsal column lemniscal pathway com-
pared to the spinothalamic pathway due to its lower threshold for electrical
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FIGURE 2.10: Somatic sensory areas of the cortex. (a) The illustrated areas lie in the
parietal lobe. The lower Figure shows that the postcentral gyrus contains S1, area
3b. (b) Columnar organization of S1’s area 3b. Each finger (D1–D3) is represented
by an adjacent area of the cortex. Within the area of each finger, representation are
alternating columns of cells with rapidly adapting (green) and slowly adapting (red)

sensory responses.The Figures were adapted from [Bear2015).]

stimulation. The AP signal reaches the S1 area of the cortex by traversing the
path from the dorsal column lemniscal and the VP nucleus. Non-invasive
brain activity recording modalities such as EEG and MEG can record the sig-
nals generated in somatosensory area S1 which are termed as SEPs or SEFs
respectively. Historically speaking, Dawson was the first to record human
SEPs non-invasively by electrically stimulating the ulnar nerve at the wrist
with 1Hz [108]. The first signal or component recorded at 14 ms after the
stimulus onset represents the activity from the thalamus. The SEPs peaking
at about 20 to 30ms (and later) representing S1 activity, since then, have been
extensively used as clinical and experimental tools to study and interpret so-
matosensory pathways and early cortical processing [72]. More relevant for
this thesis work, the early responsive component at 20ms, known as P20/N20
for SEPs, generally occurs as P20 (Positive polar component) posterior to the
central sulcus and as N20 (Negative polar component) anterior to the central
sulcus. It is now well established the generators for P20/N20 S1 component
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can be modeled as a tangentially oriented dipole according to the sensory ho-
munculus [109], [110]. Strong support for tangential area 3b source in S1 was
also condoned when a comparison of 20 to 30 ms MEG and EEG responses
showed dipolar patterns rotated by 90 degrees with respect to each other, as
expected for MEG and EEG signals generated by the same tangential sources
[111]. It is very advantageous to have prior knowledge of the location of the
P20/N20 component at Brodmann area 3b when targeting with tDCS and
modeling with source analysis. As it is very resilient to external factors, ex-
ogenous in nature and consistently reproducible. These reasons make it an
ideal S1 component for MEG and EEG source reconstruction investigations
and tDCS montage optimizations.

2.7 Measurement modalities

2.7.1 Overview

In this thesis, we will use three measurement modalities MRI, MEG and EEG.
The combination of these modalities is used for source reconstruction of a
particular brain region by solving the forward (realistic head modeling) and
inverse problems, tDCS forward modeling simulations and analysing the ef-
fects of tDCS on the somatosensory network in an experimental paradigm.
Here, in this section, we will briefly explain the underlying workings of these
modalities and the parameters used for these modalities in this thesis.

2.7.2 MRI (magnetic resonance imaging)

As previously mentioned, we use MRI for realistic head modeling (solving
the forward problem) to conduct source analysis. Realistic head modeling
requires geometries of different tissue compartments inside the head as well
as the brain conductivity anisotropy which is fulfilled by MRI. In this sec-
tion, we will briefly explain the principles of MRI which will give a basic
understanding of the imaging modality.

MRI uses the phenomenon of nuclear magnetic resonance imaging to con-
struct images inside the human body [112]. According to Nuclear magnetic
resonance (NMR) theory, certain materials inside a magnetic field causes it to
either emit or absorb signals at specific frequencies. This phenomenon occurs
when magnetizing the atomic nuclei of materials. Each proton and neutron
in the nucleus has a spin (angular momentum) and normally these nuclei are
randomly oriented. Protons that are normally randomly oriented within the
material e.g. relevant for this thesis, water nuclei of the tissue being exam-
ined, are aligned by using a powerful, uniform, external magnetic field (by
the main magnet in MRI). Unless its orientation is shifted by another external
field that results in an angle with the main magnetic field, a proton aligned
along the main magnetic field will be in equilibrium and will not emit any
signal. Following this, the alignment (or magnetization) is disrupted through
the use of external radio frequency (RF) energy. The disrupted nuclei later
tend to align themselves and in so doing emit RF energy. This phenomenon
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of self-realignment is known as relaxation and the time it takes to occur is
called the relaxation time. Following the initial RF, the emitted signals by
the nuclei are measured after a certain time period. Frequency information
contained in the signals is converted to corresponding intensity levels by a
technique called Fourier transformation, and is then displayed as a matrix of
gray scaled pixels. Different types of images can be created by varying the
application and collection of RF pulse sequences. The time interval between
successive pulse sequences to image the same slice of data is known as repe-
tition time (TR). The time interval between the delivery of the RF pulse and
the reception of the echo signal is called time to echo (TE).

Human tissue can be differentiated according to different relaxation times.
There are two kinds of relaxation times, longitudinal relaxation time (T1)
and transverse relaxation time (T2). T1 is the time it takes for the excited
protons to return to equilibrium i.e. realign themselves with the external
magnetic field. T2 is a measure of how long it takes for protons to spin par-
allel to the main field to lose phase coherence. MRI scans using T1- and
T2-weighted sequences are the most common. Short TE and TR times pro-
duce T1-weighted (T1w) images (Figure 2.11(a)) and longer TE and TR times
produce T2-weighted (T2w) images (Figure 2.11(b)). T1 and T2 properties of
tissue are largely responsible for the contrast and brightness of these images.
These contrast in images essentially leads to segmenting tissues inside the
head to build a realistic head model using image processing. In T1w, tissues
inside the head can be contrasted from brighter to darker as WM (short T1
relaxation time), GM (longer T1) and CSF. In these images, the tissues from
brighter to darker are CSF or skull spongiosa (long T2 relaxation time), GM
(shorter T2) and WM (shortest T2).

FIGURE 2.11: Three different MRI images are shown (a)T1W (b)T2w (c)Dw, based
on different measurement parameters

In addition to T1w and T2w images, diffusion-weighted (Dw) MRI im-
ages are also taken. In Dw imaging, water molecules are measured by send-
ing two consecutive, first and second, gradient pulses, which diphase and
rephrase the spins (protons) respectively. If no movement of spins occur be-
tween the two pulses the resultant received signals are almost without atten-
uation. If there is the movement of spins after the first dephasing pulse, lack



2.7. Measurement modalities 24

of perfect rephasing and difference in spatial positioning leads to attenuated
measured signals. A combination of multiple measured diffusion-weighted
images with varying directions is called diffusion tensors. This kind imag-
ing is also known as diffusion tensor imaging (DTI) (Figure 2.11(c)). For the
purpose of this thesis, as mentioned before, T1 and T2 images will be used
to segment different head tissues into six different compartments for realistic
head modeling and the DTI to approximate conductivity tensors [113].

2.7.3 EEG and MEG

EEG and MEG are non-invasive neurophysiological methods that detect elec-
tric potentials on the scalp and magnetic fields outside the head respectively
[16]. These complementary measurement modalities are used to study brain
dynamics and temporal changes in activation patterns and sequences. They
differ mostly due to differences in how electric and magnetic fields in the
brain propagate due to the same generated electric currents through neu-
ral communication in the brain. Neurophysiological electrical activity at the
scalp is recorded with EEG by attaching EEG electrodes on the scalp sur-
face (Figure 2.12(a)) while in MEG, the person is usually in a sitting posi-
tion and the head is inside a helmet-shaped ‘Dewar’ flask filled with liquid
helium where extremely sensitive magnetic field detectors record brain ac-
tivity without any contact (Figure 2.12(b)). Usually, electrical activity at the
pyramidal cells of layer I, layer II and layer III oriented perpendicular to
the cortex are the cause of EEG and MEG recorded signals. In comparison

FIGURE 2.12: EEG and MEG schematics of sensor positions for the respective de-
vices used in this thesis. (a) an EASYCAP EEG cap with 74 electrode positions
(10/10-System) as adapted from (www.easycap.de) and (b) an MEG sensor system

as adapted from the user manual of CTF, VSM MedTech Ltd.

to functional neuroimaging methods such as functional magnetic resonance



2.8. Realistic volume conduction modeling 25

imaging (fMRI), which are based on indirect phenomena such as metabolic
processes such as blood oxygenation, the main advantages of EEG and MEG
are their high temporal resolution of milliseconds (ms) and their ability to
directly measure electrical brain activity. It should be noted, however, that
EEG and MEG have more limited spatial resolution compared to fMRI and
their sensitivity decreases for sources distant from the sensors (e.g., sources
in subcortical regions). Despite the fact MEG and EEG measure the same un-
derlying brain activity, these two modalities differ in some important proper-
ties and features. MEG is more capable of detecting quasi-tangential sources
compared to EEG which can measure both quasi-radial and quasi-tangential
sources [114]–[116]. MEG signals, however, have a higher SNR for more su-
perficial sources, since the quasi-radial biological noise attenuates the MEG
signals less than EEG signals [117]. The high sensitivity of MEG to tangential
currents means that MEG mainly measures activity occurring in the walls of
cortical fissures.

Among the most frequently studied brain networks in source analysis
for the study of EEG and MEG sensitivity differences, especially relevant
for this thesis work, is the human somatosensory system [16], [118]. As in
[119], SEP and SEF topographies and the reconstructed dipole source at Brod-
mann area 3b from the two modalities showed orthogonality to each other.
Moreover, due to its mainly tangential orientation and superficial location,
subsequent studies examined differences in EEG/MEG sensitivity profiles
from the source reconstruction of the P20/N20 component [115], [120], [121].
In the studies [115], [120], it was shown through the source analysis of the
P20/N20 SEP and SEF that a combined approach of the two modalities EEG
and MEG outperforms a single modality-based approach.

2.8 Realistic volume conduction modeling

Realistic volume conduction modeling of the human head is essential to cal-
culate the electric field or current density induced in the human head from
tDCS and to locate the underlying source generators that produce signals of
interest in an EEG or MEG measurement. A volume conductor is by defini-
tion a continuous passive conducting medium and modeling is to model its
geometry and electromagnetic properties. It is very important to accurately
estimate these properties to build a realistic enough model for source anal-
ysis (forward and inverse modeling) and tDCS stimulation. As the human
head contains several different tissues with varying conductivities, inter- and
intra-individually especially the skull, modeling becomes a very demanding
task. Moreover, realistic geometric modeling is also limited by the resolution
and contrast difference quality among the different tissues in the recorded
image. As we use MRI, its limitations necessitate that volume conductor
modeling for source analysis and tDCS simulations should be simplified and
homogenized. More detail oriented and highly accurate head models require
considerable work and time to first segment into several tissue compartments
(more than 6) and second use advanced mathematical methods with very
high computational time to solve them [122], [123]. This especially becomes
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very problematic due to time constraints when running a source analysis
and tDCS simulation pipeline before the application in an experimental tDCS
paradigm.

Traditionally, a three-compartment isotropic head model with realistic ge-
ometric segmentation of scalp, skull and brain tissue from MRI data is used
for source analysis [118], [120], [124]. More realistic head models include as
CSF, GM and WM by further realistically segmenting the brain and differenti-
ating the skull into skull spongiosa and skull compacta tissue compartments.
Instead of making the model isotropic, we can make the model realistically
anisotropic for the brain by integrating DTI data [113], [125], [126] in the
model. For this thesis work, we build a realistically shaped six compartment
head model with anisotropy. In the following, we explain the major tissue
compartments and their importance in head modeling in this thesis.

The human skull: EEG, combined EEG/MEG and tDCS forward model-
ing is significantly influenced by tissue compartment conductivities. In this
regard, skull is one the most sensitive tissue compartments. Due to its low
conductivity, it attenuates electrical brain signals when recorded with EEG. It
is also important to note that the skull probably consists of variable conduc-
tivity values throughout its whole structure [127]. The whole skull structure
can be divided into three layer parts, where a relatively high conductive skull
spongiosa tissue is situated between two layers of low conductive skull com-
pacta. So in this regard, modeling the whole skull as a three-layered skull
(compacta-spongiosa compacta) with possible skull holes and estimating in-
dividual conductivity is more important than geometrically accurate model-
ing of the skull tissue [128].While segmentation of the skull from CT images
results in better modeling compared to MRI, it is unjustified to use it only for
this purpose due to high radiation risks. Progress in modern imaging tech-
niques such as MRI has enabled researchers to model the skull’s anatomy
more precisely, including the use of T2w images with high resolution (1 mm)
that can distinguish spongiosa from compacta [128]. Results from source
analysis with EEG and tDCS showed that a three skull layered structure
does have an influence [4], [128]–[133].Skull conductivity is a very critical
parameter in forward modeling and relative to scalp or brain tissues as it’s
conductivity is one order of magnitude lesser [6]. The influence of skull con-
ductivity irregularities on electric potential distributions has been studied in
[113]. A narrow variation in skull conductivity can have a significant impact
on modeled electric fields, causing localization errors of tens of centimeters
and orientation errors of over 25 degrees. Regarding the EEG source analy-
sis of the P20/N20 component of the somatosensory system, Vorwerk et al.
([6]) showed that natural variations in experimentally calculated conductiv-
ity values of the different head tissues lead to different results. In this regard,
variations in skull conductivity led to the greatest effect on forward ([6], Table
2) and inverse source analysis [6]. For tDCS, these changes can also lead to
four-fold higher amplitudes and unrealistic orientations of the model current
density [5], [11]. For measuring skull conductivity, a variety of measurement
techniques have been studied such as electrical impedance tomography (EIT)
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[134], magnetic resonance EIT (MREIT) [135], magneto acoustics tomogra-
phy (MAT) [136], and direct application of current (DAC) [4], [137]. Until
now, their use in extensive research has been restricted by the need for ad-
ditional and specialized equipment. Various studies have shown EEG being
more sensitive to different skull conductivity values compared to MEG [113],
[116], [138]–[144]. Several studies have already been conducted to measure
skull conductivity using EMEG and MRI for three compartment head models
[120], [124], [134]and initially with realistic head models [123]. In these stud-
ies, skull conductivity was estimated in a calibration procedure by conduct-
ing a source analysis of the P20/N20 somatosensory component. There have
been studies in which skull conductivity was estimated using only SEP data
[145], [146], however, additional SEF data stabilizes the estimation [147]. This
is because EEG and MEG data complement each other [115], [116], and MEG
localizations are insensitive to skull conductivity [118], [144], [146]. Based on
these observations, this thesis utilizes the sensitivity differences of EEG and
MEG, together with a combined EEG/MEG and MRI approach, to calibrate
the conductivity of the skull noninvasively.

Cerebrospinal fluid (CSF): The majority of EEG/MEG source reconstruc-
tion studies use three-compartment head models that separately represent
the inner skull, outer skull, and scalp surfaces as homogenized compart-
ments. The CSF compartment in the skull is still excluded from these models,
although it is highly conductive compared to scalp and brain tissue compart-
ments. In a study of seven subjects varying in age from 4.5 months to 70
years, its conductivity was measured to be 1.79 S/m, on average [113]. Be-
cause the CSF compartment possesses stable conductivity, modeling it is only
a matter of segmenting its complicated geometry. As a result of advances in
structural imaging of the inner tissues of the brain, this segmentation is fea-
sible because the cavities (i.e., sinus cavities) can easily be separated from the
CSF compartment by highly contrasted grey-scale pixels in T2w MRI that ap-
pear white. Additionally, the CSF is included in volume conductor models
because it has a high influence on all three methods (EEG, MEG, and EMEG)
unlike the skull, which has a low influence on MEG [113], [127], [128], [138],
[139], [148], [149].

Gray and White matter (GM, WM): It is also a simplification of three-
compartment models to represent gray matter and white matter as a single
homogeneous compartment along with CSF with an isotropic conductivity of
0.33 S/m. Studies investigating this phenomenon have shown that the dif-
ference in conductivity between white and gray matter (WM: 0.14 S/m and
GM: 0.33 S/m) affects EEG, MEG, and EMEG source analysis [3], [6], [150].
Additionally, EEG and MEG measurements show that the main sources are
located within the GM, but not in the WM, thus GM can be used to reduce
the size of the model’s source space [114], [122], [151]. Anisotropic conduc-
tivity is present in both gray and white matter. The anisotropy within the
white matter can be particularly high, especially in pyramidal tracts. Grey
matter anisotropy is significantly lower than white matter, and as a result,
measuring it with 3T scanners may lead to errors due to partial volume ef-
fects in the CSF compartment. Earlier studies demonstrated a minor effect
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of anisotropic conductivity modeling on EEG/MEG source localization. On
the other hand, it might have a significant impact on the orientation and
strength of the source [122], [152]. Moreover, it is generally considered that
the source orientation component also contains important localization infor-
mation[153], [154]. Researchers used a fixed ratio for fiber directions in ear-
lier studies, but with the development of diffusion tensor imaging and the
introduction of the correlation between diffusion and conductivity tensors
[113], newer studies use the eigenvalues of diffusion tensors for this purpose
[154]. In the present thesis, based on findings of [123], only white matter
anisotropy is included for chapter 3 and 4.

Skin(scalp): The electrical properties of skin strongly depend on inter-
nal, physiologie or pathologie conditions and on external, environmental or
experimental factors [155]. Since many bioelectrical measurement methods
(e.g., ECG, EEG, EMG), track the electrical phenomena inside the body via
the skin surface electrodes, the physical properties of the skin inevitably af-
fect the obtained signal. Skin conductivity is highly variable with hydration
level, corneum layer thickness, healthy or ill status, subject age, gender and
the body part considered. Moreover, factors external to the body, such as en-
vironmental temperature and humidity or the presence of sponges and elec-
trodes, can considerably modify skin conductivity [155]. Researchers may
not consider an accurate skin model and include the head’s outer tissues
(skin, fat, muscle) in a single layer of scalp [156]–[159]. As reported in [160],
skin consists of several layers (stratum corneum, cellular epidermis and der-
mis) with different thicknesses and conductivities, thus an homogenization
procedure is often considered [161]. In the literature dealing with low fre-
quency dosimetry (from DC to 10 kHz), skin conductivity, assumes several
values (from 0.0002 S/m up to 0.465 S/m) spanning more than three orders
of magnitude. The lowest value of skin conductivity, found in literature is
0.0002 S/m, it is reported in the generic IT’IS database [162] and refers to the
dry skin as predicted by the dispersive model of [163] from 10 Hz to 10 kHz.
The highest v, is 0.465 S/m. It was derived in [164] and typically refers to the
scalp, a thick homogeneous tissue that incorporates the skin and the subcu-
taneous adipose tissue (SAT), as well as the fat and the muscle. Two note-
worthy intermediate values for are 0.05 and 0.17 S/m. The latter is reported
in the low- frequency IT’IS database [162] and was obtained by extrapolat-
ing experimental values in accordance with the dispersion characteristics of
biological tissues [165]. The value 0.08 S/m is used in two models in which
skin and fat are considered as a unique tissue [8], and corresponds to the
conductivity of the fat as reported in [166].

2.9 Theoretical basis for source analysis

2.9.1 Overview

The EEG and MEG modalities are able to detect both electric and magnetic
fields produced by neuronal current sources. There are two types of current
fields, the primary and secondary current terms, which reflect microscopic
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passive cellular currents and the macroscopic electric field, respectively [167].
The progress of the recording systems has made it possible to estimate the
primary currents. A two-stage approach is needed to estimate such currents
or sources. As a first step, it is essential to formulate a model of the recorded
potentials at the sensors’ potentials in relation to active neurons/sources in
the brain [168]. This problem is commonly known as the Forward Problem.
The second step consists of attempting to identify the primary source of the
recorded brain signals. This is referred to as the Inverse Problem. To solve
the Inverse Problem, it is essential to find a solution for the Forward Problem.
In the following section, we will discuss the theoretical and mathematical
background of forward and inverse modeling.

2.9.2 EEG and MEG forward modeling

2.9.2.1 Forward problem

With respect to EEG and MEG, the forward problem is solved by iterative
simulations of electric potentials at the surface of the head and magnetic
fields near the surface of the head for a given source of current in the brain.
Based on a geometrical model of a human head [118], [169], these simula-
tions are carried out. As a result, Maxwell’s equations constitute the basis for
electromagnetism and thus the forward problem in bioelectromagnetism.

∇× E = −∂B
∂t

(2.1)

∇×H = J +
∂D
∂t

(2.2)

∇ · B = 0 (2.3)
∇ ·D = ρ (2.4)

with
E: Electric field (volt per meter (V/m) )
H: Magnetic field (ampere per meter (A/m) )
B: Magnetic flux density

(
T = kg/

(
s2A

))
D: Electric displacement field

(
C/m2)

J: Current density
(

A/m2)
ρ : Volume charge density

(
C/m3)

with units:
V = volt, m = meter, A = ampere, T = tesla, kg = kilogram, s = second,
C = coulomb.

The material equations listed below supplement Maxwell’s equations:

D = εE (2.5)
B = µH (2.6)
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J = σE (2.7)

where ε(F/m) is the permittivity, µ(H/m) is the permeability, σ(S/m) is
the conductivity.

The properties at the interfaces of different media are given by the bound-
ary conditions:

n× (E2 − E1) = 0 (2.8)
n× (H2 −H1) = 0 (2.9)
(D2 −D1) · n = ρs (2.10)

(J2 − J1) · n = −∂ρs

∂t
(2.11)

with ρs representing the surface charge density at the interface and n be-
ing the outward normal direction from material 1 to 2. The equations 2.8,
2.9 indicate the continuity in the tangential direction and 2.10, 2.11 represent
the discontinuity in the medium. In the low-frequency regime of EEG and
MEG forward problem (below 1000 Hz), the quasi-static approximation of
Maxwell’s equations can be used. This approximation refers to treating the
electrical and magnetic fields as in steady-state for any time instant, which
means that the secondary effects of the time variation are neglected [138].
Thus, Maxwell’s equations reduce to:

∇× E = 0 (2.12)
∇×H = J (2.13)
∇ · B = 0 (2.14)
∇ ·D = ρ (2.15)

The electric field can thus be represented by a potential (φ) :

E = −∇φ (2.16)

In the case of the EEG/MEG forward problem, the total current density
J can be assumed to be composed of conduction current density σE and the
so-called primary current Jp (representing brain neural activity)

J = σE + Jp (2.17)

and 2.17 2.17 becomes the Poisson equation for the electric potential on a
head domain Ω :

∇ · (σ∇φ) = −∇Jp (2.18)
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with homogeneous Neumann boundary condition on the head surface
Γ = ∂Ω

n · (σ · ∇φ) = 0 (2.19)

The Poisson equation for the magnetic field can be obtained by substitut-
ing the magnetic flux density (B), which is equal to µH, with the curl of the
magnetic potential (A) in equation 2.13 2.13

∇2 A = −µJ (2.20)

This leads to the representation:

A(x) =
µ

4π

∫
Ω

Jp (x′)− σ (x′)∇φ (x′)
|x− x′| dx′ (2.21)

A well-used assumption that is used in EEG/MEG forward problem is to
represent the source with the mathematical point dipole. The mathematical
point dipole can be represented as:

Jp(x) = m0δ (x− x0) (2.22)

Ψ =
∫

S
BdS =

∮
l
A(x)dx (2.23)

with m0 is the dipole moment, x0 is the dipole position and δ is the Dirac
delta function. Using Stokes theorem, the magnetic flux Ψ measured by using
a magnetometer with surface area S and circumference l can be written as:

Ψ =
µ

4π

∮
l

∫
Ω

Jp(y)
|x− y|dy · dx︸ ︷︷ ︸

primary magnetic flux

+
µ

4π

∮
l

∫
Ω

−σ(y)∇φ(y)
|x− y| dy · dx︸ ︷︷ ︸

secondary magnetic flux

(2.24)

2.9.2.2 Forward solution

The forward problem for EEG and MEG can be solved analytically and nu-
merically. In both the single and distributed dipole sources scenario, the
EEG and MEG forward solution has proven to be unique [139], [170]. Solv-
ing the forward problem analytically is possible for some geometric head
models like multi-sphere models [170]. Realistic head models, however, re-
quire a more numerical-based approach. Methods such as bounded element
methods (BEM) [170], finite element methods (FEM) [139] or finite difference
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methods (FDM) [125]are the most commonly used techniques for numeri-
cal based forward solutions. In this thesis, modeling of the electromagnetic
fields in a geometrically demanding anisotropic and homogenous head vol-
ume conductor is carried out with FEM [122], [152]. In order to perform
FEM with timing efficiency, it is important to choose thed right method to
deal with the singularity introduced by the mathematical dipole. To solve
the singularity problem, methods such as the partial integration approach,
full subtraction approach, venant approach and the H(div) approaches exist
[171]. In this thesis work, for chapters 3 and 4, the Vennant approach is used
for its computational efficiency and high accuracy [15], [139]. As the com-
plexity of the geometries of the modeled volume increases, FEM requires a
larger number of elements to model it. However, the use of sparse matri-
ces results in lower computing costs [172]. FEM is based on the principle of
discretization. It is possible to divide the volume into many small subdo-
mains if the governing equations are too complex to solve analytically. By
combining all the equations for each element, the solution can be approxi-
mated. Tetrahedra and hexahedra are the most common geometric element
shapes; however, other geometries are possible as well. As the element size
decreases, the approximation becomes more accurate, but as the number of
elements increases, the computational load increases as well. In areas where
the solution does not change rapidly, larger elements can be used to increase
computational efficiency. Vertices of finite elements are called nodes, and the
combination of nodes and edges is called a mesh. When constructing hexa-
hedral models, voxels are often converted into single elements directly from
labeled MRI. As a result of hexagonal meshes, edges are less smooth and less
realistic, leading to the staircase effect. The nodes are shifted to the material
interfaces in order to counteract this effect [173]. Using this approach with
multilayer sphere models, EEG source analysis was found to show signifi-
cant error reductions compared to regular hexahedral methods [139].

2.9.3 Inverse modeling for EEG and MEG

2.9.3.1 Inverse problem

In the past several decades, researchers have taken considerable effort to
reconstruct the underlying electrical activity recorded with EEG and MEG.
The inverse problem is defined as the problem of reconstruction of the pri-
mary electrical currents recorded at the scalp. Solving the inverse prob-
lem requires first solving the forward problem i.e creating simulated elec-
tromagnetic fields from a volume conductor head model for a distribution of
sources. This phenomenon gives rise to a non-unique solution as there ex-
ists an infinite number of source configurations that are able to produce the
same simulated EEG or MEG signals [174]. The nature of non-uniqueness
for the inverse solution can be alleviated by constraining the problem to a
fixed number of sources and defining the sources based on anatomical or
neurophysiological constraints. The following linear equations provide the
general formulation for the inverse solution of the EEG and MEG activity
measurements:
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YEEG = LEEGj (2.25)
YMEG = LMEGj (2.26)

Considering a time instant, a set of NEEG (MMEG) number of EEG (MEG)
sensors and Nsp source space points that represent the mathematical point
dipoles, YEEG (YMEG) is the NEEG × 1 (MMEG × 1) measurement vector, j is
the 3Nsp× 1 source vector and LEEG (LMEG) is the IEEG× 3Nsp

(
IMEG × 3Nsp

)
the leadfield matrix (forward solution).

2.9.3.2 Inverse algorithm

Over the last decades, a variety of inverse reconstruction algorithms contain-
ing different a priori assumptions have been developed. The EEG/MEG in-
verse algorithms can be categorized into equivalent dipole approaches, cur-
rent density approaches beamforming approaches and hierarchical Bayesian
modeling [174], [175]. For this thesis work, the equivalent dipole approaches
are briefly explained below as it is beyond the scope of this thesis to explain
other approaches.

An equivalent dipole approach represents reconstructed activity inside
the brain using a set of dipole sources. Thus, investigations that involve
equivalent dipole approaches should meet the assumption of focality. Calcu-
lation of a dipole source involves the estimation of six dipole parameters, i.e.
three location parameters and three dipole moment parameters. When using
a moving dipole approach, these six parameters can be calculated for each
time point. There is also the option of keeping the location (rotating dipole)
and orientation constant (fixed dipole) for certain time points as well. Us-
ing a classic dipole fit algorithm, the three location parameters are computed
using nonlinear optimization techniques, whereas the dipole moments are
calculated using simple linear fitting [141], [142]. A common drawback of
the dipole fit approach is that the optimization procedure might get trapped
in local minima [143]. In this thesis (Chapter 3 and 4), for the analysis of so-
matosensory evoked responses and the estimation of its underlying sources,
the preferred inverse method of choice was single dipole scans (SDS) [120],
[169]. This method is classified as a linear equivalent dipole approach. The
somatosensory EEG or MEG signals generated inside the brain are believed
to be focal sources in nature [16], [119]. The disadvantage of SDS is the con-
siderable increase in computational complexity when two dipole assumption
is considered for the underlying sources. In the SDS algorithm, the goal is to
find the source space location with the least residual variance (RV). The RV
is defined as the squared deviation of the best fitting dipole to the measured
data. As it is calculated for all source locations, we avoid the trap of a local
minimum that would occur when using dipole fits. The RV is defined as fol-
lows
RV =

∥∥∥(1− L
(

LT L + λ2)−1 LT
)

Y
∥∥∥2
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in which L represents the corresponding lead field matrix, Y is the measure-
ment matrix depending on the measurement modality (EEG, MEG or EMEG)
while λ is the regularization parameter. Alternative of RV metric is the good-
ness of fit (GOF) and it is calculated as GOF = 1− RV

As a technique to limit the unknown parameters in SDS, one can restrict
the source space to only gray matter [as conducted in Chapter 3 and Chapter
4] or reduce the dipole orientations to only those perpendicular to the gray
matter surface. This restriction is justified by the fact that EEG and MEG sig-
nals are produced by pyramidal cells, as pyramidal cells are perpendicular to
cortex surfaces [114]. There should be consideration of gray matter modeling
errors before imposing these kinds of constraints, which is why normal con-
straints were not applied in this thesis. The kinds of dipole models all have
the issue that the number of dipoles must be determined a priori to avoid
spurious results. A recent inverse approach proposed that this number pa-
rameter could be estimated from the measured data [174].

2.9.4 Combined EEG and MEG source analysis

In the presence of continuously distributed neuronal currents, EEG and MEG
are complementary and it has been demonstrated that information missing
from EEG can be found in MEG, and vice versa. These observations encour-
aged researchers to continue their pursuit of simultaneous measurements
and analysis of electrophysiological activity with EEG and MEG [115], [120],
[176]. The EEG and MEG measurements are, however, based on different
amounts of information, so their respective units of measurement are also
different. In this regard, it becomes necessary to combine both modalities in
one space in order to perform a combined source analysis of EEG and MEG.
One approach to make this combination successful is the normalization of
leadfield matrices using their norms [118]. For this thesis work, an SNR-
based transformation is conducted in which EEG and MEG measurements
are converted to a unitless quantity by pre-whitening of data for each chan-
nel according to the noise level. After this step, the leadfield matrices and
measurements for EEG and MEG are stacked in a row-wise form after nor-
malization with SNR to make them unit-free [120]. Finally, the equations2.25
and 2.26 representing the leadfields from the final step are combined to pro-
duce the EMEG formulation.
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3 A novel mc-tDCS optimization
method with integrated EEG/MEG
source analysis

3.1 Introduction

As previously explained in Chapter 2, tDCS is a non-invasive method of
modulating neural activity in the brain by applying direct current to the
brain in a non-invasive manner [46], [177]–[179]. In tDCS, a pair of two large
sponge electrodes (25–35 cm2) are used to apply electric currents (mostly <=
2 mA) to the scalp. In general, for somatomotor applications [1], [40], [70], an
anodal patch electrode is placed over the primary motor or somatosensory
cortex and a cathodal patch electrode over the supraorbital area, contra- and
ipsi-lateral to the side of stimulation, respectively. Due to the broadly dis-
tributed electric fields in the brain produced by this so-called anodal stimu-
lation by the 2-Patch montage, tDCS results might suffer from inconsisten-
cies [180], intra- [7], [181], and inter-subject variability [8], [44]. The cause
of the variability might also be attributed to the lack of consideration of an
individual targeting and to different conductive profiles of head tissues and
anatomical and functional differences among subjects [77], [115], [150], [182],
[183]. For example, Laakso [184] found a correlation between the modeled
electric field intensity and the efficacy of tDCS in a motor evoked potential
experiment, which means that inter-subject variability might be explained
by differences in individual electric fields and thus that individual targeting
and optimization might improve individual TES efficacy. For an individual
targeting, not only target location is relevant, but especially also target orien-
tation. Creutzfeldt and coworkers [22], who studied the effect of transcortical
DC currents in the motor and visual cortex of the cat, showed that neurons
are activated by radially-inwards and inhibited by radially-outwards (with
regard to the cortical surface) oriented currents. Therefore, anodal stimula-
tion might in fact excite underlying cortical regions, if at least parts of the
target area are at radially-oriented gyral crowns or sulcal valleys, while this
stimulation might be suboptimal for the mainly tangentially oriented targets
on sulcal walls [57], [185]–[187]. Target areas are also often thought of in-
cluding excitatory or inhibitory networks, which will thus be parameterized
in the terminology of this work by a target orientation that differs by 180
degrees. An appropriate targeting thus means that (1) the injected current
should not only be maximal in the target region-of-interest (ROI) in the brain
(intensity) and (2) minimal in other areas (focality) but also (3) predominantly
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oriented parallel (excitation) or anti-parallel (inhibition) to the target orien-
tation (directionality) [22], [185]–[188]. Because of the complexity of such a
targeting, mc-tDCS hardware combined with optimization methods has re-
cently gained considerable interest to achieve an efficient trade-off between
intensity, focality, and directionality [9], [11], [12], [14], [188], [189]. The mc-
tDCS optimization (the tDCS inverse problem) includes the simulation of
electric fields in the individual brain resulting from stimulation at the head
surface using a quasi-static approximation of Maxwell’s equations (the tDCS
forward problem) [9], [183], [190]–[192]. In this regard, for efficient targeting,
the goal is first to determine the target individually and then utilize an appro-
priate inverse optimization method based on accurate forward simulations,
to adapt the mc-tDCS montage individually for each subject, with the goal to
achieve an improved neurophysiological stimulation effect in a subsequent
tDCS experiment [10], [184]. In this way, differences in target location and
orientation among subjects are taken into account. The individualized tDCS
inverse approach also needs personalized head volume conductor forward
modeling, not only concerning tissue geometries but also to individual tis-
sue conductivities, and the most important conductivity parameter is for the
skull as found in recent sensitivity investigations [5], [193].

In this chapter, in a group study of 10 healthy subjects, combined EEG and
MEG is used for source analysis to reconstruct the main underlying source
of the SEP and field SEF component at 20 ms post-stimulus, the P20/N20
component. This main source of P20/N20 activity is located in the primary
somatosensory cortex (SI) in Brodmann area 3b [110], [150], [182], [194], [195].
Source analysis will be based on realistic finite element method (FEM) head
modeling. Head modeling is personalized not only with respect to the head
tissue geometries but skull conductivity is also estimated individually using
an SEF/SEP calibration procedure [123], [150], [182]. This multi-modal ap-
proach to reconstruct the P20/N20 component is used to take full advantage
of the measured EEG and MEG modalities as they provide complementary
information for the same underlying sources. Previous studies have shown
in theory [116] and practice [120], [123], [124], [196], [197] that source recon-
structions from combined MEG/EEG can outperform single modality one’s.
A detailed investigation in [150], [182] has furthermore shown that (1) a com-
bined MEG/EEG approach for the P20/N20 component enables stable and
accurate modeling of not only the source location in Brodmann area 3b, but
especially also its orientation, which is not possible when only using a sin-
gle modality, as well as (2) taking into account individual skull conductivity
variability.

We introduce in this chapter a new mc-tDCS optimization method, the
distributed constrained maximum intensity (D-CMI) approach, to compute
individual stimulation montages for the reconstructed targets. D-CMI in-
cludes the concepts of maximum intensity (MI) [9] and constrained MI opti-
mization (CMI) [189], but it has the additional goal of further distributing the
optimization currents and thereby producing less tingling in the skin level.
For specific choices of parameters, D-CMI can be identical to MI or CMI, so
that D-CMI unifies and extends the class of intensity-optimization schemes.
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The proposed new D-CMI mc-tDCS optimization pipeline does not only con-
sider individual targeting (with regard to location and orientation) and head
modeling, it also takes into account different experimental parameters such
as safety limits, availability of a limited number of stimulation electrodes,
limiting the current per electrode, and limiting the skin sensations. Based
on MI and CMI, the new D-CMI method is presented and compared to the
alternating direction method of multipliers (ADMM), a mc-tDCS approach
for focality-optimization [188], and to the standard bipolar 2-Patch method.
On the focality-intensity scale [9], [14], the ADMM method [188] used in this
study is selected as an approach that represents focality instead of intensity-
based tDCS montage optimization. Thus, in contrast to maximum intensity
approaches, in ADMM induced currents aim for a focal stimulation of the
target area, while minimizing currents in non-target regions. ADMM has
already been used in an auditory experiment, where it could shown that in-
dividualized transcranial electric stimulation increases gap detection perfor-
mance [198].

All figures in this chapter were produced with custom MATLAB codes,
SCIRun and CURRY 8. Statistical analysis was conducted with SPSS.

3.2 Methods and materials

3.2.1 Subjects

Ten right-handed healthy subjects (28 ± 9 years, 8 males and 2 females) partic-
ipated in this study. The subjects had no history of psychiatric or neurological
disorders and had given written informed consent before the experiment.

3.2.2 EEG and MEG parameters

A combined measurement approach for EEG/MEG is used in this thesis.
EEG/MEG were used to acquire somatosensory data in a magnetically shielded
room with the following parameters

EEG

• Using 80 AgCl sintered ring electrodes (EASYCAP GmbH, Hersching,
Germany, 74 EEG electrodes plus additional six electrodes to detect eye
movements)

• Digitization of the EEG electrode positions on the cap using Polhemus
device (FASTRAK, Polhemus Incorporated, Colchester, VT).

• Additionally measuring electrocardiography (ECG) for the detection of
cardiac activity,

MEG

• An MEG head system with 275 axial gradiometers and 29 reference sen-
sors (OMEGA2005, VSM MedTech Ltd., Canada).

http://www.sci.utah.edu/cibc-software/scirun.html
https://compumedicsneuroscan.com/products/by-name/curry/
https://www.ibm.com/products/spss-statistics/
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• The MEG reference coils were used to calculate first-order synthetic
gradiometers to reduce the interference of magnetic fields originating
from distant locations. Reduction of interfering magnetic field origi-
nating from distant locations by the calculation of first-order synthetic
gradiometers using MEG reference coil.

• Tracking of head position inside the MEG in relation to the helmet with
three magnetic localization coils, placed on nasion, left and right preau-
ricular points.

• Reduction of head movements and prevention of CSF effects due to
brain shift when combining EEG/MEG and MRI by taking measure-
ments in supine position [199].

3.2.3 SEP and SEF measurement and pre-processing

For this thesis, recording is conducted simultaneously for SEPs and SEFs
from right handed subjects by electrically stimulating the right hand index
finger in a combined EEG/MEG setup. The electrical stimuli had a rectangu-
lar pulse witdh of 0.2 ms and was randomized with an inter-stimulus interval
of 350 ms and 450 ms for habituation avoidance. The measurement was con-
ducted for 40 minutes in blocks of 4 runs with each 10 minutes long. The
recorded data was at a sampling rate of 1200 Hz and online lowpass filtering
of 300 Hz. We pre-processed the combined SEF/SEP raw data using CURRY
8 by following the steps proposed in [119]. These steps are explained as fol-
lows

• A bandpass filtering of 20 Hz to 250 Hz to extract the relevant early
components somatosensory data for analysis.

• A notch filtering of 50 Hz to eliminate the inherent power line noise in
most EEG/MEG recordings.

• Deselection of data from bad EEG electrodes from visual inspection to
reduce noise.

• Selecting stimulus trials of 200 ms duration (50 ms pre-stimulation and
150 ms post-stimulation) recorded from EEG/MEG and rejecting bad
trials by first using a threshold-based semi-automatic procedure in CURRY
8 and followed by visual inspection deselection of bad trails.

• Averaging approximately 4000 trials from the 40 minutes of EEG/MEG
finger stimulated somatosensory data to generate the SEF/SEP responses
for analysis.

• Calculation of signal-to-noise ratio (SNR) following the method in [120]
by whitening the data from each channel’s individual noise level (cal-
culated from the pre-stimulus interval) and resulting in a unit less mea-
sure (common unit for combined EEG/MEG) for both MEG and EEG.
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3.2.4 MRI measurements and parameters

The technical and measurement parameters used for acquiring 3D-T1-weighted
(T1w), 3D-T2-weighted (T2w), and diffusion-weighted (Dw) MRI datasets
from MAGNETOM Prisma 3.0 T (Release D13, Siemens Medical Solutions,
Erlangen, Germany) in this thesis are as follows:

• T1w scans were conducted with fast gradient-echo pulse sequence (TFE)
using water selective excitation to avoid fat shift (TR/TE/FW = 2300/3.51
ms/8°, inversion pre-pulse with TI = 1.1 s, cubic voxels of 1 mm edge
length).

• T2w scans with a turbo spin echo pulse sequence (TR/TE/FA = 3200/408
ms/90°, cubic voxels, 1 mm edge length).

• Dw scans with an echo planar imaging sequence (TR/TE/FA = 9500/79
ms/90, cubic voxels, 1.89mm edge length).

• A one volume with diffusion sensitivity b = 0 s/mm2 (i.e., flat diffusion
gradient) and 20 volumes with b = 1,000 s/mm2 in different directions,
equally distributed on a sphere

• An additional volume with a flat diffusion gradient, but with reversed
spatial encoding gradients was scanned and utilized for susceptibility
artifact correction [126].

• During T1w measurement, gadolinium markers were placed at the same
nasion, left and right preauricular points for landmark-based registra-
tion of MEG/EEG to MRI.

• All measurements were acquired in a supine position to reduce head
movements and to prevent distorting CSF-brain volume conduction
effects due to the brain shift [199] that would result from measuring
MEG/EEG in a sitting position and MRI in a lying position.

3.2.5 Source reconstruction pipeline

In this thesis, in order to stimulate a target in the brain with tDCS, first, accu-
rate reconstruction is performed of the underlying target source whose brain
activity is recorded from EEG/MEG measurements. Reconstruction of the
underlying source of the somatosensory P20/N20 component at Brodmann
area 3b with a combined skull conductivity-calibrated EEG/MEG source anal-
ysis pipeline for the interest of this study. Source reconstruction, as men-
tioned in Chapter 2, requires forward modeling and inverse modeling. For
forward modeling, an individualized skull conductivity-calibrated realistic
forward model was built for each subject. The forward modeling steps are
explained as follows.
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3.2.5.1 Realistic head segmentation

In the first step of forward modeling, a six tissue compartment head model
was created by segmenting T1w and T2w MRI images. The segmented re-
alistic head model contains the scalp, skull compacta (SC), skull spongiosa
(SS), cerebrospinal fluid (CSF), gray matter (GM), and white matter (WM)
segmented tissue compartments. Segmentation was carried out by the fol-
lowing steps:

• Segmentation of tissues scalp, GM and WM from T1w MRI.

• Registration of T2w MRI to the T1w scan using an affine registration
approach implemented in FSL [200], resulting in the T2w/T1w image.

• Segmentation of tissues SC, SS, CSF, and brain using T2w/T1w image
following the steps in [150], [182].

• Combining the six segmented tissues resulting from T1w and the regis-
tered T2w/T1w to create a head model with six compartments contain-
ing scalp, SC, SS, CSF, GM, WM and labeled as 1 to 6. Each compart-
ment has a resolution of 1 mm.

• Cutting off a sufficient distance (40 mm on average) below the skull to
reduce computational complexity as suggested in [201].

3.2.5.2 Mesh creation

After the creation of the labeled six compartment head model, a geometry
adapted hexahedral FEM meshes of 1 mm mesh size were constructed, as
shown in Figure ) for each subject using the freely available software SimBio-
VGRID

FIGURE 3.1: A hexahedral FEM mesh of 1mm resolution is shown with a node-shift
of 0.33 to mitigate staircase effects

Using the voxels from the segmented model as elements for the hexa-
hedral meshing, a node shift method was applied to smooth compartment

http://vgrid.simbio.de/
http://vgrid.simbio.de/
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interfaces resulted in a final hexahedral FEM mesh that conforms to the ac-
tual geometry and eliminates the stair-case effects of a regular hexahedral
voxel grid. If there were nodes on a two-material surface, they were moved
towards the centroid of the voxel set with the least number of incident vox-
els (i.e., the material occurring 3 or fewer times than 8 surrounding voxels).
In the FEM computations, a node-shift of 0.33 made sure that the angle of
vertices at element vertices were convex as well as that the Jacobian determi-
nant was positive. This meshing strategy improves numerical accuracy with-
out increasing computation time and memory usage [139] and thus should
be used in head volume conductor modeling. In Figure 3.1 6 compartment
head modeling meshing is shown.

3.2.5.3 Tissue compartment conductivities

For the next step, in realistic forward modeling, the six tissue compartment
head model has to be assigned conductivity values. For the scalp, CSF and
GM conductivity values as 430 mS/m [202], 1790 mS/m [203] and 330 mS/m
[123] were set. For the WM tissue compartment, anisotropic conductivity
was assigned with DTI-constructed tensors. The DTI tensors were created
with the following steps:

• Correcting Dw MRI images for eddy current and susceptibility artifacts
using a reversed gradient approach [126].

• The corrected images were then registered to the T2w image and 3D
diffusion tensors were derived following [200].

• In the final step, the WM conductivity anisotropy tensors were calcu-
lated using an effective medium approach [113] and integrated into the
geometry adapted hexahedral FEM model following [154].

3.2.5.4 Source space creation

In order to perform the inverse solution part of source analysis by dipole
scanning, source space was created within the GM compartment that has a
resolution of 2 mm and without restrictions on alignments (no normal con-
straints).

Unlike the forward problem, which has a unique solution and high reso-
lution (1 mmm, see Section 3.2.5.2), the inverse problem is limited to a 2 mm
source space resolution. To fulfill the so-called Venant condition, all sources
were located in GM and sufficiently remote from neighboring tissue com-
partments, i.e., for each source node, the closest FE node should only belong
to GM elements. For the chosen Venant dipole modeling approach, it must
be met to prevent numerical problems and unrealistic source modeling [122],
[139], [204]. It may occur on the other hand that monopoles will be induced
in the adjacent compartments, such as the CSF and white matter, which is
unrealistic for source modeling [122]. Figure 3.2(a) shows the source space
for the GM in the whole cortex and how source space is contained in GM on
the MRI T1 image.
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FIGURE 3.2: Source space of 2mm resolution (a) showing the source space (red dots)
for the brain and (b) showing source space overlapped in T1 MRI image where it is

shown that source space is confined to the grey matter only.

3.2.5.5 EEG and MEG leadfields creation

In order to create the final forward models, SimBio to compute leadfields for
MEG and EEG is used with an isoparametric Lagrangian FEM approach with
trilinear basis functions. For sufficient computational speed, MEG and EEG
leadfield bases [172] and an algebraic multigrid preconditioned conjugate
gradient (AMG-CG) solver was used, which has proven to be stable for the
considered tissue conductivity inhomogeneities and anisotropies [205], [206].

3.2.5.6 Individualized skull conductivity calculation

The relationship between the estimation of individualized skull conductivity
and combined EEG/MEG reconstruction of the target source (i.e in this the-
sis work, the P20/N20 somatosensory component) is inter-connected. The
skull conductivity is an individually varying phenomenon that significantly
effects the EEG and tDCS forward modeling but almost has no influence
on the MEG forward modeling [123], [182]. Moreover, EEG signal topogra-
phies might still be influenced by overlaid thalamic activity at the P20/N20
peak but disregards MEG topographies and, as a consequence, the combined
EEG/MEG source reconstruction process of the Brodmann area 3b target is
effected as a whole [110], [120], [182], [194], [195], [207]–[210]. Making use
of the complementary information provided by the modalities, the location
of P20/N20 target at the primary somatosensory cortex (S1) was determined
by using the MEG 20 ms peak as suggested by [110], [120], [182], [195], [208],
[210]. When the location of the target (Brodmann area 3b) is individually
localized, information from the EEG measurement about the P20/N20 so-
matosensory component is used in the estimation of the skull conductivity

https://www.mrt.uni-jena.de/simbio/
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for each subject [182]. This information is related to P20/N20 targets strength
and orientation [182] at the Bordamann area 3b which plays a vital role when
using mc-tDCS optimization to stimulate the Brodmann area 3b target. The
algorithm for the skull conductivity calibration procedure can be explained
as follows algorithmically, the calibration procedure can be summarized as
follows:

1. Define a discrete set of skull conductivities, e.g. C = [C1, C2,........Cn]

2. For each head model with skull conductivity Ci, for i = 1. . .n

(a) Use a deviation scan at the 20 ms SEF peak to determine the loca-
tion, a first orientation and first magnitude of the dipole source.

(b) Keep the location of (2(a)) fixed and calculate a second orientation
and second magnitude using the least square fit of the 20 ms SEP
topography to the fixed source location.

(c) Keep the location of (2(a)) and the orientation of (2(b)) fixed and
calculate a third magnitude using a least squares fit of the 20 ms
SEF topography to the fixed source location and orientation.

(d) For the calculated dipole of (2(c)), calculate the residual variance
(RV) to the 20 ms SEP topography.

3. Select the conductivity that gives the lowest RV from step (2(c)).

In summary, the algorithm uses the complementary information provided
by the measured P20/N20 MEG and EEG topographies. In the calibration
and targeting procedure, while individually estimating the SC conductivity,
to avoid overfitting, for SS conductivity, a fixed conductivity ratio of 1:3.6 for
SC:SS is used, following the measurements of [4].

3.2.5.7 Somatosensory source reconstruction

For source reconstruction (inverse modeling) of the somatosensory P20/N20
target, CURRY 8 software was used. This analysis was performed by first
loading the source space (see Section 3.2.5.4) and the MEG and EEG lead-
fields (see Section 3.2.5.5) and then used by single dipole deviation scan
(SDDS) inverse approach. The SDDS method was chosen based on the prior
knowledge that the underlying source of P20/N20 somatosensory EEG/MEG
component is focal and single dipolar in nature [110], [120], [194]. SDDS cal-
culates the residual variance (RV) (or GOF=1-RV) for each source space node
resulting in SDDS map function. In this study, when only MEG SDDS scans
(as in Section 3.2.5.6 for location calculation with MEG) were conducted,
regularization was applied to subdue the effect of spatially high frequent
data noise that might contribute in high radial dipole orientation compo-
nents [120], [169]. Regularization was avoided for EEG and in combined
EEG/MEG source reconstruction. SNR based transformation, as suggested
by [120], was used to whiten the data (pre-stimulus interval noise calcula-
tion) that could result in the common unit less measures for EEG/MEG in a
combined analysis.
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3.3 tDCS forward modeling

tDCS forward modeling can be facilitated through the quasi-static approx-
imation of Maxwell’s equations for computing the electric potential. This
results in the Laplace equation ∇ · (σ∇φ) = 0 with σ being the conductivity
tensor, φ the electric potential, and inhomogeneous Neumann boundary con-
ditions at two stimulating electrodes (i.e., -1 mA at a fixed cathode, +1 mA
at an anode), and homogeneous one at the remaining model surface [183],
[188], [191], [211].

For practical brain stimulation applications, especially with the small elec-
trodes that is used here (PISTIM Ag/AgCl electrodes with a 1 cm radius),
point electrode model (PEM) are used, which provides adequate accuracy
for the tDCS forward problem [212]. To approximate the Laplace equation
numerically, the same FEM head modeling method as in 3.2.5 is used, with
the exception of the source and boundary conditions. From the numeri-
cally approximated potential at the nodes, computations of the electric field
E = −∇ϕ and the current density J = σE for each geometry-adapted hexa-
hedral mesh element can be conducted.

3.4 Multi-channel tDCS formulation and optimiza-
tion methods

3.4.1 Overview

In order to target effectively with tDCS and make optimal use of the recently
developed mc-tDCS hardware, several personalized mc-tDCS optimization
protocols have been developed over the years in order to provide the best
targeting and optimal use based on either optimal intensity or focality, de-
pending on the specific desired outcome after tDCS stimulation [9], [11], [12],
[188], [189].

In this chapter, the development of the mc-tDCS optimization protocol is
conducted as a preparatory simulations based step to guide the follow-up
somatosensory SEF/mc-tDCS/SEF experiment (Chapter 4). The following
parameters and limitations were considered when developing the optimiza-
tion protocol :

• Total number of 39 possible fixed positions on the scalp for tDCS elec-
trodes provided by Startstim Neoprene Headcap.

• Total number of 8 maximum stimulation electrodes allowed for stimu-
lation from the 39 possible positions.

• Accurate and realistic head volume conductor models and accurate nu-
merical field modeling to solve the tDCS forward problem.

• A total injection current of 2 mA, and limiting the current per electrode
for safety reasons.
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• Potential facilitation of sham condition by reducing skin sensations via
limiting the current per electrode

The resulting individualized mc-tDCS montages are used in a somatosen-
sory experiment (see chapter 4) with the Starstim-8 (Neuroelectrics, Barcelona,
Spain) mc-tDCS system with a maximum of eight out of 39 possible stimu-
lation electrodes (i.e., 39 holes in the rubber cap into which stimulation elec-
trodes can be inserted). Therefore, a digital recording of the m = 1, . . . M with
M = 39 possible sensor positions was conducted, corresponding to the inter-
national 10/20 EEG system, for all subjects with a Polhemus measurement
device. The Mth electrode was fixed as the reference electrode in all ofthe
tDCS forward simulations. As a result, it must carry both positive and nega-
tive currents across all electrodes, such that the sum of the currents across all
electrodes is zero current [9], [189].

The mc-tDCS optimization approaches requires a dipole target (with loca-
tion and orientation information), the individual dipole target for each sub-
ject was calculated as a P20/N20 somatosensory source in Brodmann area
3b, reconstructed from combined EEG/MEG data as explained in Section
3.2.5.7. So, the general goal is to find an optimally targeting electrode mon-
tage for the individual P20/N20 SI target that is additionally fulfilling the
above-described side-constraints, parameters and limitations. For this pur-
pose, first of all, the superposition principle for a linear combination of all
possible current injection patterns from the tDCS can be stated as [9]

e = As (3.1)

with e =


e (r1)
e (r2)

...
e (rN)



A =


a1 (r1) a2 (r1) . . . aM−1 (r1)
a1 (r2) a2 (r2) . . . aM−1 (r2)

...
...

...

a1 (rN) a2 (rN) . . . aM−1 (rN)



and s =


s1
s2
...

sM−1
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As a general rule for notation, uppercase bold letters represent matrices,
lowercase bold letters represent vectors and non-bold letters, either upper or
lower case, represent scalars.

In eq. 3.1, A ∈ R3N×(M−1) is the tDCS FEM influence matrix with entries
ai(rj) ∈ R3×1 i.e., the FEM simulated current vector in the j’s finite element
due to stimulation of the ith electrode pair (i.e., a positive unit current of
+1 mA at the ith electrode and a negative unit current of -1 mA at the ref-
erence electrode M) and N is the number of hexahedral volume elements
in the FE discretization. s ∈ RM−1 is the applied current vector from the
(M-1) non-reference electrodes and e ∈ R3N is the resulting simulated for-
ward modeling solution for the current density, i.e., a vector-valued quantity
e(ri) ∈ R3×1 in each finite element. The influence matrix A only has to be
computed once by solving (M-1) FEM equation systems, as described in Sec-
tion 3.3 and implemented in SimBio [183]. It can then be used to find the op-
timal mc-tDCS montage that best fits the stimulation goal, i.e., targeting the
individual P20/N20 Brodmann area 3b, as well as fulfilling the additional
optimization side-constraints.

In this chapter, an analysis and comparison of three mc-tDCS optimiza-
tion methods is presented. These methods are, alternating direction method
of multipliers (ADMM) from [188], maximum intensity (MI) from [9], the
constrained MI (CMI) [189] and the novel mc-tDCS optimization approach
presented for the first time in [213], the distributed CMI (D-CMI) which in-
corporates both MI and CMI optimizations. The D-CMI approach is an inte-
gration of both the MI and CMI methods. Throughout this chapter, impor-
tance if given to (a) summarize the important attributes of ADMM, MI and
CMI methods (b) formulate the D-CMI method, which is an integration of
both MI and CMI methods, (c) compare the mc-tDCS optimization methods
to each other and (d) compare the three mc-tDCS optimization methods to
the standard bi-polar 2-Patch to determine the additional advantage of indi-
vidualized and optimized mc-tDCS for somatosensory stimulation.

The common argument for the selection of an intensity or a focality-based
tDCS approach, when applying in an experiment, is addressed by analysing
ADMM as a focality optimization approach [188] and MI, CMI and D-CMI as
intensity-based optimization approaches. These optimization approaches lie
on the focality-intensity scale as shown in [14]. The main focus in this chapter
is on the intensity-based optimization approaches (MI, CMI and D-CMI). As
stimulation will be conducted in the follow-up somatosensory experiment in
Chapter 4 for the S1 area with short (10 min) mc-tDCS sessions, so, having a
considerable stimulation effect on the somatosensory system requires using
intensity optimization approaches.

3.4.2 Alternating direction method of multipliers (ADMM)

The ADDM method as proposed by [188], on the focality-intensity scale [14],
[214] is more on the focality than on the intensity side of the scale. It is an
optimal control problem for a Laplace equation with Neumann boundary

https://www.mrt.uni-jena.de/simbio/
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conditions with control and point-wise gradient state constraints. It maxi-
mizes the current in the target area and target direction while keeping the
current in non-target regions under a given bound. The formulation is given
as follows

smax = arg max
s

< Atarget s, otarget > (3.2)

subject to w|Atarget s| ≤ ε

where Atarget ∈ R3×(M−1) is the submatrix of A that corresponds to the
target area, i.e., if the P20/N20 source was found in element j, Atarget =

[a1(rj), . . . . . . , aM−1(rj] and otarget ∈ R3 is the orientation of the target source.
<.,.> indicates the inner product of the three-dimensional vectors. w is a
weight allowing high currents in the target region while keeping currents in
non-target regions below a threshold ε. To ensure convexity of the problem
and uniqueness of a minimizer and control the applied currents, an L2 reg-
ularization term is introduced to penalize the energy of the applied current
and an additional L1 term minimizes the number of active electrodes in the
minimization procedure

smax = arg max
s

< Atarget s, otarget > −α‖s‖2 − β‖s‖1 (3.3)

subject to w|Atarget s| ≤ ε

with α and β the corresponding regularization parameters. Here the same
ADMM parameterization was chosen as suggested in [188]. Rescaling is
done, as also proposed by [188], so that the safety constraint with regard
to the total injected current (2 mA) is fulfilled. The resulting electric fields are
then taken for comparison and analysis. For the goal in this work, ADMM
as the representative of the class of focal optimization approaches seems suf-
ficient, but it should be mentioned that first comparisons of ADMM with
other focality optimization approaches such as LCMV-beamforming [9] and
least-squares or weighted least-squares approaches point to the superiority
of ADMM with regard to its focality ([214], see Tables 3.2 and 6.3), surely
depending also on the choice of parameters.

3.4.3 Maximum intensity (MI)

Due to different side constraints, on the focality-intensity scale [14], the MI
method proposed by [9] is clearly more on the intensity than on the focality
side of the scale. The MI formulation is stated as follows

smax = arg max
s

< Atarget s, otarget > (3.4)

subject to ‖s̃‖1 ≤ 2STotal

with s̃ =
[
s1, s2, . . . , sM−1, −∑M−1

m=1 sm

]
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s̃ is the current injection pattern with a reference electrode current of(
−∑M−1

m=1 sm

)
that makes sure that the overall injected current always sums

up to zero and STotal is the total injected current (2 mA in this case). The
maximization of intensity in the desired direction at the target is a linear pro-
gramming problem that can be solved by using the CVX toolbox [215].

3.4.4 Distributed constrained maximum intensity (D-CMI)

The D-CMI method is an extension of the constrained maximum intensity
(CMI) optimization method which was presented by [189]. The CMI opti-
mization problem can be stated as follows

smax = arg max
s

< Atarget s, otarget > (3.5)

subject to ‖s̃‖1 ≤ 2STotal
with ‖s̃‖|∞ ≤ Smaxelec

where Smaxelec is the maximum current limit per electrode. Since with 2
mA, STotal is kept identical throughout this work, the CMI optimization ap-
proach is referred as CMI (Smaxelec ) and as CMI in general. D-CMI, presented
here for the first time, aims at achieving high intensity in the target area, simi-
lar to MI and CMI, but the optimization function and the side-constraints are
chosen in a way that the injected currents are further distributed over multi-
ple electrodes, thus also reducing the sensations at the skin level. In D-CMI,
an additional L2 regularization term for the optimization function and the
side-constraints are chosen so that both the safety constraint for the total cur-
rent is fulfilled and, as also proposed for CMI, an upper limit for the current
at each electrode is realized by the optimization. The D-CMI optimization
problem can then be stated as follows:

smax = arg max
s

< Atarget s, otarget > −λ‖s̃‖2 (3.6)

where λ is an L2 norm regularization parameter that adds strict convexity
to the problem with regard to the existence and uniqueness of a solution
[188] and that can be used to further distribute the current over multiple
electrodes. The D-CMI approach is also referred as D-CMI(Smaxelec , λ) to
clarify the dependence on its two parameters (as STotal is kept constant at 2
mA throughout this chapter). Because D-CMI(Smaxelec , λ = 0) is identical
to CMI(Smaxelec ) and D-CMI(Smaxelec = STotal , λ = 0) is identical to MI,
the D-CMI approach unifies and extends the class of intensity-optimization
approaches. In the results Section 3.7, a parameter identification study for
both Smaxelec and λ will be performed.
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3.5 Standard 2 – Patch

Additionally, also comparison of the mc-tDCS optimization methods with
the traditional standard 2-Patch stimulation setup is performed. For this pur-
pose, for each subject two 5 cm x 5 cm sponge-like tDCS patches was simu-
lated with a thickness of 4 mm and saline-fluid-like conductivity of 1.4 S/m
[183]. Following the standard 2-Patch montage as used in ([70], [177]), for the
stimulation of the somatosensory network, the patches were centered at the
C3 (anode) and FP2 (cathode) electrode locations which were taken from the
digitized Polhemus tDCS cap measurement as explained in Section 3.4. The
patches were applied with a total injected current of 2 mA.

3.6 Quantification metrics

Selection of the most appropriate tDCS method for application in a somatosen-
sory SEF/tDCS/SEF experiment (Chapter 4) depends significantly on con-
siderably high enough injected currents reaching the target area in the di-
rection of the target’s orientation to have a maximum effect on the neuronal
firing rates [22], [185], [186], [188].

Despite the fact that in the experiment, achieving high target intensity
is of primary importance, other experimental conditions can easily be envi-
sioned in which focality is paramount in order to avoid side effects arising
from stimulation of unwanted regions, for example, prolonged stimulation
of epilepsy patients with the goal of reducing seizure frequency and severity
[216].

Further, the parameters of the selected tDCS method should allow for
flexibility and adaptability to best match the available hardware and the de-
sired results of a tDCS study. Quantification metrics can assist in this se-
lection process by analysing the specific advantages and disadvantages of
the different tDCS methods used in this study. The quantification metrics in
[188], [214] were used, namely the average current intensity in the target re-
gion (IT), average current intensity in non-target regions (INT), directionality
(DIR), parallelity (PAR), focality (FOC). These quantification metrics are de-
fined and formulated as follows

• IT =

∫
Ωt
|As|dx

|Ωt|

where
Ωt: Target grey matter region
|Ωt|: Grey matter Volume
x: Integration variable

The formulation used above is for general extended targets as in [188],
[214]. The target area in this study is only the hexahedral mesh element
that contains the reconstructed P20/N20 dipole. For constant Atarget s
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over Ωt, it can evaluated as IT = |Atarget s|.

• INT =

∫
Ωnt
|As|dx

|Ωnt|

where
Ωnt: Non-target region (brain mesh elements excluding the target mesh
element)
|Ωnt|: Non-target region volume

• DIR = <Atarget s, otarget >

The directionality (DIR) is defined as the inner product of the simulated cur-
rent intensity Atarget s with the target orientation vector otarget .

• PAR(%) =
DIR∗100

IT

Parallelity (PAR) is defined as the percentage of current intensity that is
oriented parallel to the target vector.

• FOC =
IT

INT

Focality (FOC) is defined as the difference between the IT and INT of
the averaged current density in the target.

3.7 Results

3.7.1 Individualized head modeling

The averaging over trials was used to generate the SEF/SEP responses, re-
sulting in an average SNR of 10±2.93 and 8.07±3.1 for SEF and SEP, respec-
tively, over all subjects. Exemplarily for subject S1, the P20/N20 SEF and SEP
topographies together with the MEG and EEG sensors are shown in Figure
3.3(a) and (b), respectively. Figure 3.3(c) presents the six compartment head
model segmentation, labeled as scalp, skull compacta (SC), skull spongiosa
(SS), cerebrospinal fluid (CSF), grey matter (GM), and white matter (WM).
The conductivity anisotropy of WM (Section 3.2.5.3) and the conductivity
of the skull compartment (Section 3.2.5.6) were modeled individually. For
the latter, the individual P20/N20 SEF and SEP topographies were used, to-
gether with the corresponding six compartment anisotropic head model as
input to the skull conductivity calibration procedure (Section 3.2.5.6), which
resulted in individual skull conductivities with a mean and a standard devia-
tion for SC and SS of 7.5±5.4 mS/m and 27±19 mS/m, respectively. Finally, in
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Figure 3.3(d), the 39 Polhemus-measured possible stimulation electrode po-
sitions of the Starstim-8 neoprene cap, registered on the surface of the head
model, are shown together with their labels and the head model.

FIGURE 3.3: [MEG and EEG sensors with topographies 20 ms post-stimulation
(P20/N20) and realistic head model with somatosensory dipole target from com-
bined MEG/EEG (black cone) for subject S1: (a) MEG sensors and 20 ms SEF topog-
raphy (b) EEG sensors and 20 ms SEP topography (P20/N20) (c) Six compartment
segmented head model with compartments scalp, skull compacta (SC), skull spon-
giosa (SS), cerebrospinal fluid (CSF), grey matter (GM) and white matter (WM), as
also indicated in the legend of the grayscale color scheme, and somatosensory dipole
target from combined MEG/EEG (black cone) for subject S1 (d) Segmented head
model showing skin surface (light brown), cortical surface (dark and light grey),
mc-tDCS cap electrode positions with labels and somatosensory dipole target from

combined MEG/EEG (black cone) for subject S1.

3.7.2 Somatosensory targeting

As described in Section 3.2.5.6, reconstruction of the P20/N20 targets for each
subject is carried out using combined EEG/MEG single dipole scans in the



3.7. Results 52

individually calibrated realistic head volume conductor models. This pro-
cedure resulted in an individual dipole target for each subject, localized in
Brodmann area 3b in the primary somatosensory cortex SI with predomi-
nantly tangential orientation. The P20/N20 somatosensory dipole targets
are reconstructed from combined MEG/EEG shown exemplarily (in black)
for subject S1 in Figure 3.3(c) and (d) and Figure3.4(c) and (d).

3.7.3 Individual parameter identification study for D-CMI

As this study is the first to present D-CMI optimization, an individual param-
eter identification study was performed for both the regularization parame-
ter λ and Smaxelec to test their sensitivity to the overall result and identify their
best individual choice for later comparison with the competing methods.

3.7.3.1 Parameter investigation for a single subject

D-CMI(Smaxelec = 1.5 mA, λ): First Smaxelec is fixed to 1.5 mA, as this value
was found to be overall the most tolerant limit for the subjects without feel-
ing discomfort when using the Starstim-8 system. It should be noted that
skin sensations increased in the preliminary experiments when two close-by
electrodes both carried a 1 mA current e.g. when Smaxelec was set to 1 mA,
which should thus be avoided. It, therefore, doesn’t seem sufficient to only
control the maximum current per electrode when trying to minimize skin
sensations, even if this parameter is one of the most important, but a better
distribution over more electrodes also seems valuable. A range between 0
and 2000 for the energy penalization parameter λ is examined. As the goal
was the utilization of 8 tDCS electrodes, the λ is selected for which the D-
CMI(Smaxelec = 1.5 mA, λ) mainly results in 8 active electrodes already in
the first optimization step, as shown in Figure 3.4(a), (b), and (d) exemplary
for subject S1. The λ that produces an 8 electrode montage for each subject is
named as individualized λind. Figure 3.4(a) shows that, when increasing λ(x-
axis), the directionality metric DIR (y-axis) for the optimized currents in the
P20/N20 target area is quite robust and that, as shown in Figure 3.4(b), with
increasing λ(x-axis), the currents are distributed over more and more elec-
trodes (y-axis). For λ = 0 (no regularization, resulting in 4 active electrodes),
the resulting directionality DIR is only 6.04 % higher than for λ = 860 (the
regularization value that results in 8 active electrodes for subject S1), see Fig-
ure 3.4(a), while the number of active tDCS electrodes increases from 4 to 8
(Figure 3.4(b)). The two optimized montages for λ = 0 and λ = 860 are visu-
alized together with the head model and the target in Figure 3.4(c) and (d),
respectively.

For D-CMI(Smaxelec = 1.5 mA, λind = 860) (8 electrodes), the 2 mA total
current is spread over three anodes with a maximum current of 0.9 mA in-
jected at electrode CP5 (Figure 3.4(d)), while only two anodes are used for
D-CMI(Smaxelec = 1.5 mA, λ = 0) = CMI(Smaxelec = 1.5 mA) (4 electrodes),
with a maximum of 1.5 mA at electrode CP5, which together leads to a con-
siderable reduction in related sensations at the skin level such as tingling
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FIGURE 3.4: Distribute constrained maximum intensity (D-CMI(Smaxelec =
1.5 mA, λ)) approach for subject S1. (a) Directionality (DIR) over λ (b) Number
of active electrodes over λ (c) D-CMI(Smaxelec = 1.5 mA, λ = 0) montage (d) D-

CMI(Smaxelec = 1.5 mA, λind = 860) montage.
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or pain. This is especially also the case for the cathodes, which are even
spreaded over 5 electrodes in D-CMI(Smaxelec = 1.5 mA, λind = 860), three of
them more distant, when compared to the only 2 cathodes in CMI(Smaxelec =
1.5 mA).

3.7.3.2 Parameter investigation for a group of subjects

Figure 3.5 shows the λ investigation for all subjects using descriptive statis-
tics with boxplots in (a), (b), and (d) [217]. Figure 3.5(a) shows relation-
ship between active tDCS electrodes (x-axis) and the necessary λ to achieve
it (y-axis) and in Figure 3.5(b) the relationship between active tDCS elec-
trodes (x-axis) and the resulting DIR (y-axis) for the 10 subjects. While a
higher number of active tDCS electrodes requires a higher λ (Figure 3.5(a)),
the DIR measure decreases only minimally as the number of electrodes in-
creases (Figure 3.5(b)). This observation can also be complemented by Fig-
ure 3.5(c), where the minimal decrease for DIR is shown for an increasing
λ. Figure 3.5(d) shows the two boxplots for the DIR of D-CMI(Smaxelec =
1.5 mA, λ = 0) = CMI(Smaxelec = 1.5 mA), resulting in 4 active electrodes,
and D-CMI(Smaxelec = 1.5 mA, λind), where λind individually varies for each
subject, resulting in 8 active electrodes. The boxplot shows that the average
difference is only 3 percent, with a maximum of less than 6 percent.

D-CMI(Smaxelec, λ = 0) = CMI(Smaxelec): In the second investigation, λ = 0
fixed and investigated Smaxelec, i.e., the maximum current per electrode, a
parameter, which gives us another possibility to increase the number of non-
zero stimulation electrodes with decreasing value of Smaxelec. The most in-
teresting is to compute CMI(Smaxelec = 0.5), resulting in 8 active stimulation
electrodes, and compare it with the 8 electrode that resulted from D-CMI
(Smaxelec = 1.5 mA, λind) for each subject.

As Figure 3.6 shows, the 8 electrode D-CMI(Smaxelec = 1.5 mA, λind),
achieves on average a 10 percent higher DIR (mean) than the corresponding
CMI(Smaxelec = 0.5 mA) approach. Importantly, because CMI(Smaxelec =
0.5 mA) often leads to multiple closeby electrodes of the maximal 0.5 mA
strength, the overall skin level sensations in the experimental tests was quite
similar to the competing D-CMI approach, even if the maximal current per
electrode for D-CMI(Smaxelec = 1.5 mA, λind) was often slightly higher. It
should be noted that skin level sensation differences are individual and for
the subjects difficult to grasp and that the described differences between D-
CMI and CMI with regard to both DIR and skin level sensations are relatively
small. In summary, individual parameter identification in combination with
the preliminary experiments on skin level sensations showed that three argu-
ments are slightly in favor of the D-CMI approach when compared to CMI,
namely the slightly higher DIR metric for comparable skin level sensations,
the stronger distribution of more distant (with regard to the target) electrodes
as well as the additional convexity that is added to the optimization func-
tional by the additional energy penalization term (see also the discussion
about the elastic net for ADMM in [15]. Therefore, the D-CMI approach with
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FIGURE 3.5: Relationship between λ (0–2000), number of tDCS electrodes and direc-
tionality (DIR) for distributed constrained maximum intensity (D-CMI (Smaxelec =
1.5 mA, λind)) with the legend showing the characteristics of boxplots (10 subjects,
grey dots) as mean (red line), 95% confidence interval (95% CI) (pink) and 1 standard
deviation (1 SD) (blue). (a) Relation between the number of active tDCS electrodes
and the required k to have current over them. (b) DIR over the number of active
electrodes. (c) Effect of λ (0–2000) on DIR with mean (blue line) and standard devi-
ation (light blue shaded area) (d) Comparison of DIR boxplots (10 subjects) between
D-CMI(Smaxelec, λ = 0) (4 active electrodes) and D-CMI(Smaxelec = 1.5 mA, λind) (8

active electrodes)
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FIGURE 3.6: Directionality (DIR) boxplots (10 subjects) for the two approaches con-
strained maximum intensity (CMI(Smaxelec = 1.5 mA) with 8 active electrodes and
for Distribute constrained maximum intensity (D-CMI(Smaxelec = 1.5 mA, λind))
with 8 active electrodes. The legend shows the characteristics of boxplots (10 sub-
jects, grey dots) as mean (red line), 95% confidence interval (95% CI) (pink) and 1

standard deviation (1 SD) (blue).
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Smaxelec = 1.5 mA and a subject-wise individualized λ := λind value to dis-
tribute the total current over the available 8 stimulation electrodes out of
the 39 possible ones in the neoprene cap is used in the following and in the
follow-up SEF/mc-tDCS/SEF experiment.

3.7.4 Comparison of the tDCS methods

In the subsequent investigations, a comparison is made for the different pro-
posed optimization methods, first of all between each other, and then also in
comparison to the standard 2-Patch approach.

3.7.4.1 Visual analysis

In Figure 3.7, a comparison is shown for the optimized and individualized
montages of ADMM (upper row), MI (middle row), and D-CMI (lower row)
for three (S1, S2, S3) of the ten subjects, targeted to the individually recon-
structed somatosensory P20/N20 SI source (in black). The strength of each
anodic and cathodic current is indicated, and additionally color-coded in red
and blue, respectively. ADMM (first row) leads to a rather irregular distri-
bution of anodic and cathodic stimulation electrodes. The main anodic elec-
trodes are over the left posterior (CP5 or C3) and the main cathodes over the
left fronto-central regions (FC1, C1). Main electrodes are often surrounded by
electrodes with opposite polarity to improve focality and reduce the intensity
in non-target regions. The differences between the subjects are considerable
and the maximum current for ADMM in Figure 3.7 is 1.54 mA (S3) and, over
all subjects, 1.76 mA (not shown here). Due to the L1 norm side-constraint,
the MI approach (second row), results in an optimized bipolar montage with
only one anode that carries the total injection current of 2 mA, and one cor-
responding cathode (-2 mA). The distances between the anode and cathode
are larger than in the ADMM result (obviously for S2 and S3, but also for S1
when considering that the main cathodes in ADMM are between FC1 and
C1, while MI only uses FZ). The chosen electrode positions are considerably
different between the subjects.

The individualized D-CMI(Smaxelec = 1.5 mA, λind), now also abbrevi-
ated as D-CMI, is comparable to the MI result, using mostly the same main
electrodes, with the exception of the main cathode for subject S3. An impor-
tant difference is that D-CMI currents are distributed over multiple neighbor-
ing electrodes so that the maximum used current is below Smaxelec = 1.5 mA,
which is in Figure 3.7 even only reached for the main anode for subject S3,
while the absolute values of all other electrodes are even far below this limit.
Especially interesting is that D-CMI in subject S3 distributes over five more
distant (with regard to the target) cathodes and reduces the stimulation cur-
rent from -2 mA in MI to -0.66 mA in D-CMI. ADMM and D-CMI thus use
all 8 available Starstim-8 stimulation electrodes and currents with lower am-
plitude than MI, which only uses 2 of them combined with higher injection
currents, resulting in higher sensations at the skin level in the preliminary
experiments.
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FIGURE 3.7: Optimized montages the alternating direction method of multipliers
(ADMM), maximum intensity (MI) and distributed constrained maximum intensity
(D-CMI) as D-CMI(Smaxelec = 1.5 mA, λind) for three different subjects (S1, S2 and
S3). The montages have been optimized according to the individual location and

orientation of the reconstructed P20/N20 target (black dipole).
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In the next investigation, the individualized and optimized montages
with the non-individualized standard 2-Patch approach will be compared.
Visual analysis of the resulting current vector fields in the brain will also be
conducted.

FIGURE 3.8: Current density distributions and montages for the different stimula-
tion approaches for subject S1. From right to left column the approaches are alternat-
ing direction method of multipliers (ADMM), maximum intensity (MI), distributed
constrained maximum intensity (D-CMI) as D-CMI(Smaxelec = 1.5 mA, λind) and 2-
Patch. Simulated montages with stimulation currents on tDCS electrodes (ADMM,
D-CMI and MI) and patches (2-Patch) in (a) top and (b) frontal view for the four
tDCS methods are shown. Current distributions for the four methods in the whole
brain in (c) and in (d) a zoomed view of the red box (in (c)) showing current density

vectors orientation to the SI target (black dipole).

In Figure 3.8, exemplarily for subject S1, the results of the ADMM (first
column), MI (second column), D-CMI := D-CMI(Smaxelec = 1.5 mA, λind)
(third column) and 2-Patch standard approach (fourth column), together with
the individualized target (in black) were shown. The stimulation montages
of all approaches are presented in top (Figure 3.8(a)) and frontal view (Fig-
ure 3.8(b)). Figure 3.8(c) and (d) shows the resulting current vector fields in
the brain in a full view over the coronal slice through the target (c) and in a
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zoomed view at the target side (d). Most importantly, Figure 3.8(c) clearly
shows that MI and D-CMI reach much higher target intensities than ADMM
and 2-Patch, while ADMM outperforms all other approaches with regard to
focality, as the intensity in non-target areas is overall much lower. As shown
in Figure 3.8(d), the individually optimized montages reach high directional-
ity of the injected current vector fields to the target area, while this is not the
case for the non-individualized 2-Patch approach. All methods do not pro-
duce maximal current vector field amplitudes at the (deeper sulcal) target
side, but at more lateral gyral crown areas that are closer to the stimulation
electrodes (Figure 3.8(c) and (d)).

FIGURE 3.9: Performance of alternating direction method of multipliers (ADMM),
maximum intensity (MI), distributed constrained maximum intensity (D-CMI) as
D-CMI(Smaxelec = 1.5 mA, λind) and 2-Patch approach (x-axes) with regard to the
following metrics (y-axes). (a) IT (average current intensity in target region) (b) DIR
(directionality) (c) INT (average current intensity in non-target region) (d) PAR (Par-
allelity) (e) FOC (Focality). The legend showing the characteristics of boxplots (10
subjects, grey dots) as mean (red line), 95% confidence interval (95% CI) (pink) and

1 standard deviation (1 SD) (blue).

3.7.4.2 Statistical analysis

Finally, Figure 3.9 complements Figure 3.8 by showing on the x-axes the four
different methods and on the y-axes the boxplots from the results of all ten
subjects for the metrics IT (a), DIR (b), INT (c), PAR (d) and FOC (e).

The boxplots in Figure 3.9 together with Table 3.1 and Table 3.2, showing
mean and standard deviation and statistical analysis results for the exam-
ined tDCS methods and quantification metrics, have the goal to strengthen
the last statements that could already visually be perceived from the current
vector fields for subject S1 in Figure 3.8(c) and (d), but now using the defined
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metrics and in a statistic over all subjects. The effect of the induced elec-
tric fields on the dipole target region from the four tDCS methods (ADMM,
MI, D-CMI and 2-Patch) was evaluated by employing a one way repeated
measures ANOVA (analysis of variance) on the quantification metrics (IT,
DIR, INT, PAR and FOC) separately as shown in Table 3.1 column 6. When
necessary the Greenhouse-Geisser correction was used to correct for non-
sphericity. Post-hoc paired sample t-tests were then performed to compare
for multiple comparisons between the tDCS methods for each quantification
metric separately as showed in Table 3.2. A P-value of less than 0.05 was
considered significant for all statistical analyses.

A highly statistical significant effect resulted from ANOVA among the
methods ADMM, MI, D-CMI and 2-Patch for the quantification metrics IT
(F(3,27) = 18.968, p <.001), DIR (F(3, 27) = 19.028, p <.001), INT (F(3, 27) =
39.072, p <.001), and FOC (F(3, 27) = 60.153, p <.001). For the quantification
metric PAR (F(3,16) = 6.676, p = .021) only a moderate statistically signifi-
cant effect resulted. Figure 3.9(a) and Table 3.1 clearly show that the highest
target intensity IT is achieved with the MI and D-CMI:= D-CMI(Smaxelec =
1.5 mA, λind) approaches, with only a small advantage for MI (mean of 0.15
A/m2 for MI versus 0.14 A/m2 for D-CMI), while 2-Patch and ADMM only
achieve means of 0.09 A/m2 and 0.04 A/m2, respectively.

TABLE 3.1: Results of a one-way repeated measures ANOVA (analysis of variance)
showing mean and standard deviation (mean ± SD) for the four methods, ADMM
(Alternating direction method of multipliers), MI (Maximum intensity), D-CMI (Dis-
tributed constrained maximum intensity) and 2-Patch and their quantification met-
rics, IT (Intensity in target), DIR (Directionality), INT (Intensity in non-target), PAR
(Parallelity) and FOC (Focality). Column 6 shows the statistical results with degrees

of freedom (df), f values (F) and P-values (P) (*P< 0.05, **P < 0.001).

Metrics ADMM MI D-CMI 2-Patch Statistical effect
(mean ± SD) (mean ± SD) (mean ± SD) (mean ± SD) (df, F, P)

IT 0.04 ± 0.02 0.15 ± 0.08 0.14 ± 0.07 0.09 ± 0.04 3, 18.968, <.001**
(A/m2)
DIR 0.03 ± 0.01 0.107 ± 0.061 0.10 ± 0.06 0.04 ± 0.028 3, 19.028, <.001**
(A/m2)
INT 0.003 ± 1E-03 0.031± 0.01 0.033 ± 0.008 0.033 ± 0.012 3, 39.072, <.001**
(A/m2)
PAR (%) 69.7 ± 8.54 73 ± 9 72.4 ± 7.9 49 ± 22 3, 6.676, .021*
FOC 13.2 ± 4.379 4.66 ± 2.06 3.96 ± 1.43 2.56 ± 0.48 3, 60.153, <.001**

From the post-hoc t-test for multiple comparisons between the group means
as shown in Table 3.2 column 2, it is also evident that for metric IT all compar-
isons showed statistically significant differences between the tDCS methods
accept ITD-CMI,MI (P = .375). This also indicates that D-CMI and CMI are sim-
ilarly performing with regard to the IT metric.

Similarly, the highest directionalities DIR are achieved with the MI and
D-CMI approaches (mean of 0.107 A/m2 for MI and 0.10 A/m2 for D-CMI),
while 2-Patch and ADMM are at means of only 0.04 A/m2 and 0.03 A/m2,
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respectively (Figure 3.9(b) and Table 3.1). Post-hoc t-tests for the methods in
DIR, as shown in Table 3.2 column 3, show statistically significant differences
for DIRD-CMI,ADMM (P = .001) DIRD-CMI,2-Patch (P = .002 ), DIRMI,ADMM (P =
.001), DIRMI,2-Patch (P = .003) and non- significant differences for DIRD-CMI,MI
(P = .476 ) and DIRADMM,2-Patch (P = .161). The non-significant difference
between ADMM and 2-Patch indicate that there is directional similarity be-
tween ADMM and 2-Patch.

TABLE 3.2: Results are shown for post-hoc paired-samples t-test statistical compari-
son between the methods (ADMM, MI, D-CMI and 2-Patch) for their corresponding

quantification metrics (IT, DIR, PAR and FOC). (*P< 0.05, **P < 0.001)

Comparisons IT(P) DIR(P) INT(P) PAR(P) FOC(P)

D-CMI,ADMM <.001** .001* <.001** .182 <.001**
D-CMI,MI .375 .476 .481 .917 .001*
D-CMI,2-Patch .010* .002* .985 .019* .373
MI,ADMM .001* .001* <.001** .388 <.001**
MI,2-Patch .010* .003* .697 .023* .011*
ADMM,2-Patch <.001** .161 <.001** .038* <.001**

On the other side, the ADMM results in the lowest intensity in non-target
regions, INT, with a mean of only 0.003 A/m2, strongly outperforming all
other approaches (mean of 0.031 A/m2, 0.033 A/m2 and 0.033 A/m2 for
MI, D-CMI, and 2-Patch, respectively) (Figure 3.9(c) and Table 3.1). It is
also shown from the post-hoc t-tests for the INT metric, Table 3.2 column 4,
that there are statistically significant differences for INTD-CMI,ADMM (P <.001),
INTMI,ADMM (P = .001), INTADMM,2-Patch (P = .001), indicating that ADMM
is a stimulation method optimized for focality compared to the intensity-
optimization methods MI and D-CMI and the standard 2-Patch approach.

ADMM therefore also results in the highest focality, FOC, with a mean
of 13.2, leaving far behind all other approaches (mean of only 4.66, 3.96,
and 2.56 for MI, D-CMI, and 2-Patch, respectively) (Figure 3.9(e) and Ta-
ble 3.1). Also evident from the post-hoc t-tests for FOC, Table 3.2 column
6, are FOCD-CMI,ADMM (P <.001), FOCCMI,ADMM (P <.001), FOCADMM,2-Patch
(P <.001). With regard to parallelity (PAR), while the non-individualized
2-Patch approach is only at about 50 percent with a much larger variabil-
ity, all individually optimized approaches (ADMM, MI, D-CMI) achieve a
mean of about 70 percent, (Figure 3.9(d) and Table 3.1), i.e., their alignment
with the P20/N20 SI target orientations is much better. The post-hoc t-tests
for PAR, Table 3.2 column 5, also show with PARADMM,2-Patch (P = .038),
PARD-CMI,2-Patch (P = .019 ) and PARMI,2-Patch (P = .023) statistically signif-
icant differences between the standard 2-Patch and the three optimization
methods.

Table 3.3 shows the highest injected current on an electrode (anode) for
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each subject for the methods D-CMI and ADMM. The highest injected cur-
rent for MI and 2-Patch are always 2 mA, the reason why they are not pre-
sented in the table. As it can be seen the highest injected current among the
subjects for D-CMI is 1.5 mA for subjects S3 and S7 and for ADMM it is 1.76
mA for subject S7. Because of the constraint Smaxelec = 1.5 mA for the D-CMI
approach, the highest possible injected current cannot exceed 1.5 mA, which
is not the case for the ADMM.

TABLE 3.3: Maximum injected currents at anodes for D-CMI (distributed con-
strained maximum intensity) and ADMM (alternating direction method of multi-

pliers) are shown for each subject.

Subjects D-CMI (mA) ADMM (mA)

S1 0.9 1.03
S2 1.02 1.33
S3 1.5 1.54
S4 1.43 1.242
S5 0.94 0.994
S6 1.47 1.074
S7 1.5 1.764
S8 0.95 1.346
S9 0.83 1.211
S10 1.19 0.892

3.8 Discussion

3.8.1 Targeted mc-tDCS using MEG/EEG source analysis

In this preparation study for a future somatosensory SEF/mc-tDCS/SEF ex-
periment, reconstruction of the underlying SI sources of the somatosensory
P20/N20 components was conducted in a group of 10 healthy subjects. A
simulation pipeline was performed with individualized target locations and
orientations using combined somatosensory evoked field (SEF) and potential
(SEP) MEG/EEG data and skull conductivity calibrated realistic six-compartment
head modeling with integrated WM conductivity anisotropy. While the SEP
P20/N20 component might at least in some subjects have an overlaid thala-
mic potential additionally to the main Brodmann area 3b contribution, the
MEG signal at 20 ms post-stimulus is not affected by such too deep and
too radial thalamic sources [110], [120], [182], [194], [195], [207]–[210]. The
P20/N20 reconstruction and skull conductivity calibration using combined
EEG/MEG, therefore, uses the MEG for the localization of the individual
Brodmann area 3b. At the same time, the EEG is then exploited for the es-
timation of individual source orientation and for skull conductivity calibra-
tion. The experimental goal is thus the stimulation of just a single node of the
somatosensory network, which might facilitate the effect evaluations. This is
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an important difference when comparing the goal of the targeting and op-
timization procedure with the reciprocity-based optimization of [218]. Fur-
thermore, in most stimulation studies, targets are usually considered only as
location-based targets, i.e., no additional orientation information is used for
efficient targeting [70]. The use of the complementary information from EEG
and MEG data in combined EEG/MEG source analysis together with the
individually calibrated skull conductivity [150], [182] offers the advantage
of highlighting the individual differences of the somatosensory P20/N20 SI
sources among the subjects. These differences are not only in the target loca-
tion but also in the target orientation since especially the latter might play an
important role and should be taken into account for individual targeting [22],
[57], [185]–[187]. It should also be mentioned that single modality MEG or
EEG reconstructions can lead to considerable differences when compared to
combined MEG/EEG for the reconstruction of the 20 ms SEP or SEF compo-
nent, as shown by [150]. This study is motivated by Laakso [184], who found
a correlation between the modeled field intensity and the tDCS efficacy in
a motor evoked potential experiment so that individual optimization might
also help to better control and especially improve the individual stimulation
outcome [198].

It was then shown to what extent individually optimized mc-tDCS mon-
tages improved targeting with regard to important metrics when compared
to the non-individualized standard 2-Patch approach. The metrics intensity
in the target region (IT), directionality (DIR), intensity in non-target regions
(INT), parallelity (PAR) and focality (FOC) were used when compared to the
non-individualized standard 2-Patch approach. An improved expected per-
formance with regard to these metrics can give us better control in the future
somatosensory stimulation experiment. The maximum intensity (MI) mc-
tDCS optimization method [9] was also modified with control over current
per electrode [189] by an additional energy penalization term, which was
called the distributed constrained maximum intensity (D-CMI) approach, ac-
cording to the experiment’s requirements (reduced discomfort such as tin-
gling, pain, itching, and burning sensations [219], [220] and safe stimulation
[177], [221], while keeping nearly highest targeting quality) and hardware-
limitations (8 active stimulation electrodes out of 39 possible one’s in the neo-
prene cap). Therefore, the study also provides a guideline for the preparation
of a controlled mc-tDCS stimulation before its application in an experiment,
taking into account the practically most relevant stimulation parameters.

3.8.2 Comparison of stimulation methods and contribution
of D-CMI compared to MI and CMI

While maximum intensity (MI), constrained maximum intensity (CMI) and
distributed CMI (D-CMI) are, when considering the intensity-focality scale
[9], [13], [14], clearly on the intensity side of the scale with their high IT and
DIR metrics, the alternating direction method of multipliers (ADMM) [188]
is on the focality side with its high FOC and low INT metrics (Figure 3.8
and 3.9). When compared to the standard 2-Patch approach, since all target
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optimization approaches ADMM, MI, CMI and D-CMI take both individual
target location and orientation into account, they align their injected current
vector field much better to the target orientation, resulting in a considerably
higher PAR metric (Figure 3.8 and 3.9). The 2-Patch approach is also largely
outperformed by MI and D-CMI with regard to the IT, DIR, and even FOC
metric, and by ADMM with regard to FOC and INT (Figure 3.8 and 3.9).

For all approaches, the individualization of the targeting and optimiza-
tion seems important, as shown in Figure 3.7 by the large differences in
the targets and stimulation montages between subjects and in Figure 3.8
and 3.9 by the much better performance of the individualized optimization
approaches. Our future somatosensory experiment will consist of a pre-
stimulation SEF experiment, followed by an individualized and optimized
stimulation of the P20/N20 target in Brodmann area 3b, which is again fol-
lowed by a post-stimulation SEF experiment. Since it was expected that the
intensity optimization approaches MI, CMI and D-CMI should be able to
generate the largest difference when comparing pre- and post-stimulation
SEF, due to their considerably larger DIR metric (Figure 3.9(b)), the focus
was only on the contribution of D-CMI when compared to MI and CMI.

D-CMI is an extension of MI [9] and CMI [189] that controls the current
per electrode as also proposed by CMI, but with an additional energy pe-
nalization term to further distribute the current over multiple electrodes, i.e.,
with the goal to minimize skin level sensations and high field amplitudes
in distant brain areas from the target side. While keeping the important at-
tributes of MI, most importantly a high DIR (mean DIR of D-CMI is only 6.5
percent smaller than for MI, see Table 3.1), the D-CMI offers maximal flex-
ibility in controlling and reducing the maximal current per electrode (here,
with Smaxelec = 1.5 mA, it was reduced by 25 percent when compared to the
MI with 2 mA), complemented by the L2-regularization to further distribute
the injected currents over the available stimulation electrodes at especially
distant sides (in the case: 8 active electrodes of the Starstim-8 system). While
the L2 regularization hardly reduces the DIR (Figures 3.4 and 3.5), it reduced
tDCS-induced discomforts such as tingling, pain, itching, and burning sen-
sations [219], [220] in the preliminary experiments. It also adds convexity
to the optimization function, which can be an important aspect with regard
to the uniqueness of the solution, especially in more complicated targeting
situations (see Theorem 3.5 in [188].

It is shown in Figures 3.7 that the D-CMI regularization parameter λ takes
care that the distribution further away from the target is automatically larger
than the distribution in the proximity of the target. This is especially visible
in the D-CMI result for subject S3 in Fig.5, where the remaining radial orien-
tation component of the target vector automatically leads to much less dis-
tribution at the proximate anodal electrodes side (only 2 anodes) than at the
distant cathodes side (6 cathodes). In the extreme case of a fully radial and
lateral target, an increase in lambda thus cannot lead to much distribution
directly over the target (the proximate closed end of the “current banana”),
while the distribution on the distant side in the contralateral hemisphere will
be much bigger (the distant “pealed end of the current banana”). Due to the
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regularized and weakened cathodal currents, sensations at the skin level and
electric field strength at the brain level in the frontal area will be considerably
reduced when compared to MI. In MI, the single -2 mA cathode will lead to
significant sensations at the skin level and electric field strength at the brain
level also in the frontal area beneath the cathode. In summary, this example
shows the power of the new D-CMI approach where only a single additional
parameter, the regularization parameter, is used by D-CMI to reduce sensa-
tions while keeping nearly the same high target directionality.

Therefore, it was decided to choose the D-CMI(Smaxelec = 1.5 mA, λind)(8
electrodes) for the future somatosensory SEF/mc-tDCS/SEF experiment. How-
ever, it should be noted that the differences are rather small, and skin sensa-
tions are furthermore difficult to grasp. Therefore, further experiments with
a larger group of subjects are needed, for example, a statistical evaluation
if it is easier for the subjects to distinguish D-CMI (Smaxelec, λ) or D-CMI
(Smaxelec , λ = 0) from sham, where D-CMI (Smaxelec, λ = 0) is identical to
CMI(Smaxelec). The implementation is flexible; it also allows a parameter
adaptation, for example, when anesthetizing the area under the stimulation
electrodes to further reduce tDCS-induced discomforts such as tingling, pain,
itching, and burning sensations [219], [220]

3.8.3 Potential of D-CMI

We believe that the D-CMI method has the potential to improve the effects
of transcranial electric stimulation (TES) [177] in general, including, besides
tDCS, also transcranial alternating current stimulation (tACS) [198], [222],
transcranial random noise stimulation (tRNS) [223], [224] and transcutaneous
spinal direct current stimulation (tDCS) [225]. D-CMI could help to better
control important experimental parameters and thereby also contribute to
better reproducibility of TES results. The high DIR values in the target ar-
eas with the D-CMI method should also result in much better focality when
only considering normal-to-cortex components instead of the modulus, as
presented in Figures 3.7 (c) and (d).

From the results, it was concluded that individually-targeted multi-channel
optimized montages together with individualized head modeling should be
incorporated in brain stimulation research in order to increase the chance of
achieving clearer and more consistent neurophysiological effects, in agree-
ment with recent literature on that topic [10], [184], [226]. As shown for
example in [226], stimulation with a multi-channel montage increased the
M1 excitability compared to a classical tDCS montage when targeting a sin-
gle brain ROI. Interestingly, inter-subject variability still persisted in all the
mc-tDCS optimization approaches also including D-CMI, even if at least the
variation (standard deviation) in parallelity was considerably reduced by
ADMM, MI and D-CMI when compared to the standard 2-Patch approach
(Figure 3.9(d)). CMI also showed the same inter-subject variability in Fig-
ure 3.6. It is expected that part of this variability might be alleviated by the
use of a denser electrode array [189], especially an increase in the number
of possible electrode positions within the optimization process, whereas this
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study was limited to only 39 openings of the neoprene cap. Another part of
the variability might be “real”, due to for example a deeper target, a lower
skull conductivity, or a thicker CSF compartment of a particular subject. In
this case, the pipeline has the potential to predict and thus interpret the inter-
subject variability of stimulation effects in the later brain stimulation experi-
ment, as also recently proposed in [222].

An important additional advantage of the D-CMI is to ease the use of
an experimental sham condition. By limiting the maximal current per elec-
trode and further distributing injected currents over multiple electrodes, the
D-CMI will reduce the number of uncomfortable sensations that can occur
beneath the electrodes during stimulation such as tingling, pain, itching, and
burning sensations, and thereby reduces the sensation difference to the sham
condition. Therefore, the use of D-CMI, or MI or CMI combined with a local
anesthetics under the electrodes [219], [220], will facilitate the setup of exper-
iments that involve a sham condition. In this way, possibly complemented by
an “Active-Sham” condition as proposed in [227], a controlled and consistent
sensation throughout the experiment could be achieved.
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4 Targeted and individually
optimized mc-tDCS experimental
stimulation of the somatosensory
cortex

4.1 Introduction

The sources for the early (20 – 40 ms) SEPs in EEG and SEFs in MEG, the
cortical responses to median nerve or finger stimulation, are generally ac-
cepted to have strong contributions from the primary sensorimotor cortex
S1 contralateral to the side of stimulation [16], [119], [194]. The effect of
tDCS on these early and late components were studied in [63], [64], [70],
[228] showing inhibitory or excitatory effects depending on stimulation pa-
rameters. For example, [70], reported a significant increase (excitatory effect)
in amplitudes for the P25/N33, N33/P40 (parietal) and P22/N30 (frontal)
SEP components after anodal tDCS was applied over the left motor cortex
(M1), while no effect was observed for the P14/N20, N20/P25 (parietal) and
N18/P22 (frontal) SEP components. Cathodal tDCS showed no effect on the
SEP waveforms in their study. In [63], anodal tDCS over the S1 showed no
effect on N20 and N30 component while a significant decrease (inhibitory
effect) with cathodal tDCS was observed for the N20 SEP component. In
[228] early N20 and P25 SEP components were significantly increased af-
ter anodal tDCS was applied over motor association cortex while opposite
effects were observed after cathodal tDCS. In an MEG recorded SEF tDCS
study [64], anodal tDCS was applied over M1 and S1 separately resulting in
an increased effect for P35m and P60m SEF components for M1 and for the
P60m SEF component for S1. It is summarized that the effect of tDCS on
the SEP and SEF components in the above studies showed inconsistencies.
Differences in anodal electrode positions (M1, S1 and motor association cor-
tex) and sizes (1.5cm2, 9cm2, 18 cm2) might by a contributing factor to these
inconsistent effects. More importantly when targeting a particular area, e.g.
the generator for the P20/N20 SEF and SEP component in Brodmann area
3b, the stimulation with only a standard bipolar montage as studied by [1],
[40], [41] might thus be a too unspecific or even an inefficient approach [222].
The traditional bipolar tDCS approach broadly distributes electric fields in
the brain which might lead to stimulation of non-target regions rather than
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in the target area [9]. It has been shown that the use of the traditional bipo-
lar tDCS approach, in most brain stimulation experiments, leads to inconsis-
tencies [180], intra- [7], and inter-subject variability [8], [44] in stimulation
results. The cause of the variability might also be attributed to the lack of
consideration of an individualized (subject wise) targeting and to different
conductive profiles of head tissues and anatomical and functional differences
among subjects [77], [115], [150], [182], [183]. For efficient tDCS targeting, in-
jected currents should not only be maximal in the targeted brain region of
interest (ROI), but minimal in non-target regions and oriented parallel to the
target for the desired effects [22], [185]–[188], [213]. To address these issues,
recently a novel multi-channel tDCS (mc-tDCS) approach was proposed, the
distributed constrained maximum intensity (D-CMI) method [213] and also
presented in Chapter 3. It was shown by computer simulations that, in com-
parison to standard bipolar tDCS, D-CMI optimized mc-tDCS achieves sig-
nificantly higher directionality, i.e., higher electric field strength parallel to
the target orientation and a higher mean focality. In experimental work, the
former might mean higher effect sizes and the latter reduced side effects. Fi-
nally, the larger distribution of surface currents by the D-CMI was assumed
to reduce skin sensations and thereby ease the use of sham conditioning.
With regard to the importance of high target directionality, first simulation
and experimental work already showed that a higher parallelity of the in-
jected electric field with the target orientation can increase effect sizes [22],
[57], [185]–[187], [229].

In this chapter, the D-CMI approach, for the first time, is tested in an ex-
perimental somatosensory paradigm. Focus on anodal stimulation is given
to keep the number of measurement sessions to a reasonable limit for the
subjects (here: 4 measurement sessions per subject, the first EEG/MEG/MRI
for targeting, followed by three MEG/tDCS/MEG stimulation sessions). The
D-CMI mc-tDCS approach [213] is compared with a standard bipolar anodal
tDCS (SB) and sham tDCS (Sham) approaches. The experimental study is
conducted using a single blind experimental tDCS paradigm with three ses-
sions. The experimental study is divided into two parts, targeting and stim-
ulation. In the targeting part, the underlying source of the P20/N20 com-
ponent in Brodmann area 3b by combined EEG/MEG/MRI is reconstructed
through source analysis. After reconstructing this target source individu-
ally for each subject, an individualized mc-tDCS montage using D-CMI ap-
proach is created for each subject. In the stimulation part of the experiment,
three stimulation sessions with the individually optimized anodal D-CMI
mc-tDCS (D-CMI), standard bipolar anodal tDCS (SB) and sham stimulation
(Sham) are carried out in an SEF/tDCS/SEF paradigm. SEF elicited by elec-
trical index finger stimulation are recorded before and after tDCS interven-
tions in the three randomized tDCS sessions. The after effects for each tDCS
condition are statistically analysed and compared. The 20 ms somatosensory
component is referred as P20/N20 when recorded with combined EEG/MEG
(SEP/SEF) or EEG (SEP) and as an M20 component when recorded with
MEG alone (SEF) before and after the application of the three tDCS condi-
tions.
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The main focus in this study is on the analysis of the 20 ms S1 compo-
nent because of its exogenous nature [16], [119], good signal-to-noise ratio
(SNR) in both EEG and MEG, its overall robustness [230], [231] and in even
the extreme case of anesthesia [232]. The goal is to answer the questions if
(1) individually optimized mc-tDCS targeting with D-CMI can provide bet-
ter controlled stimulation effects compared to SB and if (2) D-CMI montage
based sham stimulation eases sham conditioning due to its low skin sen-
sations. Throughout this study, the three tDCS stimulation conditions are
referred as only D-CMI, SB and Sham for simplicity.

All figures in this chapter were produced with custom MATLAB codes,
SCIRun and CURRY 8. Statistical analysis was conducted with SPSS and
processing of EEG and MEG data with FieldTrip [233].

4.2 Materials and methods

4.2.1 Subjects

Thirteen healthy subjects (28±6 years, 4 Females) participated in this study.
The subjects had no history of psychiatric or neurological disorders and had
given written informed consent before the experiment. The institution’s ethi-
cal review board (Ethik Kommission der Ärztekammer Westfalen-Lippe und
der WWU) approved all experimental procedures on 2.02.2018 (Ref. No.
2014-156-f-S).

4.2.2 Data acquisition for source reconstruction and tDCS tar-
geting

4.2.2.1 MRI data acquisition and registration

MRI datasets for all 13 subjects were acquired as T1w, T2w and DTI data
using the same MRI system and scanning parameters as described in Section
3.2.4.

4.2.2.2 SEP and SEF measurement and pre-processing

SEPs and SEFs were simultaneously acquired for all 13 subjects. The EEG/MEG
recording system is the same as described in Section 3.2.2. SEP/SEF data
were produced by averaging the trails data acquired from the right hand in-
dex finger stimulation as described in 3.2.3 for the purposes of this study.

4.2.3 Source analysis and tDCS montage simulations

In order to compute individually optimized mc-tDCS montages for the so-
matosensory experiment, it is important to accurately reconstruct the un-
derlying target source of the P20/N20 S1 component for each subject. This
is done here by means of combined EEG/MEG source analysis using the
complementary information from the simultaneously measured SEP and SEF

http://www.sci.utah.edu/cibc-software/scirun.html
https://compumedicsneuroscan.com/products/by-name/curry/
https://www.ibm.com/products/spss-statistics/
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data. Due to the large inter- and intra-subject variability in skull conductiv-
ity [3], [182] and the high sensitivity of EEG source analysis to the skull tis-
sue parameter [6], not only realistic subject-specific head volume conductor
models are built for each subject, but also each head model is calibrated for
individual skull conductivity. This pipeline is the same as used in Chapter 2.

FIGURE 4.1: Schematic diagram of the simulation pipeline for targeting, i.e., recon-
structing the P20/N20 activity by means of combined SEP/SEF source analysis, and
the following generation of tDCS stimulation montages. (a) MRI data with T1w,
T2w and Dw images acquired for modeling (b) MEG and EEG registered sensor lo-
cations and SEF and SEP data sets and P20/N20 topographies (c) Forward modeling
steps of segmentation, mesh generation, tissue conductivity modeling, source space
construction, lead field computations for MEG and EEG and skull conductivity cali-
bration. (d) Targeting by means of a P20/N20 dipole scan (black cone) visualized in
the corresponding 6 compartment head model (e) tDCS montage generation steps
where (e.1) shows a subject with the Starstim-8 system cap (e.2) the registered and
projected electrodes of the Starstim-8 cap on the head model (e.3) the individually
targeted and distributed constrained maximum intensity (D-CMI) optimized mc-

tDCS montage.

The simulation pipeline in Figure 4.1 shows a schematic diagram that
leads to the creation of D-CMI tDCS montages for a P20/N20 S1 target in
one of the subjects. Figure 4.1(a) (upper left) the acquired T1w-, T2w- and
Dw-MRI data are shown which together with the measured SEP and SEF
P20/N20 topographies (Figure 4.1(b)) enable the generation (Figure 4.1(c)) of
an individual six-compartment head model (Figure 4.1(d)) with calibrated
skull conductivity and anisotropic white matter compartment. This head
model serves the EEG/MEG forward computations and enables combined
EEG/MEG inverse dipole scanning of the individual P20/N20 target (black
cone in Figure 4.1(d)). In the last step, the targeted (to this black cone) and
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individually optimized mc-tDCS montage is computed using the D-CMI ap-
proach [213] (Figure 4.1(e.3)).

4.2.4 Source reconstruction in calibrated head models

Following the pipeline in Chapter 3 Section 3.2.5 and in Figure 4.1, the source
reconstruction procedure for SEP/SEF P20/N20 component at the Brodmann
area 3b is described briefely as follows

Segmentation and meshing: Segmented realistic head models were cre-
ated for all 13 subjects. T1w and T2w images were used to segment six tissue
compartments with the scalp, skull compacta (SC), skull spongiosa (SS), cere-
brospinal fluid (CSF), gray matter (GM), and white matter (WM) to create six
tissue compartment models for the subjects. The segmentation process for
this study was conducted with the same procedure as described in Section
3.2.5.1

Mesh model creation: Meshing of the six compartment segmented head
models were carried out using SimBio-VGRID. As already described in 3.2.5.2,
hexahedral finite element method (FEM) mesh were created with a node shift
of 0.33.

Modelling tissue conductivities: Following Section 3.2.5.3, isotropic con-
ductivity of 0.43 S/m for scalp , 1.79 S/m for CSF and 0.33 S/m for GM were
set and GM was modeled as anisotropic using Dw images.

Source space and leadfields creation: Source spaces confined to GM only
and leadfields for EEG/MEG were created using the parameters as previ-
ously described in Section 3.2.5.4 and 3.2.5.5 respectively.

Individualized skull conductivity calibration: Following the calibration
steps in Section 3.2.5.6 the skull conductivity calibration procedure resulted
in individual skull conductivities for all 13 subjects with a mean and a stan-
dard deviation for SC and SS of 6.7 ± 5.12 mS/m and 24 ± 15 mS/m, respec-
tively.

Combined EEG/MEG source reconstruction: Finally, dipole targets with
individualized location and orientation were reconstructed for the 13 sub-
jects using the calibrated head models and combined SEP/SEF somatosen-
sory data.

4.2.5 Generation of tDCS montages

For the somatosensory tDCS experiment, two kinds of montages were cre-
ated, namely the D-CMI [213] and SB [70], [177] montages. The D-CMI re-
sulted in individualized montages for the 13 subjects while the SB was a fixed
montage for the subjects. The following steps were conducted, as shown in
Figure 4.1(e.1)-(e.3), for the creation of the D-CMI montages:

Electrode positions projection: For the creation of the tDCS montages
having conformance with the real experimental conditions, first the 39 pos-
sible stimulation electrodes (NG Pistim cm2 circular contact area) of the
Starstim tDCS system (Neuroelectrics, Barcelona, Spain) with a Polhemus
device (FASTRAK, Polhemus Incorporated, Colchester, VT) are digitized for

http://vgrid.simbio.de/
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all subjects. For each subject, the locations of the digitized sensors were reg-
istered on the head model using landmark-based rigid registration based on
the three fiducials nasion, left and right preauricular points, where Gadolin-
ium markers had also been placed for MRI tDCS skull conductivity cali-
brated FEM forward models were then computed for each subject using Sim-
Bio as described in detail in [183].

tDCS montages creation: The individualized tDCS forward models were
then used by the D-CMI optimization method to find the optimal mc-tDCS
montage that best fits the stimulation goal, i.e., targeting the reconstructed
individual Brodmann area 3b with the highest directionality (DIR), i.e., high-
est electric field strength parallel to the reconstructed target source, as well
as reduced side effects and skin sensations [213]. The D-CMI method makes
use of three parameters,STotal, Smaxelec and λ [213]. STotal is the total injected
current, which was chosen here as 2 mA. Smaxelec is the maximum current
allowed per electrode, chosen here as 1.5 mA, which was found to be over-
all the most tolerant limit for the subjects without feeling discomfort when
using the Starstim-8 system. The λ parameter distributes the currents over
multiple electrodes to reduce skin sensations, which was chosen here in a
way that 8 non-zero electrodes resulted due to the availability of electrodes
in the Starstim-8 system. In summary, these three parameters are used to
create individually optimized montages for each subject while taking into
account the dipole target location and orientation. Thus, for each subject an
8-electrode montage was created using the D-CMI method, as illustrated in
Figure 4.1(e.3) for one of the subjects. For the SB montage modeling, two 5
cm x 5 cm quadratic sponge-like tDCS patches with thickness 4 mm [183],
[213] and saline-fluid-like conductivity of 1.4 S/m [183] were used. Follow-
ing the standard montage as used in [70], [177] the patches were centered at
the C3 (anode) and FP2 (cathode) electrode locations that were digitized on
each subject’s head model using the Polhemus device as a fixed montage for
induced electric fields simulations [213].

4.3 Experimental design

A single blind, randomized, sham-controlled crossover group study with the
13 subjects is conducted to determine the effects of individually targeted and
optimized D-CMI mc-tDCS approach, compared to the SB as well as Sham
mc-tDCS.

In Figure 4.2, the experimental paradigm with the three stimulation con-
ditions D-CMI (Figure 4.2(a)), SB (Figure 4.2(b)) and Sham (Figure 4.2(c))
as well as the stimulation waveforms for D-CMI (Figure 4.2(e)), SB (Fig-
ure 4.2(f)) and Sham (Figure 4.2(g)), exemplarily for one of the subjects are
shown. In the tDCS experimental procedure, each subject’s SEFs were recorded
following right index finger stimulation (green fields in Figure 4.2). The in-
dex finger of each subject was stimulated with 2 or 3 times the sensitivity
threshold, depending on the subject’s sensitivity tolerance. The SEFs were
recorded in a run of 10 minutes before tDCS (Pre) and three runs of 10 min-
utes after tDCS (Post 1, Post 2 and Post 3). After tDCS, participants’ heads

https://www.mrt.uni-jena.de/simbio/
https://www.mrt.uni-jena.de/simbio/
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FIGURE 4.2: Experimental design to stimulate the somatosensory S1 with transcra-
nial direct current stimulation (tDCS). Recording of somatosensory evoked fields
(SEFs, green fields) before tDCS as Pre (10 min baseline) and after tDCS, with 5 min
preparation time (red field), as Post 1 (5-15min), Post 2 (16-26 min), Post 3 (27-37
min). The three different stimulation conditions are (a) distributed constrained max-
imum intensity tDCS (D-CMI) (b) with 30 s ramp up period,10 minutes of 2 mA
stimulation and ending with 30 s ramp down period (c) standard bipolar tDCS (SB)
(d) with 30 s ramp up period,10 minutes of 2 mA stimulation and ending with 30 s
ramp down period (e) D-CMI sham tDCS (sham) (f) with a 30 s ramp up to 2 mA and
immediately after a 30 s ramp down period at the beginning and end of stimulation,

and with 10 minutes with no stimulation in between.

were briefly cleaned of electrode gel with a towel before re-entering the MEG
shielded room (larger red fields in Figure 4.2). Then it was made sure that the
right index finger electrical stimulation intensity was the same as in the Pre-
tDCS SEF, before then measuring the three runs Post 1, Post 2 and Post 3.
All SEFs were recorded in supine positioning due to the arguments given in
Section 3.2.3 [199]. The parameters for the recording of SEFs with the MEG
system and post-processing were chosen identically to those of Section 3.2.3.
Each subject participated in three tDCS conditions of 10 min each, namely
D-CMI (upper row in Figure 4.2), standard bipolar (SB, middle row in Fig-
ure 4.2) and Sham (lower row in Figure 4.2). Each stimulation condition was
embedded in a 10 min SEF recording before (Pre: 10 min baseline) and the
three 10 minutes SEF runs after tDCS, i.e., Post 1 (5 -15 min), Post 2 (16 -26
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min) and Post 3 (27 -37 min). The sessions were randomized and there was
a break of minimally 6 days between the sessions to avoid any interference
or carry over effect. In D-CMI and SB conditions, tDCS was applied for 10
min at 2 mA, preceded by a 30 s ramp up period and followed by a 30 s ramp
down period at the end of stimulation (Figure 4.2((b) and (d))). In the sham
condition, tDCS was realized by delivering the current for 30s ramp up and
immediately 30 s ramp down both at the beginning and the end of the 10
minutes of no stimulation (Figure 4.2(f)). The sham protocol was conducted
in this way to induce the short-lasting tingling perceived during the tran-
sient period of current turn-on and off like in the real stimulations of D-CMI
and SB. All tDCS stimulation conditions were carried out with a Starstim-
8 tDCS system (Neuroelectrics, Barcelona, Spain), using 3.14 cm2 Ag/AgCl
gelled electrodes placed into holes of a neoprene cap corresponding to the
international 10/10 EEG system.

Questionnaires data: After each stimulation session, subjects completed
a self-reported questionnaire to explore perceptions of adverse or side effects.
The questionnaire contained rating scales for the presence and severity of
side effects such as itching, pain, burning and warmth/heat sensation [177]
on the scalp elicited by the three tDCS conditions (D-CMI, SB and Sham).
Numerical analogue scales were used to rate the unpleasantness of sensa-
tions on the scalp (e.g. 0 = none, 1 = mild, 2 = moderate and 3 = strong). For
each condition, it was also part of the questionnaire, that subjects were asked
to speculate whether they were receiving real or sham stimulation to assess
the integrity of the subjects’ blinding using a numerical analogue rating scale
(1 = real, 2 = placebo, 3 = I don’t know) [177].

4.4 Data analysis

Source space: For the analysis of SEFs before and after tDCS conditions, the
following steps were first conducted

• Computation of MEG lead fields (forward models), for each subject be-
fore and after each tDCS condition (D-CMI, SB and Sham) due to the
possibly slightly different subject positioning in the MEG dewar.

• Computation of source waveforms for the M20 component was carried
out as described in Chapter 3. Due to the higher signal-to-noise and
the complementarity of EEG and MEG, target source of the combined
SEP/SEF reconstruction was fixed and projected on the SEF data of the
three stimulation conditions under the additional assumption that the
expected change in excitability of S1 would not lead to a shift in the
source location. The source waveforms for the M20 are then stored for
later analysis.

• In the last step, amplitude of the 20ms sample of the M20 source wave-
forms pre and post (Post 1, Post 2 and Post 3) tDCS conditions (D-CMI,
SB and Sham) for each subject are taken for analysis.
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After these three steps, a statistical analysis of the M20 sample amplitudes
for time courses before (Pre) and after (Post 1, Post 2, Post 3) tDCS conditions
(D-CMI, SB and Sham) is performed within subjects (N=9) two way repeated
measures analysis of variance (RM-ANOVA).

The analysis was conducted for 9 subjects only as all the 13 subjects did
not show consistent quality data throughout the conditions and sessions.
Outliers with noisy data were rejected for analysis resulting in 9 subjects for
D-CMI (N=9), SB (N=9) and Sham (N=9). Greenhouse-Geisser correction was
used for non-sphericity wherever necessary. Post-hoc paired sample t-tests
with bootstrapping (1000 permutations) were then performed for multiple
comparisons between control values (Pre) and those after tDCS (Post 1, Post
2 and Post 3) for the three conditions (D-CMI, SB and Sham) separately. A
P-value of less than 0.05 was considered significant for all statistical analyses.

Sensor space: To complement the source space analysis in sensor space,
an analysis in the time range of 19 to 21 ms with a non-parametric clus-
ter based permutation test [233] for Pre vs Post (Post 1, Post 2 and Post 3)
time course differences for all conditions (D-CMI, SB and Sham) separately
is performed. From a dependent paired t-test, for time course comparisons,
all samples showing a t-value greater than a threshold corresponding to P
= 0.05 (uncorrected) were selected and spatially clustered. The level of the
statistics of the cluster was defined as the sum of t-values within the clus-
ter. The cluster with the maximum value was used to construct the statistics.
A reference distribution of maximum cluster t-values was obtained by ran-
domization of data across the time courses for each condition separately for
1000 times and was used to evaluate the statistic of the actual data. Question-
naire data: Questionnaire data was analysed for perceived sensations (Itch-
ing, Pain, Burning and Warmth/heat), scaling each sensation as 1 = none, 2 =
mild, 3 = moderate and 4 = strong, with a non-parametric Friedman ANOVA
test for each sensation among the tDCS conditions (DMCI, SB and Sham)
separately. A P-value of less than 0.05 was taken as significant. Wilcoxon
test was carried out if significant differences were found between conditions
(D-CMI, SB and Sham) for each sensation with the Friedman test. Sham per-
ception questionnaire data was also analysed with Friedman ANOVA test
with scaling as 1 = real, 2 = placebo, 3 = I don’t know among the conditions.

4.5 Results

While the bipolar montages are thus only standardized, the D-CMI mc-tDCS
montages are largely personalized with regard to head modeling, determi-
nation of the target as well as optimization for maximal directionality with
reduced side effects and skin sensations. Figure 4.3(a) shows how differ-
ent the D-CMI montages can be depending on especially individual target
orientation differences. Exemplary for three subjects D-CMI montages (Fig-
ure 4.3(a), left column) and EEG topographies presented together with the
D-CMI montages (Figure 4.3(a), right column) are shown to emphasize the
importance of individualized montage calculation.
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FIGURE 4.3: The results for the D-CMI mc-tDCS method are shown as (a) D-CMI mc-
tDCS montages (columns 1) and D-CMI montages projected over the EEG P20/N20
topography (columns 2) exemplary for the three subjects (S1, S2 and S3) (b) direc-
tionality (DIR) (N=13) and (c) parallelity (N=13) comparison of D-CMI and SB as
boxplots with mean (red line), 95% confidence interval (95% CI) (pink) and 1 stan-

dard deviation (1 SD) (blue).

Figure 4.3(b) presents the resulting directionality (DIR) values for the group
of 10 subjects with boxplots showing mean (red line), 95% confidence inter-
val (95% CI) (pink) and 1 standard deviation (1 SD) (blue).

The mean ± SD DIR for D-CMI (0.13 ± 0.07 A/m2) and SB (0.085 ± 0.04
A/m2) shows that individually targeted mc-tDCS increases the chance for
individual stimulation effects when compared to SB. Furthermore, in Figure
4.3(c) also shown is (PAR), i.e. the percentage of current intensity that is
oriented parallel to the target vector. This parameter complements DIR and
clearly shows that PAR (mean ± SD) for D-CMI (72 ± 7%) is much higher
than for SB (52± 21%). It ca thus be hypothesized from simulation results
that individually targeted and optimized mc-tDCS with D-CMI might reduce
individual differences in effects when compared to SB, i.e., it might lead to
more controlled tDCS effects.
Source space results: Figure 4.4(a) - (c) shows the grand averaged source
waveforms (0 to 22 ms) of the M20 SEF component for all subjects with time
courses, Pre (Blue), Post 1 (Red dotted), Post 2 (Green dotted) and Post 3
(Black dotted), for the three condition in Figure 4.4(a) (D-CMI), Figure 4.4(b)
(SB) and Figure 4.4(c) (Sham).

Figure 4.5 shows error bar plots with mean (colored boxes) and stan-
dard deviation (vertical line) for the grouped peak amplitudes of M20 source
waveforms for each time course as Pre (blue box) Post 1 (red box), Post 2
(green box) and Post 3 (black box). Grouped amplitudes for M20 source
waveforms after tDCS time courses, Post 1, Post 2 and Post 3 are normalized
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FIGURE 4.4: Grand averaged source waveforms of M20 are shown for before tDCS
as Pre (Blue) and after tDCS as Post 1 (Red dotted), Post 2 (Green dotted) and Post 3
(Black dotted). (a) Grand averaged source waveforms for 9 subjects (N=9) when
stimulated with distributed constrained maximum intensity (D-CMI) (N=9). (b)
Grand averaged source waveforms for 10 subjects (N = 10) when stimulated with
standard bipolar tDCS (SB). (c) Grand averaged source waveforms for 12 subjects

(N=12) when stimulated with D-CMI sham tDCS (Sham).

to pre tDCS amplitudes (Pre) as baseline normalization. The time courses as
coloured boxes for each condition are shown in Figure 4.4(a) (D-CMI), Figure
4.4(b) (standard bipolar (SB)) and Figure 4.4(c) (sham) separately.

Table 4.1 shows mean and standard deviation (Mean(SD)) for each con-
dition’s time courses, Table 4.2 shows the interaction effects among the tDCS
conditions and Table 4.3 shows the post-hoc paired sample t-test results for
Table 4.2. Table 4.3 also shows the Cohen’s d effect size for the time course
compared to Pre baseline. For the two way RM-ANOVA, significant inter-
action effects were observed when comparisons were conducted for D-CMI
vs SB (F (3, 24) = 10.63, P < 0.001) and D-CMI vs Sham (F (3, 24) = 3.63, P
= 0.027). No significant interaction effects were observed for SB vs Sham (F
(3, 24) = 0.624, P = 0.606) comparison. A significant interaction effect was
observed for all three conditions comparisons also, D-CMI vs SB vs Sham (F
(2.8, 48) = 3.5, P = .034) Post-hoc paired sample t-test in Table 4.3 for D-CMI
revealed a significant main effect for Pre vs Post 1 (P = 0.013), non-significant
effects for Pre vs Post 2 (P = 0.367) and Pre vs Post 3 (P = 0.77). A very large
to huge effect size (d=1.44) was observed for the Pre vs Post 1 in the D-CMI
condition while negligible medium and small effects very observed for Pre
vs Post 2 and Post 3 D-CMI conditions, respectively. The M20 amplitude for
the D-CMI increased on average 33% in the first 5 to 15 minutes (Post 1) (Fig-
ure 4.4(a)) after tDCS while it non-significantly increased only 8% in Pre vs
Post 2 (Figure 4.4(a)) and decreased by -1% Pre vs Post 3 (Figure 4.4(a)) time
course comparison.

Post-hoc paired sample t-test in Table 4.3 for SB revealed non-significant
effects for Pre vs Post 1 (P = 0.367) and Pre vs Post 2 (P = 0.160) and Pre vs Post
3 (P = 0.091). Only small to medium decreased effect sizes were observed
in all the time courses. The M20 amplitude for SB increased on average 2%
non-significantly for Pre vs Post 1 time course and reduced significantly with
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TABLE 4.1: The table shows mean and standard deviation
(Mean(SD)) of the M20 source waveform amplitude among
subjects through the time course including Pre, Post 1, Post 2
and Post 3 in the tDCS conditions of distributed constrained
maximum intensity (D-CMI), standard bipolar (SB) and D-CMI

sham (Sham) sessions.

Conditions Mean(SD) in nAm
Pre Post 1 Post 2 Post 3

D-CMI
(N=9) 4.63(2.79) 6.01(3.54) 4.95(3.09) 4.53(2.76)

SB
(N=9) 4.45(2.75) 4.67(3.26) 4.16(3.05) 4.06(3.03)

Sham
(N=9) 4.67(3.33) 4.76(3.93) 4.76(3.93) 4.20(3.76)

TABLE 4.2: Results of a two way repeated measures ANOVA
(RM-ANOVA) showing the interaction effect between the tDCS
conditions. Column 1 and column 2 shows the statistical results
correspondingly, when coniditions are compared, with degrees
of freedom (df), F values (F) and P-values (P) (*P< 0.05, **P <

0.01, ***P < 0.001)

Conditions
comparison Interaction effect (Condition x Time)

df , F, P

D-CMI vs SB 3, 10.628, <.001***
D-CMI vs Sham 3, 3.629, 0.027*
SB vs Sham 3, 0.624, 0.606
D-CMI vs SB vs Sham 2.8, 3.5, .034*

TABLE 4.3: M20 source waveform amplitude results are shown
for post-hoc paired-samples t-test and Cohen’s d effect size for
the t-test statistical comparisons separately for the conditions
D-CMI, SB and Sham between time courses before tDCS (Pre),
as control values, and after tDCS (Post), as Pre vs Post 1, Pre vs
Post 2 and Pre vs Post 3. (*P< 0.05, **P < 0.01 ,***P < 0.001)(d =

0.2(Small effect), 0.5(Medium effect) , 0.8 (Large effect))

Paired t-test
Comparison

D-CMI (N=9)
P, Cohen´s d

SB (N=9)
P, Cohen´s d

Sham (N=9)
P, Cohen´s d

Pre vs Post 1 0.013*, 1.44 0.367, 0.32 0.77, 0.11

Pre vs Post 2 0.27, 0.45 0.160, 0.52 0.02*,0.99

Pre vs Post 3 0.73, 0.12 0.091, 0.64 0.24,0.54
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FIGURE 4.5: After effects of the three tDCS stimulation conditions (a) distributed
constrained maximum intensity (D-CMI) (b) standard bipolar (SB) and (c) Sham, on
the M20 amplitudes of source waveforms though time courses as Post 1, Post 2, Post
3 normalized to before tDCS M20 source waveform amplitudes in Pre. The boxes

with error bars represent the standard error of means.

a reduction on average of -12% for Pre vs Post 2 and -11% for Pre vs Post 3.
Post-hoc paired sample t-test in Table 4.3 for Sham showed a non-significant

effect for Pre vs Post 1 (P = 0.77), a significant effect for Pre vs Post 2 (P = 0.02)
and a non-significant effect for Pre vs Post 3 (P = 0.24). For the Sham condi-
tion only the Pre vs Post 2 comparison showed a larger effect size (d = 0.9).
The M20 amplitude change for Sham was decreased for Pre versus Post 1
with only -1% on average, while it was significantly reduced on average to
-17% and -16% for Post 2 and Post 3 time courses, respectively.
Sensor space results: Figure 4.6, shows the resultant t-value topographies
for non-parametric cluster based permutation tests. Conditions are shown in
rows as Figure 4.6(a) for D-CMI, Figure 4.6(b) for standard bipolar (SB) and
Figure 4.6(c) for Sham and time course comparison to pre tDCS as columns
for Pre vs Post 1 (1), Pre vs Post 2 (2) and Pre vs Post 3 (3).

In the sensor space analysis (Figure 4.6), the non-parametric cluster based
permutation test showed similar results to the source space results. For the
D-CMI condition, significant clusters were observed for the Pre vs Post 1 time
course comparison with negative and positive clusters (Figure 4.6(a.1)). No
significant clusters were formed for Pre vs Post 2 (Figure 4.6(a.2)) and Post
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FIGURE 4.6: T-value topography differences resulting from a comparison of the M20
(range 19 to 21 ms) somatosensory evoked fields (SEF) component before and after
tDCS with the non-parametric cluster based permutation t-test. Negative (blue) and
positive (red) T-value differences are shown between time courses in columns (1) Pre
vs Post 1 (2) Pre vs Post 2 (3) Pre vs Post 3 for conditions in rows (a) D-CMI (b) SB
and (c) Sham separately. MEG sensors showing significant differences between con-
ditions and time courses in the non-parametric test after randomization are marked

by a cross. (*P < 0.05)

3 (Figure 4.6(a.3)) time course comparison. In the SB session, no significant
negative or positive clusters were formed in the Pre vs Post 1 (Figure 4.6(b.1))
and Pre vs Post 2 (Figure 4.6(b.3)), while a significant negative cluster was
observed for Pre vs Post 3 (Figure 4.6(b.1)) time course comparison. In the
Sham condition, significant positive and negative clusters were observed for
the Pre vs Post 2 (Figure 4.6(c.2)) and no significant clusters were observed
for the Pre v Post 1 (Figure 4.6(c.1)) and Post 3 (Figure 4.6(c.3)) time course
comparison.

Questionnaire results: Table 4.4, shows the results of the non-parametric
Friedman test applied to the perceived sensation data for each condition sep-
arately. Table 4.5 shows the results of the non-parametric Friedman test ap-
plied on the sham perception data. All the subjects tolerated the application
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TABLE 4.4: Group comparisons on intensity of perceived sen-
sations (Itching, Pain, Burning and Warmth/Heat) separately
among the conditions (D-CMI, SB and Sham) with a non-
parametric Friedman ANOVA test from the questionnaire of
sensations related to transcranial electrical stimulation [177].
Mean and standard deviation (Mean (SD)) of the scaled data are
shown for the three conditions (D-CMI, SB and Sham) and each
perceived sensation (Itching, Pain, Burning and Warmth/Heat)

separately.

Sensations
(N=13)

D-CMI
(Mean(SD))

SB
(Mean(SD)) Sham (Mean(SD)) X2, df, P

Itching 2.08(0.76) 1.85(0.80) 1.69(0.75) 3.16, 2, 0.21
Pain 1.69(0.75) 1.31(0.48) 1.23(0.44) 4.46, 2, 0.11
Burning 1.85(0.98) 1.46(0.48) 1.69(0.51) 4.33, 2, 0.12
Warmth/Heat 1.62(0.65) 1.54(0.66) 1.23(0.43) 3.25, 2, 0.19

of the currents in different conditions very well and there was no disrup-
tion of the experimental procedures due to adverse or side effects. Table 4.4
summarizes the mean intensity of the sensations according to the question-
naire for scaled sensations (itching, pain, burning and warmth/heat) on the
scalp by the tDCS interventions (D-CMI, SB and Sham). The non-parametric
Friedman ANOVA test for each sensation between conditions did not result
in any significant group difference among the conditions. No significant dif-
ferences in the intensity of perceived sensation for itching (X2(2) = 3.161 , P
= 0.206), pain (X2(2) = 4.45 , P = 0.108), burning (X2(2) = 4.33 , P = 0.115) and
warmth/heat (X2(2) = 3.5, P = 0.197) was observed.

TABLE 4.5: The judgment of perceived stimulation as real or
sham among the subjects for each condition (D-CMI, SB and
Sham) separately is shown. Mean and standard deviation
(Mean(SD)) is also shown of the scaled data for each stimula-

tion condition separately.

Sensations D-CMI (N=13) SB (N=13) Sham (N=13) Total

Real 10 7 10 27
Sham 0 6 0 6
I don’t know 3 0 3 6

Mean (SD) 1.46(0.84) 1.46(0.49) 1.46(0.84)

The non-parametric Friedman ANOVA test showed no significant differ-
ences for the subject’s judgment on sham or real stimulation (D-CMI and
SB)(X2(2) = 4.45 , P = 0.108)(Table 4.4). Table 4.5 summarizes the subject’s
judgement on the stimulation conditions. As can be seen, the majority of the
subjects (excluding subjects for “I don’t know”) in the conditions perceived
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the tDCS stimulations as active or real conditions. Supporting the fact the
sensation was perceived as the same throughout the conditions and sham
blinding was successful.

4.6 Discussion

In the presented study, for the first time, the effects were examined of the
largely individualized D-CMI targeted and optimized mc-tDCS approach
[213] in a brain stimulation experiment. A well-controlled somatosensory
setup was used in a group of 13 healthy subjects. The target area was the un-
derlying source of the somatosensory evoked potential (SEP) and field (SEF)
P20/N20 component in Brodmann area 3b (S1), elicited by electrical stimu-
lation of the right index finger. Individual targeting has been performed by
means of source analysis of the P20/N20 component using the complemen-
tary information of combined SEP/SEF data. Source analysis uses individ-
ual skull conductivity calibrated six compartment anisotropic finite element
method (FEM) head models of the subjects. In the targeting, the strength
of MEG is used to determine source location while EEG is exploited for the
source moment (i.e., source orientation and strength) as well as for estimation
of individual skull conductivity. The generated subject-specific FEM head
models were then also used for tDCS forward simulations and optimizations
of D-CMI electrode montages. Experimental effects of (i) the individually
targeted and optimized D-CMI mc-tDCS (D-CMI), (ii) standard bipolar tDCS
(SB) and (iii) sham stimulation (Sham) are then compared. Since D-CMI and
SB stimulations of anodal type was used, an excitatory effect is expected
when compared to Sham. While [63], [70] used EEG, in this study MEG was
used, like in [64], to read out stimulation effects on the P20/N20 (or M20) tar-
get by projecting SEF measurements pre- and post- tDCS to the fixed source
location and orientation from the targeting process, due to the much higher
sensitivity of MEG to the lateral and mainly tangential S1 activity [16], [110],
[150].

It was shown that inter-individual differences of the P20/N20 source can
not only be found in target location, but especially also in orientation (Figure
4.3(a)). As also shown by others[22], [57], [185]–[187], [229], especially the
orientation might play an important role in individualized targeting. It was
then demonstrated also that the resulting targeted and D-CMI optimized mc-
tDCS montages have large inter-individual differences (Figure 4.3(a) to (c)).
FEM-based computer simulations then show that the individual D-CMI mc-
tDCS montages, when compared to SB, lead to largely increased current di-
rectionality at the target side (DIR), while reducing uncontrolled stimulation
of non-target sides by means of distribution over multiple electrodes. Thus,
reduced side-effects as well as skin sensations, where the latter might also
enable an easier sham conditioning can be expected.

The main hypothesis from FEM-based computer simulations was sup-
ported by the results in Tables 4.2 and 4.3) and in Figure 4.5. A significant
interaction effect was observed between D-CMI and SB. The individually
increased amplitudes shown in Figure 4.5 for D-CMI compared to SB also
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shows an important individualized effect supporting better performance of
D-CMI compared to SB. For D-CMI, 5 - 15 min (Post 1) after stimulation,
a significantly increased SEF M20, both in signal (Figures 4.4 and 4.6) and
source space (Figure 4.5, Tables 4.1 and 4.2), is observed (Pre vs Post 1), while
no significant change is seen for the SB and Sham stimulations for Pre vs
Post 1 (Tables 4.1 and 4.2). For SB, however, even if not significant, Figure
4.5 shows a slight increase in M20 source amplitude for Post 1 and in Figure
4.6(a) somatosensory topography is visible over the left hemisphere in Pre vs
Post 1.

In previous studies, in vitro and in vivo recordings reported subthresh-
old modulation of neuronal activity that was induced by electric fields with
intensities of 0.2 to 0.5 V/m [234]–[236]. Multiplication of these electric fields
with cortical conductivity of 0.33 V/(Am) leads to 0.066 to 0.165A/m2. In
simulations, the D-CMI approach reached directional current densities at the
P20/N20 dipole target of 0.126 ± 0.070 A/m2 (mean ± SD over subjects),
while SB remained at only 0.085 ± 0.044 A/m2. The result that the direction-
ality simulations are matching the experimental effect size thus support the
hypothesis that simulated directionality can be used as a guide for planning
of better controlled tDCS experiments.

The lack of a significant SB effect can have various reasons. It is first
of all important to consider that Brodmann area 3b is a mainly tangentially-
oriented target at the depths of the central sulcus, so that the voltage gradient
along the pyramidal cells, i.e., the directionality (DIR), is rather small for SB.
The result is in agreement with [70], where SB stimulation with a rectangu-
lar patch electrode placed over M1 could not achieve a significant effect on
the P20/N20 SEP component. On the other side, [64] showed no significant
difference in effect size between positionings of the SB anode over either M1
or S1 with regard to the M20 SEF component. One important difference to
the study at hand is that [64], [70] only used 1 mA, while 2 mA was used
here. Even more importantly, when considering the more posterior anodes
in the successful D-CMI montages (see Figure 4.1 and 4.3(a)), both SB anode
positionings over M1 and also S1 might be too frontal for an optimal DIR at
the tangentially-oriented and deep S1 target. This has also been shown by
[9] that in case of a tangential target, the placement of an SB pad over the
target region misses the point of maximal stimulation, which lies between
electrodes and not directly under the pad as commonly assumed.

Dieckhofer in [63] used 32 stimulation electrodes, from which 16 were
placed over the parietal scalp (somatosensory cortex) and another 16 over
the contralateral forehead. Their stimulation was thus comparable to an SB
montage, too. While their anodal stimulation with a total injected current of
1 mA did not produce a significant effect on the P20/N20 SEP component,
the mean amplitude of the P20/N20 SEP component did increase in four
of the 10 min blocks after stimulation. The reasons for the missing signifi-
cance might be the same as given for the SB montage above. Furthermore,
the authors used standard modeling such as three layer sphere head model-
ing, fixed skull layer thickness and conductivity and a fixed tDCS montage
for each of their 10 subjects without taking individual S1 target location and
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orientation into consideration. Interestingly though in [228], a significantly
increased effect was observed for the P20/N20 SEP component after anodal
tDCS when the anodal patch of size 18cm2 was placed over the motor associ-
ation cortex, including the supplementary motor area (SMA) and the dorsal
premotor cortex (PMd). In their study, a total injected current of 1 mA and
a duration of 15 min was applied. The results indicated opposite effects on
M1 and S1, i.e., M1 was inhibited whereas S1 was excited by activation of
PM and SMA after anodal tDCS. Their study thus supports the hypothesis
that areas 1 and 2, located in the postcentral gyrus, might also be involved in
the modulations of S1 and might be directly affected by anodal tDCS applied
over S1, as also discussed by [63], [237]. This might also have been the case in
this study for both the D-CMI and SB montages. However, the SB approach
did not lead to the same results as presented by [228] even though the an-
odal electrode (25 cm2) was placed at the C3 electrode, i.e., over M1, and we
stimulated with the higher intensity of 2 mA for 10 min.

In contrast to the above tDCS studies, in the presented study, individu-
ally targeted and D-CMI optimized mc-tDCS montages were produced. For
the targeting, reconstruction of the P20/N20 source activity from combined
SEP/SEF data in calibrated head models with regard to not only individ-
ual location, but especially also individual orientation was conducted. It
was shown that especially target orientation has large inter-subject variabil-
ity (Figure 4.3(a)). The D-CMI approach then produced optimized mc-tDCS
montages according to both location and especially orientation of each sub-
ject’s target in S1. It was shown that this complex and individualized pro-
cedure resulted in a significantly increased effect, in this case, M20 signal
and underlying source strength, after stimulation (Pre vs Post 1). In contrast,
the SB approach could not show a significant effect on the M20 SEF compo-
nent (Pre vs Post 1) even though the same total injection current of 2 mA as
in D-CMI was used. The comparison of the results between D-CMI and SB
approaches, therefore, suggests that not only individual target location, but
especially individual target orientation plays an important role as also inves-
tigated and proposed by [9], [22], [57], [185]–[187] and recently also found
in a tACS study on the somatosensory cortex [229]. A total stimulation cur-
rent of 2 mA might also be important, as it was earlier assumed that due to
the depth of the central sulcus not enough currents reach the target area 3b
with 1 mA [64], [70]. Bipolar montages are not necessarily less effective than
mc-tDCS montages, since they can also be individually optimized for inten-
sity. It is for example well known that maximum intensity optimization for
a single tangential target source leads to two electrodes that take the target
in the center [9] and, as [14], [189] have shown, due to Helmholtz reciprocity
with the anode at the trough of the negative surface potential pole (for the
somatosensory P20/N20 component the occipital trough of the N20) and the
cathode at the peak of the positive surface potential pole (for the somatosen-
sory P20/N20 component the frontal peak of the P20). D-CMI retains this
basic idea but distributes the current over several electrodes around these
two main electrodes, the farther the surface pole is from the target source,
the more the current is distributed without much loss of directionality (see
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Figures 4.1 and 4.3(a)). An optimized bipolar montage for a single tangential
target source could thus possibly have achieved a similar effect, if the pads
were centered around the two main electrodes and if the pads were cut to a
size according to the size of the anodal and cathodal electrode surface areas
of the D-CMI result. However, since not only factors such as pad electrode
position, shape and size influence field distributions in the brain, but also
electrode–skin contact impedance and electrode shunting effects [212], [238].
This reasoning is a rather theoretical one and expectation was that these fac-
tors were difficult to choose or control in bipolar montage stimulation, while
D-CMI in combination with small gelled electrodes seems more practicable.
Due to the practicality and because it was also used by others [64], [70], there-
fore, it was decided that standard bipolar (SB) montage should be used for
comparisons here instead of individually-optimized bipolar montages.

While [70] showed a long-lasting increase in the amplitude of EEG so-
matosensory components after 1 mA anodal tDCS following median nerve
stimulation, the situation is more complex in this evaluation. In the later
time course comparison of Pre vs Post 2 and Pre vs Post 3, the D-CMI ap-
proach showed no significant changes on the peak amplitude of the MEG
M20 source waveform, while SB and Sham showed a decreased effect while
only significant in SB (Pre vs Post 2) (Table 4.3). Figure 4.5 shows even a con-
tinuous decrease in source amplitude over time from Post 1 down to Post 3
for all three stimulation conditions. Also in [63], the time course changes in
EEG N20 amplitude evoked by stimulation of the contralateral median nerve
of their Pre vs Post 2 and Pre vs Post 3 decreased when compared to their Pre
vs Post 1 in their post-anodal 1 mA tDCS. Due to the expected robustness of
the exogenous and stable EEG P20/N20 or MEG M20 for this chapter [16],
[110], [230], [231], as shown in even the extreme case of aneasthesia [232],
it was hypothesized that a decrease in reported source amplitude over time
might be less due to fatigue of the subjects than to (i) changes in contact
impedance of the electrodes for electric wrist and especially in this case for
finger stimulation, as well as (ii) in case of EEG the electrode-skin contact
impedance change and the electrode shunting effects [212], [238], [239] and
in this case of MEG the increase in distance of the upper part of the head
to the MEG dewar. The latter happens especially in sitting, but also even
in lying positioning, resulting in registration errors and decreasing signal-
to-noise ratio and thereby decreasing source amplitudes. This might then
also explain why no longer significant effect was seen of D-CMI in the two
later time course comparisons, where a possible increase in source amplitude
might have been counterbalanced by (i) and (ii). While a recent study recom-
mended an active-sham condition [227], mc-tDCS sham condition (Sham)
was used here, which was based on montages created by the D-CMI ap-
proach (Figure 4.2). The results showed non-significant differences in per-
ception between the stimulation conditions for the subjects (Tables 4.4 and
4.5). Table 4.5 shows that 10 subjects considered both D-CMI and Sham to be
real stimulations, while 3 subjects were unsure. SB was the only condition
rated as sham by a larger subgroup (6 times as sham and 7 times as real, see
Table 4.4), possibly due to the larger SB stimulation patches and the resulting
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decrease in skin sensations or just due to the change in electrode hardware
between D-CMI/Sham and SB. This supports the hypothesis that the (D-CMI
based) Sham condition was effective. Furthermore, the D-CMI eases sham
conditioning: As D-CMI limits the maximal current per electrode and further
distributes the injected currents over multiple electrodes, especially at distant
sides to the target, it reduces skin sensations that can occur beneath the elec-
trodes and thereby the contrast between the D-CMI and Sham conditions.
Investigation of the effects of the stimulation on later components such as the
P22 or the N30. This has various reasons and in short, the goal was to keep
as good control over the experiment as possible. (1) First of all, a combined
EEG/MEG instead of only MEG would have allowed us to also read out the
effects of the stimulation on later and more radially oriented somatosensory
components. However, this was not practicable with the available hardware.
MEG alone is nearly blind to radial sources and thus not capable to read out
stimulation effects on the P22, as also discussed by [64]. (2) Secondly, both the
P22 and N30 have different origins with regard to both location and orienta-
tion than the P20. While the P22 from area 1 is at the crown of the gyrus and
radially oriented [120], [240], recent investigations point to a whole network
of sources that contribute to the N30 [210], namely Brodmann areas 3b and
1, the left ventrolateral thalamus and even frontal contributions. Even more
importantly, since the N30 topography shows in most subjects inverted po-
larity to the P20, the orientation of the main contributor in Brodmann area 3b
is inverted, too (Figure 4 in [210]). (3) Thirdly, similar to (constrained) max-
imum intensity (MI) optimization [9], [189], the D-CMI method used in this
study was selected as a mainly intensity-based mc-tDCS with the goal of high
directionality at the P20 target side. Due to the distribution of currents espe-
cially at distant electrodes from the target, side effects are reduced as well as
sensations at the skin level such as tingling or pain. On the focality-intensity
scale [9], [14], D-CMI is thus positioned close to MI, only slightly more focal.
In contrast, focality-based optimization methods reach much lower inten-
sity at non-target sides and thereby reduced side-effects, but on the cost of
much lower directionality at the target side [9], [188], [213]. Therefore, due
to the larger side-effects of the intensity-optimized D-CMI, the non-target
P22 and N30 sources may have been stimulated by uncontrolled direct ef-
fects mixed with the incoming indirect effects from the P20 target. Due to the
polarity-inverted N30 topography when compared to the P20, the possibly
stronger excitatory indirect effects coming in from the exhibited P20 might
have thus mixed up with the inhibitory direct stimulation effects of the main
N30 source in Brodmann area 3b, leading possibly to an overall effect cancel-
lation. (4) While the P20 is an exogenous component that can even be elicited
under anaesthesia [16], [119], [232], the influence of attention and the basal
state of the brain on later components increases. Also, the effects of tDCS
might depend on the basal state of the brain at the time of its application
[241], [242]. Although an effort was made to maintain a constant brain state
in all subjects, their thoughts or expectations before, during, and after the
stimulation could of course not be controlled.
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This chapter in conclusion, shows the first application of the D-CMI mc-
tDCS approach with integrated combined EEG/MEG target source recon-
struction in a single blinded, sham-controlled somatosensory experiment.
Results showed (9 subjects) a significant, though short-lasting stimulation ef-
fect on the P20/N20 source activity in Brodmann area 3b, while this could not
be achieved with standard bipolar stimulation. Accurate targeting was per-
formed using combined EEG/MEG in realistic skull-conductivity calibrated
finite element head models. The new individualized targeting and stimula-
tion approach might thus help to better control tDCS experiments and the
well-known inter-individual stimulation effects.
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5 Analysing inter-individual
variability for simulated
individually optimized
transcranial electric fields

5.1 Introduction

In this chapter, the study [243] is presented, in which the author of this thesis
had contributions as the second author. In this chapter, the term tES is used
as a general approach for all types of transcranial electrical simulations. In
this study, simulations of induced electric fields were conducted in FEM head
models of 21 participants for tES generally. The optimization methods, the
CMI (when the parameters Smaxelec and λ of D-CMI are fixed) and ADMM
were compared with a fixed non-individually optimized 5x1 ring tDCS mon-
tage. A standard brain atlas was used to define the target location at the pari-
etal cortex with three orthogonal orientations. Target 1 was defined as radial
to the scalp surface (radial, RAD), target 2 as tangential to the scalp surface
with an anterior-posterior orientation (tangentiala−p, TAP), and target 3 as
tangential with a left-right orientation (tangentiall−r, TLR). By using this ap-
proach, it was possible to evaluate both the intensity and focality of the sim-
ulated electric fields and to compare them between the three methods (CMI,
ADMM, 5x1). Realistic FEM head models were computed for twenty-one
participants to assess parameter variability across subjects. Furthermore, the
quantification parameter, parallelity of the electric fields to the stimulation
targets, the targeting bias, and the heterogeneity of electric field properties
across the three different target orientations were investigated. The hypoth-
esis for this study was, that individually targeted tES montages computed
with the CMI and ADMM algorithms will surpass the fixed control montage
(5x1) with respect to target intensity and focality, respectively. In addition, it
was assumed that targeted tES can adapt electrical fields in accordance with
the stimulation target according to the variation in brain structure and orien-
tation.

5.2 Materials and methods

Optimization of simulation electrode montages was applied, based on indi-
vidual and automatically segmented six compartment FEM (6C FEM) head
models using MATLAB (Natick, MA, USA), SPM12, FieldTrip [233], and
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METH [244] toolboxes, as well as custom MATLAB-scripts. Forward solu-
tions were computed with the open-source toolbox SimBio.

5.2.1 Participants

Twenty-one right-handed participants (12 female, 28.2 ± 4.7 years [range 20
to 37]) were included in this study. All participants reported no history of
neurological or psychiatric disorders and had normal or corrected-to-normal
visual acuity and hearing. Participants were reimbursed for participation
and gave written informed consent prior to the experiment. The experiment
was conducted in agreement with the declaration of Helsinki and the proto-
col was approved by the ethics committee of the Hamburg Medical Associa-
tion (Ärztekammer Hamburg).

5.2.2 Data acquisition

For each subject structural T1 and T2-weighted (T1, T2) magnetic resonance
(MR)-images were recorded with a 3T MR-scanner and a 64-channel head
coil at an isotropic voxel resolution of 1 x 1 x 1 mm (Siemens Magnetom
Prisma, Erlangen, Germany). Both, T1 and T2 images were acquired with
an MP-RAGE pulse sequence (T1: TR/TE/TI/FA D 2300 ms/ 2.98 ms/ 1100
ms/ 9, FoV D 192 x 256 x 256 mm; T2: TR/TED3200 ms/ 408 ms, FoVD192 x
256 x 256 mm).

5.2.3 FEM head models

Segmentation: An SPM12 based automatic segmentation and custom im-
age post-processing including Boolean and morphological operations [245],
[246] was conducted incorporating T1 and T2 images. Structural T1 images
were non-linearly co-registered onto the T2 images. SPM12 was then used
to segment the images into five tissue compartments (white matter, gray
matter, skull, skin, cerebrospinal fluid) for T1 images and T2 images sepa-
rately. Binary gray scaled skin (SKIN), skull compacta (SC), skull spongiosa
(SS), gray matter (GM), white matter (WM) and cerebrospinal fluid (CSF),
compartment masks (Figure 5.1(a)-(d)) were produced by using Boolean and
morphological operations and further processing the resulting probability
maps. In order to distinguish SC from SS, the binary whole skull mask was
eroded and thresholded using the original T2 probability maps [123], [183].
For the purpose of integrating the information contained in the different bi-
nary compartment masks, ambiguous labels were removed, while SC and SS
were fixed to avoid leakage artifacts [247], [248]. Custom MATLAB software
was used to interpolate missing tissue labels by using nominal information
from neighboring voxel labels. The head volume was transformed to the
CTF coordinate system (principal axes are going through fiducial points at
the nasion and the bilateral tragi, X-axis towards nasion, Y-axis towards the
left tragus, Z-axis towards the vertex). In order to reduce the size of the head
model, the lower third of the volume was cut off.

https://www.mrt.uni-jena.de/simbio/
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FEM Meshing: A geometry-adapted hexahedral finite element mesh was
computed for the 6C head model volume of each subject using software
SimBio-VGRID. The geometry-adaptation was calculated using a node shift
of 0.33 to ensure that the inferior angles at element vertices remain convex
and the Jacobian determinant in the FEM computations remains positive.

Tissue conductivities: Tissue conductivities were defined as 0.33 (GM),
0.14 (WM), 1.79 (CSF), 0.43 (SKIN), 0.025 (SS) and 0.007 (SC), as well as 1.4
S/m for the electrodes [183], [188].

FIGURE 5.1: A) Isosurfaces of SC, GM and WM compartments (from left to right),
plotted within the transparent SKIN compartment for one exemplary participant.
Aligned electrode positions of the 126-channel layout and, electro-oculogram elec-
trodes, as well as fiducials are shown with respect to the GM surface and projected
onto the SKIN surface. B) Complete head model showing all six compartments for
the same exemplary subject (see legend for color-codes). C) Correspondence be-
tween T1 and T2 MR images with the 6C segmentation in an axial slice of the same
participant shown in A) and B). D) Exemplary MRI segmentations of three partic-
ipants in axial slices. E) Stimulation target orientations (yellow cones) plotted on
the 6C segmented volume as a close-up of the target region of interest in right SPL.
Right SPL is highlighted (white) on the overall volume that is represented by the
AAL atlas. Compartments are labeled as SKIN: scalp, SC: skull compacta, SS: skull

spongiosa, CSF: cerebrospinal fluid, GM: gray matter, WM: white matter.

5.2.4 Simulated brain targets and scalp electrodes

Individual electrode positions (for tES simulations) from 126-channel EEG
caps (EasyCap, Herrsching, Germany) were optically registered (Xensor, ANT
Neuro, Hengelo, The Netherlands) and averaged to a standardized template

http://vgrid.simbio.de/
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across all subjects to eliminate potential measurement errors from the indi-
vidual electrode registration. Template electrode positions were aligned to
the individual head models, directed by the fiducial points (nasion and bilat-
eral tragi, Figure 5.1(a)). Electrodes were simulated using a point electrode
model [212], by projecting the aligned electrode position to the closest FEM
node on the scalp surface. The overall stimulation current was scaled to 2
mA. In order to compare the different optimization and the control methods,
the number of stimulation electrodes was fixed to n = 6 for each individual
stimulation montage. Stimulation targets were defined in the right superior
parietal lobule (SPL) as a region of interest, based on the AAL brain atlas
(Automated Anatomical Labeling) [249]. SPL was shown to be part of the
dorsal fronto parietal attention network [250] and parietal cortex represents
a realistic stimulation target for various tES applications [180],[251]. For each
head model, individual 3D-grids (5 mm), sampling the combined CSF,GM
and WM compartments were defined in CTF space. By linear normalization
of the individual T1 images on the MNI152 template brain (Montreal Neuro-
logical Institute, Montreal, Canada), the individual grids were warped into
MNI space to determine the average coordinate of all grid points within the
right SPL in MNI-space. Using the inverse of the transformation matrix, tar-
get coordinates were then warped backed into the individual CTF coordinate
system and projected on the closest GM node of the individual head models.
Finally, three orthogonal target orientations were simulated with respect to
the individual scalp surface (Figure 5.1(e)) to evaluate the reliability of elec-
tric fields for the two targeting algorithms and the control method across
target orientations. One orientation was defined as radial to the scalp sur-
face. Two tangential target orientations were computed along the anterior-
posterior axis and along the left-right axis, respectively.

5.2.5 Multi-channel inverse optimization montages and in-
duced electric fields flow simulations

In this study, the matrix A was calculated with the same procedure as in
Chapter 3. The matrix A (as described in Chapter 3) can be used to find the
best possible weighting of current at the stimulation electrodes under a de-
fined set of constraints. As this study used a 128 channel EEG cap (EasyCap,
Herrsching, Germany) so therefore there exits m = 1....M with M = 127
possible tDCS electrode positions. The Mth electrode again here is fixed as
the reference electrode in all of the tDCS forward simulations (as defined in
Chapter 3). Matrix A was computed by combining the individual electrode
positions and the 6C FEM head models with nodes (3.64± 0.29 million nodes
[range 3.02 to 4.20 million]). The applied optimization algorithms compute
the optimal stimulation montages by either maximizing the target current
density or by applying additional constraints to the spatial extent of the elec-
tric field, in order to balance stimulation intensity and focality.

ADMM: For this study the ADMM method (also described in Chapter 3)
was chosen for focality based electric field simulations. Following a two-step
procedure for the ADMM ensured the fixed number of electrodes. The six
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electrodes with the maximum current weighting were selected following an
initial optimization. The applied currents were balanced, while separately
preserving the optimized current weightings for anodes and cathodes, re-
spectively. Results from pilot simulations showed reasonable electrode mon-
tages and current densities using this adapted version of the ADMM, while
meeting the requirements of a fixed number of electrodes. STotal was scaled
to 2 mA.

CMI: For this study, the modified version of the Maximum Intensity al-
gorithm [9], the Constrained Maximum Intensity (CMI) approach [213], [252]
was used. As described in Chapter 3, by fixing the parameters (λ and Smaxelec )
for the D-CMI, the D-CMI can be modified to MI or CMI approach. So for this
study λ = 250 was chosen to slightly distribute the injected currents across six
electrodes. STotal = 2 mA was set to fulfill the safety constraint and Smaxelec
= 0.95 mA to enforce a distribution of electrode currents and reduce the the-
oretical tactile perception of the stimulation under each electrode. In a two-
step procedure, the stimulation montage was fixed to six electrodes for each
individual stimulation montage.

Fixed montage for control: Fixed montages for typical tES applications,
can be constructed by placing one central small electrode radially over the
estimated stimulation target and placing four small electrodes with inverted
polarity in a ring around the central electrode (4x1) [253]. This approach was
shown to yield reasonable current densities, while limiting the spatial extent
of the electric field, compared to tES using large and distant patch electrodes.
In line with this procedure, a fixed controlled stimulation montage with five
small electrodes was defined, arranged in a ring (5 x 1; considering the elec-
trode layout in the current experiment) around a small center electrode that is
placed closest to the radial projection of the target coordinate to the scalp, for
the MNI152 template (Montreal Neurological Institute, Montreal, Canada).
The defined 5 x 1 standard montage was applied to all individuals in order to
simulate a normative stimulation montage design that was not individually
optimized. The distance between the center-electrode and surrounding elec-
trodes was optimized manually, with respect to intensity and spatial extent
of the stimulation. This definition of the control montage mimics the con-
ventional approach of tES applications which commonly neglects individual
anatomy and orientation of the stimulation target.

5.2.6 Quantification and statistical analysis of modeling re-
sults

Current densities (A/m2) were computed for each node of the FEM head
model. No significant leakage artifacts were revealed by the modeling re-
sults of current flow across participants and target orientations [247], [248].
Current density vectors were corrected for the angular deviation between the
stimulated field and the target vector orientation. Stimulation intensity was
defined as the 0.95 percentile of values within 5 mm distance to the target
vector.
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As can be seen in Figure 5.2(b) the highest intensity is not necessarily cen-
tered at the stimulation target, but a bias of the electric field orientation can
be observed. In order to quantify the spatial extent of the electric field and
taking this bias into account, the 0.95-percentile was computed as a func-
tion of the Euclidean distance to the stimulation target. Spatial extent was
quantified as the distance (in mm) at 50 percent area under the curve of the
normalized function.

Repeated measures 3x3-ANOVA were computed to compare the effect of
three different stimulation methods (ADMM, CMI, 5x1) and three different
target orientations (radial, tangentiala−p, tangentiall−r) for stimulation tar-
get intensity and focality, separately. Greenhouse-Geisser correction was ap-
plied, if the sphericity assumption was violated. Follow-up paired samples
t-tests were computed and p-values were corrected for multiple comparisons
using the Bonferroni-Holm method [250]. Non-parametric Spearman cor-
relations were computed to describe the relationship between intensity and
spatial extent for each method and target direction, separately. Sample means
and standard deviations were reported, if not indicated otherwise.

Significance level was set to α = 0.05 and effect sizes η2
p and r were re-

ported, respectively. Corrected p-values are reported if not indicated other-
wise. Detailed information on statistics is provided in tables 5.1 to 5.3.

5.3 Results and discussion

Current densities induced by individually optimized tES montages in real-
istic 6C FEM head models of twenty-one participants were simulated. A
fixed control montage was compared with two individually targeted stimu-
lation montages optimizing predominantly stimulation intensity or focality.
Unilateral targets with three different vector orientations were positioned in
the right SPL. It was shown that individual optimization allows to control
variability due to individual structure, as well as target location and orien-
tation. Although this effect was reliable across the sample, the results also
reveal that even optimized electric fields are limited by individual anatom-
ical properties. Taken together, the present results substantiate the need for
integrating individual electric field simulations with tES applications.

5.3.1 Individual targeting adapts to individual stimulation
requirements

Electrode montages provided by the ADMM and CMI algorithms showed
the expected variation across subjects (see Figure 5.2). By recruiting more
than one central stimulation electrode, the ADMM flexibly corrected the cur-
rent flow, if the radial targets did not project directly on a stimulation elec-
trode at the scalp surface. For tangential targets, ADMM provided two an-
tagonistic electrode clusters that were placed close to one another along the
target direction in order to preserve focality of the stimulation. For the CMI
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FIGURE 5.2: Three-dimensional illustration of the grand average electrode montages
that were derived from the focality-optimizing ADMM, intensity-optimizing CMI
and a 5x1 fixed control montage. A template cortical surface (FieldTrip) is plotted,
viewed from the top. For each method (from left to right: ADMM, CMI, 5x1) and tar-
get orientation (from top to bottom: radial (RAD), tangentiala−p (TAP), tangentialll-r
(TLR)) the electrode sizes reflect the number of participants for whom the respective
electrode was part of the montage. Large circles illustrate that for all participants,
this particular electrode was part of the montage. Smaller circles illustrate fewer
usages of the particular electrode. The color of the circles shows the average cur-
rent applied to the electrode across participants. Red and blue colors indicate that
this particular electrode rather had the same polarity across subjects, as well as their
relative weighting. White electrodes indicate either small current applied to the elec-
trode or variable electrode polarity across participants. Electrodes that were not part
of the resulting electrode montages were omitted, respectively. Crosshairs indicate
the average location of the stimulation target in SPL. Control 5x1 montages show
no variability in the electrode montages and uncorrected current densities, but are

depicted here for illustrative reasons.
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algorithm and the tangential target orientations, two similar electrode clus-
ters were located with increased distance to one another, compared to the
ADMM montages. In general, both optimization approaches made extensive
use of the high density electrode layout in order to address the requirements
of individual anatomy and variations in target location and orientation.

Furthermore, in practice the close distance of electrode positions in a
high-density electrode layout enables the stimulation current to be split among
a number of small electrodes [253]. Thus, still at increasing stimulation in-
tensity, skin sensations can be minimized while preserving a minimal loss
of focality of the electric field. The different electrode montages resulted in
distinct properties of the induced electric fields with respect to parallelity
(Figure 5.3) intensity, spatial extent, as well as reliability of the electric fields
(Figure 5.4). Exemplary electrode montages and the resulting electric fields
for one subject showed similar patterns as described for the sample (Figure
5.5).

The present data supports the conclusion that the utilization of high-
density electrode layouts for the individual optimization of tES montages
[189] is beneficial, in order to allow the adaptation to the stimulation tar-
get, under consideration of the individual anatomy of the participants. Ex-
emplary electrode montages for one subject showed similar patterns as de-
scribed above for the sample (Figure 5.5).

TABLE 5.1: Descriptive data for the bias and parallelity of the current density vector
field, with respect to the stimulation target. Target orientations are labeled as RAD:

radial, TAP: tangentiala−p and TLR: tangentiall−r. * indicate = p < 0.05.

Bias[mm] Parallelity (%)

ADMMRAD 10.7 ±4.3 71 ±17
ADMMTAP 8.1 ±3.0 83 ±9
ADMMTLR 9.3 ±3.3 86 ±7
CMIRAP 26.4 ±21.5 81 ±15
CMITAP 10.7 ±7.3 83 ±11
CMITLR 10.5 ±6.3 86 ±10
5x1RAD 24.3 ±4.8 50 ±17
5x1TAP 10.0 ±3.5 74 ±17
5x1TLR 23.6 ±6.4 24 ±15

5.3.2 Targeted electric field orientations

As expected, current density vectors resulting from the optimized tES mon-
tages were aligned with the target orientation (Figure 5.3 and 5.5, Table 5.1)
[9], [188], [252]. In contrast, the control montage failed to reliably comply
with the orientation of the electric field across the three target orientations. A
significant interaction effect of the factors method and target orientation was
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FIGURE 5.3: A) Close-up of the finite-element vector field and target vectors for all
methods (from left to right: ADMM, CMI,5x1) and targe orientations (from top to
bottom: radial, tangentiala−p, tangentialll-r) in one exemplary participant. To opti-
mally depict the field alignment with the target vector orientation, sagittal slices are
presented for the radial and tangentiala−p targets and coronal slices are presented
for the tangentialll-r target. Vector fields were nicely aligned for both ADMM and
CMI with varying spatial extent of the uncorrected current densities and varying
maximal current densities. Control 5x1 montages showed no variability in the elec-
tric field, but clear misalignments of the target vector and the electric field were
obvious, compared to the targeted electric fields and especially for the tangentialll-r
target orientation. B) On group level, parallelity (mean standard deviation; SD) was
significantly smaller for the 5x1 control montage across all target orientations and
showed large differences across target orientations for the 5x1 control montage. *

indicate p < 0.05.
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observed (5.2) and follow-up t-tests revealed a consequently reduced paral-
lelity for the electric fields, induced by the 5x1 montage, compared to the
optimized montages for all target orientations (Table 5.3). In addition, for the
radial orientation, CMI showed significantly higher parallelity, compared to
the ADMM (Figure 5.3(b)).

Cortical pyramidal cells might be especially susceptible to electric fields
that are oriented in parallel to the target orientation, and thus also to changes
in the orientation of the electric field [Kieg2013, 1], [22], [57]. Although the
specific role of the electric field orientation for tES-induced electric fields in
humans is not yet resolved, in theory, an electric field that is orthogonal to
a physiological dipole is not expected to exert an effect. Consequently, the
alignment of tES-induced electric fields with the stimulation target is physio-
logically relevant. In the present study we explored the alignment of targeted
electric fields compared to the alignment of the 5x1 control montage. Due to
the deviating parallelity of electric fields in the control montage, corrected
current densities are reported, considering the misalignment of the electric
field vector and the respective target orientation.

The present study further indicates the importance to consider the target
depth and orientation. Radial targets showed lower current densities, com-
pared to both tangential orientations for ADMM and CMI (Figure 5.4) [9]
while no difference was observed between the two tangential orientations,
respectively. In the present study, stimulation targets were located in inter-
mediate sulcal depth for all target orientations. Previous simulations of tar-
geted tES investigated the effect of target depth, comparing superficial radial
targets with intermediate or deep tangential targets [9], [188]. Herein, cur-
rent densities were reduced, with increasing depth of the stimulation target
[188]. However, these studies were inconclusive on how targeted stimulation
can cope with varying target orientations, independent of target depth. I was
concluded that - in intermediate depth of the simulated parietal target in the
present experiment - targets with tangential orientations can be stimulated
with a relatively higher current density, compared to radial targets, across
individual participants. Nevertheless, the same does not necessarily hold for
other stimulation targets in deeper [251], [254] or more superficial cortical
areas, or other regions of the brain, other than parietal cortex [193].

5.3.3 Targeted stimulation intensities

In the present study target current densities ranged from 0.007 A/m2 (5x1,
tangentiall−r) to 0.176 A/m2 (CMI, radial). These observed target intensi-
ties fit into the range of previously reported FEM simulation results (Figure
5.2(a)) [77], [183], [188], [9], [255], [256]. Statistical analysis of target current
densities revealed a significant interaction between the two included factors
method and target orientation (Figure 5.4(a), Table 5.2). Across methods,
CMI consistently showed significantly higher target current densities, com-
pared to the ADMM and 5x1, as revealed by follow-up t-tests (Table 5.3)).
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FIGURE 5.4: A) Target current densities (CD) plotted against the spatial extent for
every method and target orientation. Group averages are represented by colored
symbols with black edges (mean ± SD). Single-subjects are plotted in light colors.
Bar graphs illustrate the descriptive average target CD and spatial extent, respec-
tively. Light colored stacked bars represent the SD. Statistical analysis, comparing
target current densities and spatial extent reveals significant differences in both pa-
rameters. Results are reported in detail in Table 5.2 and 5.3. n.s. indicates not signif-
icant ( p > 0.05). B) Line plots represent averages of individually normalized current
densities as a function of distance to the target vector for each of the applied meth-
ods and target orientations (from top to bottom: radial, tangentiala−p tangentialll-r),
illustrating the distribution of the electric field, independently of the intensity. Col-
ored bars indicate bias (mean ± SD) of the targeted electric fields (see Table 5.1). C)
Non-parametric Spearman correlations were computed and revealed negative rela-
tions of target current densities and spatial extent in some method-target combina-
tion. In other words, some subjects showed an increased profile of the electric field
parameters both being more intense and more specific, compared to other subjects,
even for the targeted CMI. D) Heterogeneity (mean ± SD) for each ADMM, CMI
and 5x1 control montage across stimulation target orientations. Small heterogene-
ity reflects the reliability of the respective method across different stimulation target
orientations (high values indicate heterogeneity; low values indicate homogeneity).

* indicate p < 0.1 and ** indicate p < 0.05.
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For both tangential target orientations, ADMM showed increased target
current densities, compared to the 5x1 control montages, but not for the ra-
dial orientation, indicating the feasibility of control montages for some spe-
cific applications. For the ADMM and the CMI, targeted electric fields at the
radial target showed significantly lower current densities compared to both
tangential targets (Table 5.3)), while no difference was observed between the
two tangential orientations, respectively. For the 5x1 condition, higher target
current densities were observed for the tangentiala−p orientation, compared
to the radial and tangentiall−r target orientations. For the same method the
tangentiall−r orientation was significantly reduced, compared to the radial
target.

In previous studies, in vitro and in vivo recordings reported subthresh-
old modulation of neuronal activity that were induced by electric fields with
peak intensities at 0.2 to 0.5 V/m (approx. 0.066 to 0.165 A/m2) using al-
ternating current stimulation [234], [236]. In line with previous modeling
results [9], [77], [183], [188], [256], the present results indicate that tES is act-
ing at the lower end at which electric fields were reported to modulate neural
activity (see Figure 5.4) [234], [257]. Still, due to varying tissue conductivities
[5], [115], [123], [196], effects of network electric activity [234], [257] and the
effective state of the stimulated neuronal population in humans [258], [259],
already relatively weak electric fields might potentially modulate neuronal
activity in specific cases.

Using the CMI algorithm, the target current densities were increased for
the given parietal stimulation target, compared to ADMM and the 5x1 con-
trol montages (Figure 5.4, Table 5.3). ADMM showed increased target current
densities for the tangential stimulation targets, compared to the 5x1 control.

By increasing the target current density, the probability is increased that
individual electric fields will take physiological effect within the stimulation
target [196], [257].

Taken together, the present results substantiate the importance of target-
ing the electric field with respect to the stimulation target in order to maxi-
mize the potentially effective electric field intensity, as well as the physiolog-
ically relevant field orientation.

Although it is not yet resolved to what extent the electric field strength is
affecting the behavioral tES outcome, preliminary results indicate its physio-
logical relevance [222], [260].

5.3.4 Targeted electric field distribution and bias

Evaluation of the spatial extent across methods and target orientations re-
vealed a significant interaction effect (Table 5.1)).

ADMM optimized electric fields were characterized by small spatial ex-
tent, i.e. maximal current densities in close vicinity to the target and steep
slopes of current density as a function of distance to the stimulation target
(Figure 5.4(a) and (b)).
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FIGURE 5.5: Close-up of the finite-element vector field and target vectors for all
methods (from left to right: ADMM, CMI, 5x1) and target orientations (from top to
bottom: radial, tangentiala−p, tangentialll-r) in one exemplary participant. To opti-
mally depict the field alignment with the target vector orientation, sagittal slices are
presented for the radial and tangentiala−p targets and a coronal slice was chosen for
the tangentialll-r target. Vector fields were nicely aligned for both ADMM and CMI
with varying spatial extent of the uncorrected current densities and varying max-
imal current densities. Control 5x1 montages showed no variability in the electric
field, but clear misalignments of the target vector and the electric field were obvi-
ous, compared to the targeted electric fields and especially for the tangentialll-rtarget

orientation.
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TABLE 5.2: Results of ANOVA’s testing differences in target intensity, spatial extent,
parallelity and bias. Repeated measures ANOVA’s were computed across methods
(ADMM, CMI, 5x1) and target orientations (radial, tangentialla-p ttangentialll-r. Sig-
nificant main effects for both factors and a first order interaction effect were revealed.

* indicate p < 0.05.

p Fd f df n2
p

Intensity Method < .0001 509.8 * 2, 40 0.96
Target orienation < .0001 21.1 * 2, 40 0.51
Method x Target orientation < .0001 19 * 2.5, 49.9 0.49

Spatial extent Method < .0001 900.1 * 2, 40 0.98
Target orientation < .0001 180.6 * 2, 40 0.90
Method x Target orientation < .0001 70.5 * 2.6, 51.3 0.78

Bias Method < .0001 17.81 * 1.2, 23.9 0.47
Target orientation < .0001 22.74 * 2, 40 0.53
Method x Target orientation .0001 11.22 * 1.5, 30.5 0.36

Parallelity Method < .0001 372.8 * 2, 40 0.95
Target orientation 0.003 8.3 * 1.5, 30.6 0.29
Method x Target orientation < .0001 47.3 * 2.5, 50.9 0.70

TABLE 5.3: Follow-up t-tests of the method x target orientation interaction showing
differences in target intensity and spatial extent across target orientations. Target
orientations are labeled as RAD: radial, TAP: tangentiala−p and TLR: tangentiall−r. *

indicate = p < 0.05.

Intensity Spatial extent Bias Parallelity
t20,r t20,r t20,r t20,r

ADMMRAD CMIRAD -12.32*,0.94 -21.04*,0.98 -3.53*,0.62 -3.06*,0.56
ADMMRAD 5x1RAD 2.46,0.48 -2.32,0.46 -9.79*,0.91 5.89*,0.80
CMIRAD 5x1RAD 9.70*,0.91 19.44*,0.97 0.43,0.10 8.40*,0.88
ADMMTAP CMITAP -16.33*,0.96 -28.08*,0.99 -1.86,0.38 -0.23,0.05
ADMMTAP 5x1TAP 4.99*,0.74 8.22*,0.88 -2.61,0.50 2.70*,0.52
CMITAP 5x1TAP 20.52*,0.98 23.78*,0.98 0.51,0.11 3.17*,0.58
ADMMTLR CMITLR -14.54*,0.96 -24.55*,0.98 -1.16,0.25 0.15,0.03
ADMMTLR 5x1TLR 14.75*,0.96 -9.49*,0.90 -10.26*,0.92 18.29*,0.97
CMITLR 5x1TLR 23.76*,0.98 12.71*,0.94 -6.6,6*,0.83 18.44*,0.97
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No difference in intensities and spatial extent of electric field was revealed
between ADMM and 5x1 montages for the radial orientation by follow-up t-
tests (Table 5.3)). At the same time, electrode montages computed with the
CMI consistently showed the largest spatial extent of electric fields across all
target orientations, compared to ADMM and the 5x1 control montage, spa-
tial extent was largest for the tangentialll-r and smallest for the tangentiala−p
orientation. All comparisons between the orientation conditions for the 5x1
revealed significant differences for the spatial extent.

At the same time, electrode montages computed with the CMI consis-
tently showed the largest spatial extent of electric fields across all target ori-
entations compared to ADMM and the 5x1 control montage. With respect to
the tangentiala−p target, 5x1 montages showed significantly reduced spatial
extent of the simulated electric fields, compared to both optimized methods.
The spatial extent of ADMM electric fields was reduced for the tangentialll-r
orientation, compared to both CMI and the 5x1 control.

In addition to the spatial extent of electric fields, an interaction effect of
the factors method and target orientation was revealed for the targeting bias
(Table 2). ADMM consistently resulted in small targeting bias of the elec-
tric feld, with respect to the stimulation target (Figure 5.4(b), Table 5.1). Al-
though CMI showed a small bias for both tangential target orientations com-
parable to ADMM. The CMI-derived electric fields for the radial orientation
showed a high bias (26 mm) and descriptively high inter-individual variabil-
ity (Table 5.1). Electric fields derived from the 5x1 montages showed a strong
bias of up to 24 mm for the radial and tangentialll-r orientations, compared
to the ADMM-derived electric fields (Figure 5.4(b), Table 5.1 and 5.3). For
the tangentiala−p target orientation the electric fields bias of the 5x1 control
montage was significantly reduced compared to ADMM (which showed a
descriptively small bias already).

In sum, we conclude that ADMM was able to accurately direct the electric
field to the stimulation target, while adapting to different target orientations
and with reliable spatial extent of electric fields. The electrode montages
for CMI and the radial orientation were widely distributed across the scalp
(Figure 5.2) inducing widely distributed electric fields (Figure 5.4(a) and 5.5)
which also resulted in an increased bias across subjects, however, only for
the CMI and the radial orientation. For the tangential targets CMI achieved
an accurate targeting, although the electric fields were extended across the
brain compared to ADMM and 5x1 control montages. The 5x1 control mon-
tage showed quite focal electric fields across the different target orientations.
However, for the radial and the tangentialll-r targets the high bias compro-
mised the spatial extent of the electric fields with respect to the stimulation
target (and thereby also the target current densities). It has to be noted that
for the tangentiala−p target the 5x1 montage resulted in reasonable focality
and only a small bias (in addition to a reasonable alignment of the electric
field with the target orientation; Figure 5.4(a) and (b)). Therefore, it can be
assumed that for some situations a standard montage can result in poten-
tially effective electric fields. However, with respect to physiologically ef-
fective target current densities that can be assumed to modulate neuronal
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activity [234]–[236], [257], even slight differences in the target current densi-
ties might decide on the tES treatment to take effect or not. In this context,
the presented data indicates that it is important to consider the targeting of
the electric field (spatial extent and bias), to effectively direct the electric field
to the stimulation target.

5.3.5 Homogeneity of electric fields across target orientations

In order to describe the reliability of the targeting methods, we quantified the
homogeneity of electric field intensities and focality of electric fields across
the three different target orientations. A reliable method would need flexible
handling of the electrode positioning, in order to control the electric field
inside the head model with changing target orientation (this is similar to the
size of the point cloud for each color in 5.4(a)).

On average, ADMM showed most homogenous results (0.37 ± 0.15 SD),
followed by the 5x1 control (0.56 ± 0.13 SD) and CMI (0.74 ± 0.22 SD; 5.4(d)).
A repeated measures ANOVA confirmed significant homogeneity differences
between the methods (F1.5,30.2 = 35.25, p < .001). Follow-up t-tests revealed
significant differences between all three comparisons (ADMM < CMI: t20 =
-10.38, p < .001, r = .92; ADMM < 5x1: t20 = -4.94, p < .001, r = .74; CMI > 5x1:
t20 = 3.22, p = .004, r = .58).

In sum, ADMM showed more reliable results across the three different
target orientations of the simulated parietal target in the present study, com-
pared to the 5x1 control and the CMI in terms of electric field homogeneity.
Although ADMM restricts the distance of electrode positions to the stimu-
lation target (Figure 5.2), it manages to reliably adapt the target intensities
and spatial extent of electric fields according to the target orientation, with
only slight changes to the electrode positions. CMI likely resulted in het-
erogeneous results, due to its rationale to only control the target intensity,
irrespective of the spatial extent of the induced electric fields. As can be seen
in Figure 5.2 (especially for the radial orientation), CMI makes extensive use
of the electrode layout to place the electrodes according to the individual
anatomy. This results in increased target current densities, but also increased
heterogeneity. As can be seen in Figure 5.2, the 5x1 control montage is not
adapted to the stimulation target orientation and the resulting electric fields
are highly dependent on the respective anatomical properties and target ori-
entations. Overall, the 5x1 control shows less homogenous results, compared
to the ADMM (Figure 5.4(d); Table 5.1), reduced alignment of the electric
fields to the target orientation (5.3) and, at least partly, strong bias of the elec-
tric fields (Figure 5.4(b), Table 5.1).

5.3.6 Target dependent individual stimulation profiles

As described previously [9], a trade-off was observed between intensity and
focality, when comparing focality optimizing (ADMM) and intensity - opti-
mizing (CMI) algorithms for targeted tES (Figure 5.4(a)). However, both the
ADMM and the CMI were not able to homogenize the variability of target
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intensities across subjects, given that the same current was applied to the
electrodes in all montages and head models (5.4(a)). Instead, the individu-
ally optimized target intensity was computed, which seemed to be limited by
the individual anatomical properties of the head model for the given parietal
stimulation target. Rather, ADMM and CMI both exhibited their effect by
optimizing the electric field distribution and orientation with respect to the
stimulation target and herein were less prone to varying anatomy, or exact
location and orientation of the target within the individual parietal cortices.
Both optimization algorithms were able to reliably reduce the bias of electric
field maxima, with respect to the varying stimulation targets.

Across subjects an inverse relationship between intensity and focality was
apparent in the present data (Figure 5.4(c)). Some subjects showed higher
values of stimulation intensity and focality in parietal cortex for some CMI
and 5x1 montages, relative to other subjects. This observation indicates that
no within-subject trade-off between target intensity and spatial extent can be
held accountable for the inter-subject variability of the electric field proper-
ties. The data rather indicate the existence of individual profiles that might
determine the potential tES-efficacy for a given stimulation target, solely
based on the individual anatomy. In sum, the a priori estimation and the
post-hoc evaluation of individual tES-induced target current densities are
highly recommended in order to evaluate effects of individual anatomy on
the behavioral or neurophysiological efficacy of tES. Recent studies showed
that the stimulation intensity and focality that can be achieved by target-
ing is strongly dependent on the respective location of the stimulation target
within the cortex of one standard FEM head model [193], [218]. Critically, the
present results further indicate that, in addition, inter-individual variability
(i.e. across head models) should be considered for each target location, due
to the high variability that is introduced by individual anatomy.

In this framework, individually targeted tES may improve the control
over induced electric fields to raise the probability of tES to take effect. In
the present study, ADMM and CMI both exhibited their effect by optimiz-
ing the electric field properties with respect to the stimulation target. CMI
was able to maximize the target current densities along the target orienta-
tion (target intensity) for all target orientations and across subjects. ADMM
produced electric fields that were less prone to varying orientations of the
target within the individual parietal cortices (homogeneity; Figure 5.4(d))
compared to CMI and the 5x1 control. In addition, for ADMM the overall
smallest bias was observed (Figure 5.4(b)).

5.4 Conclusion

Individual anatomical properties lead to variability of induced electric fields
and thereby to differences in the potential tES efficacy. Targeting of tES elec-
tric fields using one of various optimization algorithms [9], [189], [193], [254]
is suitable to increase the level of control over the individual intracranial cur-
rent densities with respect to target intensities, as well as target orientation
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and specificity of the electric field (bias and spatial extent). The intensity-
optimizing CMI algorithm improves the target intensity of the electric fields
estimated in individual head models, thereby raising the overall chance of a
physiological tES effect [261]. The experimental sample size that was used
allowed insight into the dependency of optimized stimulation montages and
electric field properties on the individual anatomy. It was shown that opti-
mized stimulation target intensity and focality show variation across inter-
individual FEM head models for the given parietal stimulation target. These
results complement recent studies that showed large variation across cortical
regions in one FEM headmodel [193], [218]. The electric field showed varia-
tion in the target intensity that indicates differences in the potential efficacy
of tES across subjects, given that the same current is applied to all partici-
pants. While a correspondence of the tES-induced electric fields and individ-
ual neurophysiological [222], [260] and behavioral tES effects seems absolute
intuitive, until now this relation lacks of substantial experimental evidence.
In conclusion, FEM simulation results might help to increase the physiolog-
ical interpretability of tES effects using targeted tES. It was proposed that
an algorithmic definition of individual stimulation montages a priori and
the detailed analysis of estimated electric fields has potential to improve the
understanding of mechanisms underlying tES and thus its’ effectiveness in
future applications.

5.5 Author’s contribution

The author’s contributions for this study are the following

• Providing Matlab codes and simulations running support for the CMI
and ADMM optimization algorithms.

• Providing support and knowledge for running electric field simulations
using SimBio for mc-tDCS methods(CMI and ADMM).

• Support for editing of text in sections regarding the CMI and ADMM
algorithms, SimBio electric field simulation, quantification metrics and
interpretation of results.

https://www.mrt.uni-jena.de/simbio/
https://www.mrt.uni-jena.de/simbio/
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6 Conclusion and outlook

In this thesis, titled ”Modeling and measuring the effects of individually
optimized multi-channel transcranial direct current stimulation on the hu-
man brain”, tDCS simulations and an experimental stimulation studies were
presented that together aimed to explore, potentially improve and control the
effects of mc-tDCS. Below the complete thesis will be summarized succinctly,
followed by a discussion of the results and future recommendations.

6.1 Summary

In Chapter 3, a novel mc-tDCS optimization approach, the D-CMI, is pre-
sented, investigated and compared to intensity, focality and standard meth-
ods i.e. the MI, ADMM and standard bipolar methods, respectively, to target
the Brodmann area 3b sources of the somatosensory P20/N20 components
in a group of ten healthy subjects. A combined EEG/MEG source analysis
pipeline with calibrated realistic head models is motivated to be used to accu-
rately reconstruct the target source (P20/N20 somatosensory source at Brod-
mann area 3b) with individualized target location and orientation for tDCS
targeted simulations. The resulting simulated electric fields for the D-CMI,
MI, ADMM and standard bipolar tDCS methods targeting the individualized
P20/N20 somatosensory targets at Brodamann area 3b were compared by
performance metrics such as directionality (DIR), intensity in target (IT), in-
tensity in non-target (INT), parallelity (PAR) and focality (FOC). Significantly
higher DIR and IT was achieved by the D-CMI and MI approaches compared
to the ADMM and standard bipolar approaches. The D-CMI, MI and ADDM
showed significantly higher PAR compared to the standard bipolar method
which showed a better controlled stimulation for P20/N20 target. The D-
CMI not only showed high similarity to MI but had an additional advantage
of distributing the stimulation currents over multiple electrodes. This at-
tribute has the potential to reduce skin sensations and electric field amplitude
in distant brain areas. The D-CMI is preferred for the follow-up experiment
validation in Chapter 4 to target the P20/N20 somatosensory component at
the Brodaman area 3b and compared to the standard bipolar method.

In Chapter 4, the first application of the novel D-CMI mc-tDCS approach
is conducted in a single-blinded, sham-controlled somatosensory experiment
with a group of 13 healthy subjects. Similarly to Chapter 3, a combined
EEG/MEG source analysis pipeline with calibrated realistic head models
is used for reconstruction of the P20/N20 somatosensory targets at Brod-
mann area 3b for the 13 healthy subjects. Three experimental tDCS condition
for the D-CMI, standard bipolar and Sham (D-CMI based), were conducted.
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MEG was only used to sensitively read out tDCS stimulation effects on finger
stimulated SEF data from the three tDCS conditions (D-CMI, standard bipo-
lar and Sham) before and after tDCS stimulation. The statistical analysis of
the M20 SEF component showed a significant increase in interaction effects
of the D-CMI approach compared to the standard bipolar and Sham condi-
tions. The D-CMI also showed a significantly increased amplitude, though
short lasting (5-15 min) compared to before tDCS stimulation while standard
bipolar showed no significant increased amplitude effects. These statistical
observation tend to show that the D-CMI approach outperforms the standard
bipolar method when stimulating the somatosensory P20/N20 component at
Brodmann area 3b. A statistical comparison of sham perception among the
tDCS conditions showed no significant differences supporting the hypothe-
sis that Sham condition was also successful.

In Chapter 5, electric fields for, in general, tES were simulated with three
different tES methods (CMI, ADMM and 5x1) for three different target ori-
entations (RAD, TAP and TLR) in a study with 21 subjects. In this study,
the CMI, when the parameters of D-CMI were fixed, is used as the intensity
based method. The locations for the tES target was at the parietal cortex.
As part of this study, all participants were subjected to two individually tai-
lored tES montages (CMI and ADMM) and a fixed stimulation montage (5x1)
that was not individually optimized. As a result of simulations of a parietal
stimulation target with three different orientations, the individual current
densities were found to show varying intensities near the lower limit where
physiological efficacy can be assumed for electric fields. Targeting algorithms
were able to control different electric field properties, by either maximizing
the target current densities or by increasing the specificity of electric fields
with respect to target location and orientation. The results shown in this
study support the usage of individualized targeting, such as discussed in
Chapter 3 and Chapter 4, for enhancing the efficacy of tES and for elucidat-
ing the underlying mechanisms of tES.

6.2 Discussion and future perspective

One common attribute observed in all the three studies was the persistence of
inter-subject variability, even if at least, the variation (standard deviation) in
parallelity was considerably reduced by mc-tDCS optimization approaches
when compared to the standard approaches. The mc-tDCS optimization ap-
proaches were not able to reduce the inter-individual variability of target
intensities on a descriptive level, given that the same current was applied to
the electrodes in all montages and head models. Part of the variability might
be due to for example a deeper target, a lower skull conductivity, or a thicker
CSF compartment of a particular subject.

Intensity based mc-tDCS approaches such as the MI, CMI and D-CMI
were preferred over focality (ADMM) or standard approaches when target-
ing tangentially oriented targets as high current intensity and directionality is
achieved. Skull conductivity calibration is highly recommended if availabil-
ity of both MEG and EEG is possible. Complementary information provided
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from MEG and EEG is very advantageous to accurately reconstruct the loca-
tion and orientation of the underlying EEG/MEG brain activity for targeting.
As the mc-tDCS optimization approaches align according to the orientation
of the target area, the resulting electric fields in parallel to the accurately re-
constructed target orientation increases the probability of tDCS effects. This
hypothesis is validated for the novel D-CMI mc-tDCS approach in an exper-
imental study (Chapter 4) compared to the standard bipolar approach.

Possible effects of the electrode–electrolyte spatial mismatch [262] and
electrode displacement [263] were ignored in the presented studies. How-
ever, these important aspects should be considered in future simulations and
comparisons of different mc-tDCS optimization methods. Factors such as
electrode shape and size, electrode–skin contact impedance and electrode
shunting effects can also influence field distributions in the brain [238], [264]
and should also be considered for tDCS based electric field simulation in the
future. Due to the maximum principle [15], none of the presented stimula-
tion approaches is able to generate a peak intensity at a deeper target side,
intensity maxima were always at the closest cortical areas to the stimulation
electrodes. For non-invasive deep brain stimulation, other technologies were
therefore needed such as temporally interfering electric fields [265].

With regard to forward modeling, individualized six compartment ge-
ometry adapted hexahederal FEM head models were used for source anal-
ysis (Chapter 3 and 4) and tDCS (optimized mc-tDCS and standard tDCS
methods) induced electric field simulations (Chapter 3, 4 and 5). White mat-
ter anisotropy was integrated for studies in Chapter 3 and Chapter 4 while
in Chapter 5 only isotropic conductivities were used for all tissue compart-
ments. Studies incorporating source analysis for reconstruction of the target
(Chapter 3 and 4), conductivity of the skull was individually estimated by us-
ing the complementary information from a combined EEG/MEG approach.
In the absence of EEG and MEG modalities, a brain atlas based automated
anatomical labeling (AAL) method was used to define the target in Chapter
5. In Chapter 3 and Chapter 4, the somatosensory target’s location and orien-
tation at Brodmann area 3b was calculated from combined EEG/MEG source
analysis, while in Chapter 5, it was simulated at right superior parietal lobule
(SPL) with three different orientations (two tangential and one radial) with
respect to the individual scalp surface. With regard to skull conductivity, it is
the most influential conductivity parameter for both EEG source analysis [6]
and tES simulation [5], [193] and is considerably varying inter-individually
[182]. However, the possibility of skin conductivity influencing inter-subject
variability [5], [6], [193] cannot be excluded. The brain skull interface does
not only contain CSF [266], but also the meninges (dura matter [267], arach-
noid mater, and pia mater) as well as blood vessels [268]. Therefore, even if
first simulations show that SEF/SEP skull conductivity calibration procedure
can compensate at least for parts of these individual modeling inaccuracies,
the accuracy of the forward modeling should be further improved by these
additional tissue compartments.

Finally, the main focus in the future should be given to clinical appli-
cations of the presented novel D-CMI approach and mc-tDCS optimization
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approaches for different target regions in the brain such as dorsolateral pre-
frontal cortex (dlPFC), motor cortex (M1), auditory cortex and possibly with
different non-invasive brain stimulation techniques such as tACS and tRNS.
As it was shown in [269], that quasistatic approximation is fairly good even
for rapid stimulation pulses using higher frequencies (above 1 kHz). There-
fore, it should be possible to generalize the findings in this thesis to at least
low-frequency (e.g. below 100 Hz) tACS. Brain disorders such as focal epilepsy
can be potentially reduced with tDCS as recently shown in [216], [270]. Ap-
plication of the D-CMI approach has also shown promising results for a sin-
gle patient with epilepsy [271]. Moreover, the software framework Duneuro
[272] can also be used for improved and faster automatic pipelining for D-
CMI, mc-tDCS and tES in general, calibration and accurate forward model-
ing.
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