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Chapter 1

Introduction

The human brain as our “main control center” is the focus of research all over the world. Clinical
applications such as brain surgery as well as brain research use and analyze measured neurological
activity. Electroencephalography (EEG) is a non-invasive method to record the electric potential
evoked by such activity at the head surface at a high time resolution.

For example, drug-resistant, focal epilepsy may be treated by surgically removing the source area
of the epileptic seizures. It is essential to only operate on the affected section and to not damage
any other, possibly vital parts of the brain. Thus, the epileptogenic zone has to be determined as
accurate as possible in pre-surgical diagnosis. Measuring epileptic spikes via EEG and analyzing
the data can aid in the localization. Even though the epileptogenic zone does not produce a
signal measurable by EEG, it stimulates neighboring pyramidal cells which in turn produce a
measurable signal. We formulate the inverse problem of EEG: Determining location, orientation
and magnitude of the sources of neural activity in the brain based on measured voltages at the
EEG electrodes. The inverse problem is also of interest for basic brain research.

A pre-requisite for solving the inverse problem is a solver for the forward problem of EEG. It
aims at predicting the electric potential at the surface evoked by given sources inside the head.
Doing so for thousands or even tens of thousands of sources allows approaches for the inverse
problem to use the results together with real measured data and to determine the most likely
explanation for the measured potential using state-of-the-art mathematical methods. Thus, the
forward problem needs to be solved not only accurately but also efficiently due to the necessary
high number of sources. Solvers can also be useful when stimulating the brain using electrodes
at the head surface.

This work compares the performance of two solvers. The approaches implemented in the software
DUNEuro are volume-based and solve for the electric potential via Finite Element Methods. The
Boundary Element Fast Multipole Method (BEM-FMM) on the other hand models the electric
charge distribution on tissue surfaces and the potential can then be derived using Coulomb’s
law. At the core of the latter solver is the Fast Multipole Method (FMM), which approximates
Coulombic particle interaction efficiently.

In the first chapter, a brief physiological basis is established and the mechanism underlying the
measured EEG data is described. This knowledge is important to understand and justify the
derivation of the physical models that the two solvers at hand are based upon.
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10 CHAPTER 1. INTRODUCTION

The second chapter then uses this basis to arrive at a partial differential equation for the electric
potential using Maxwell’s equations. This is the foundation for the first solver implemented
in DUNEuro. It is restated as a weak formulation for which existence and uniqueness of a
solution can be shown. The Finite Element Method provides an approach to derive a linear
equation which can then actually be implemented and solved numerically. Two different models
for the neurological sources are presented leading to different linear problems and solutions for
the Forward Problem. Furthermore, the transfer matrix approach is a major reason for the
efficiency of this approach. Finally, an overview about implementation details of the realization
in DUNEuro is given.

The next chapter introduces the boundary element fast multipole method (BEM-FMM). Two
approaches are derived which are based on the same physical and mathematical idea of integral
equations for the electric surface charge density formulated on tissue boundary surfaces. The first
approach models the source directly while the second approach makes use of electrode stimulation
which is connected to the forward problem via Helmholtz reciprocity. A Galerkin approach leads
to a formulation as a linear system of equations. The resulting matrix-vector product can be
computed up to a specified precision with the fast multipole method which sits at the core of
BEM-FMM and is computationally feasible and efficient. Interaction between close charges are
calculated in a more precise way and comments on conversation laws, preconditioners and mesh
refinement are made.

The last chapter presents two comparison studies of the BEM-FMM and the two approaches
implemented in DUNEuro. The first one makes use of a multi-layer sphere model for which
an analytical solution exists. Meshes at different resolutions as well as sources at positions of
increasing complexity are investigated and different error measures are compared. Additionally,
we look at the runtime of the methods. The second study was conducted on a realistic head
model. Finally, a conclusion of the two studies is given and we present an outlook.



Chapter 2

The Physiological Basis
Underlying EEG
Measurements

This chapter aims at summarizing relevant physiology of the brain in order to allow an under-
standing of the solvers for the Forward Problem of EEG presented in the chapters thereafter.
Most of the following can be found in any standard neuroscience textbook and follows [1]. Ad-
ditionally, a review of relevant facts for the EEG forward problem is given in [2].

(a) (b)

Figure 2.1: (a) Different tissues in the human head surrounding the brain.[3] (b) Different areas
of the cerebral cortex.[1]

The human head is made up of different tissues with specific functions such as the protection of
the brain (Skull) as can be seen in Figure 2.1a. The signals measured by an EEG are omitted
in the cerebral cortex, which is the outermost layer of the brain. It ranges from 1.5 to 4.5 mm
thickness and has a folded structure as can be seen in Figure 2.1b. This allows for more surface
area to be packed into less head volume and also brings different areas closer together. These

11



12 CHAPTER 2. PHYSIOLOGICAL BASIS

areas can not only be divided optically and anatomically by sulci (the valleys of the foldings)
and gyri (the crests) but also functionally as different regions serve different purposes like the
primary somatosensory or the primary motor cortex.

The cortex is mostly made up of the cell bodies of neurons, which is the reason for its grayish
apprearance in comparison with the underlying paler tissues and motivates the term gray matter.
On average, a human brain consists of 86 billion neurons of which 17 billion are located in the
cortex. They are the basic units responsible for receiving information, processing it by making a
“decision” and possibly passing it along to other neurons using electrochemical signaling. Their
interconnectivity, location and form determine the way our brain functions.

Figure 2.2: Illustration of a neuron.[4]

A neuron is composed of three main parts (Figure 2.2): The cell body (soma) contains the
metabolic machinery necessary for maintaining the neuron. The dendrites are thread-like exten-
sions responsible for receiving input from other neurons. The axon begins at the axon hillock
and passes output to other neurons or different cell types. Electrical signals travel along the axon
and are passed onto the next cell at the synapses via electrical or chemical transmission.

The input potentials from multiple dendrites accumulate at the axon hillock. If a certain thresh-
old is reached, the neuron fires and a so-called action potential travels down the axon. This form
of electric signalling is based on voltage-gated ion channels. Once an action potential arrives
from the direction of the soma, these channels open, leading to an abrupt change in inside versus
outside potential. Even though this process produces high voltage differences compared to the
input potential at the dendrites it only takes about 0.5 to 2 ms and additionally, the action
potentials across different neurons are not synchronized enough to add up. Because of these
reasons, action potentials are not measurable with an EEG.[5, 6]

Once the action potential reaches a synapse, it is transmitted to the next neuron electrically or
chemically. The potential difference between a dendrite and the corresponding soma induces an
extracellular balancing flow from the soma to the dendrite and results in a dipolar electromagnetic
field. The postsynaptic potential lasts for 10 to 100 ms and thus is of measurable duration. Even
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though the generated potentials are small compared to that of an action potential, they occur
similarly oriented and simultaneously for some ten-thousand neurons.[7] Especially patches of
pyramidal cells found in the cortex generate such signals measurable with an EEG.[5, 8] We thus
shift from the microscopic view of single neurons to that of an EEG, which only sees bundles of
neurons from a macroscopic view and their postsynaptic potential.[9]

We conclude that for our EEG problem we are interested in dipolar sources located in the cerebral
cortex.[7, 10] Source reconstruction from EEG measurements as well as the forward problem of
predicting the measured potential generated by a known source is further complicated by the
folded structure of the cortex as well as the different tissues with different conductivities which
distort the electromagnetic field.
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Chapter 3

The Finite Element Methods of
DUNEuro

DUNEuro is an open-source software toolbox for bioelectromagnetic forward modeling and can
be used for example to solve the EEG forward problem.[11] It makes use of Finite Element
Methods (FEM) to solve a Poisson type partial differential equation for the electric potential.
As FEMs are volume-based methods, they have the advantage of being able to cope with the
complicated geometry of the head, e.g. the folded structure of the brain as well as with tissues
with anisotropic conductivity. We focus on the classical Lagrangian Continuous Galerkin FE
approaches which are implemented in DUNEuro amongst other methods. Since FEM approaches
take the potential in the entire head volume into account, modeling source activity is a more
intricate question compared to BEM approaches. One typically models the activity as a highly
singular mathematical point dipole, and one has to take special care to properly incorporate this.
Different approaches to this problem have been presented and validated in the past.

We start this chapter by developing the necessary mathematical foundation for an application
of finite element methods. We use the physiological basis presented in the previous chapter and
a quasi-static version of Maxwell’s equation to arrive at a partial differential equation for the
electric potential. This is then reformulated in a weak sense and a finite element approach is
applied. Two source models used in the comparison study of DUNEuro with BEM-FMM are
presented. Furthermore, the transfer matrix approach, contributing significantly to the efficiency
of DUNEuro, is introduced. Finally, a few remarks about software implementation specifics are
made.

3.1 A Partial Differential Equation for the
Electric Potential

We would like to derive a mathematical model of the processes inside the brain described in
chapter 2 and follow the well-established and widely used approach described for example in
[7, 12, 2, 13]. An introduction and summary can be found in [13]. The basis of classical
electromagnetism are Maxwell’s equations, four coupled partial differential equations.[14] We
can simplify these as propagation effects as well as capacitative and inductive effects may be
neglected.[15] The quasi-static Maxwell’s equations then read as follows

15



16 CHAPTER 3. DUNEURO

∇ · E = ρ

ε0
(3.1)

∇× E = 0 (3.2)
∇ ·B = 0 (3.3)
∇×B = µ0J, (3.4)

where E is the electric field, ρ the electric charge density, ε0 the permittivity and µ0 the perme-
ability of free space, B the magnetic field and J the total electric current density. The electric
field is a gradient field because of Equation 3.2, i.e. we can write E = −∇u. This simply
expresses that the electric field is the gradient of the electric potential u.

As described in the previous chapter, we have an intracellular electric signal inside the dendrites,
which is modelled by the so-called primary current jp as well as a return current σE due to the
electric field, where σ denotes the conductivity tensor. Thus, the total current density J is split
into

J = jp − σ∇u. (3.5)

As noted before, the head is an inhomogeneous medium and the value of the conductivity tensor
σ depends on the tissue it is evaluated in. Specific tissues may further be modelled as anisotropic,
i.e. σ operates differently in different directions and it is a matrix instead of a scalar value.

Finally, we use Equation 3.3 to infer

0 = ∇ · ∇ ×B = µ0∇ · J = µ0∇ · (jp − σ∇u), (3.6)

which we can rewrite as

∇ · σ∇u = ∇ · jp. (3.7)

Plonsey and Heppner have further shown in [15], that the normal current density < J, n >, where
n denotes the unit outer normal, is continuous across boundaries between tissues. That is, if
E1 and E2 are the electric fields inside and outside of the boundary with regard to the normal
vector n and σ1, σ2 the corresponding conductivities, we have

< σ1E1, n >=< σ2E2, n > . (3.8)

At the head surface the outer medium is air which (nearly) has zero conductivity. At the head
surface we thus end up with the condition

< σE, n >= 0. (3.9)

Let us summarize the resulting PDE model of our problem.
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Definition 3.1.1 (DUNEuro EEG forward problem). Let us denote the head domain by Ω and its
boundary, the head surface, by Γ = ∂Ω. Let further u be the electric potential, σ the conductivity
and jp the primary current due to neural activity. The following partial differential equation with
Neumann boundary condition then needs to be solved for the potential u.

∇ · σ∇u = ∇ · jp in Ω
< σ∇u, n > = 0 on Γ,

(3.10)

where n is the unit outer normal.

It is further common to approximate the primary current jp as a superposition of mathematical
point dipoles.[10]

Definition 3.1.2 (Mathematical point dipole). The primary current jp can be modelled by

jp = Mδx0 , (3.11)

where δx0 is the Dirac delta distribution for the position of the source x0 and M is called the
dipole moment. It is a vector modelling direction and strength of the current.

Of course this definition raises the problem that such a jp can not be differentiated, at least not
in the classical sense, and the right hand side of Equation 3.10 is not mathematically well-defined.
Let us therefore for now look at ∇ · jp as an abstract term for the source denoted by f which
will be specified in chapter 3.4 when different source models are presented.

3.2 A Weak Formulation
We would like to solve the EEG forward problem for a given source as presented in Definition
3.1.1. Unfortunately, classical solutions, e.g. solutions u in C2(Ω) can not exist as for example
σ can not even be assumed to be continuous. The conductivity rather “jumps” between tissues
as is the case at the boundary between the highly conducting cerebrospinal fluid (CSF) and the
isolating skull.[16] Instead, we formulate a weak version of our problem (see e.g. [17]). This also
leads to a natural way to actually compute approximations of solutions as we will see.

The weak formulation is motivated by the fundamental lemma of the calculus of variations. We
multiply the PDE from Definition 3.1.1 with a function v from a test function space H which
we will choose later and integrate over the head domain Ω

∫
Ω

(∇ · σ∇u)v dx =
∫

Ω
fv dx. (3.12)

Now we use integration by parts to arrive at

∫
Ω

(∇ · σ∇u)v dx = −
∫

Ω
< σ∇u,∇v > dx +

∫
Γ

< σ∇u, n > v dx. (3.13)

As the second term vanishes because of the zero Neumann boundary condition, we can define
the weak formulation as follows.
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Definition 3.2.1 (Weak formulation of the DUNEuro EEG forward problem). We would like
to find an u ∈ H1(Ω), s.t.∫

Ω
< σ∇u,∇v > dx =

∫
Ω
−fv dx for all v ∈ H1(Ω). (3.14)

Defining

a(u, v) =
∫

Ω
< σ∇u,∇v > dx (3.15)

l(v) =
∫

Ω
−fv dx, (3.16)

this can be written as a(u, v) = l(v) for all v ∈ H1(Ω).

Here, H1(Ω) denotes the Sobolev space (see [18]). This choice of H is a common approach, see
for example [19, 17].

Note that only l depends on our choice of model for the source. It is useful to look at l simply
as a linear functional on H1(Ω). We will later see different approximations of this source term
in chapter 3.4. For the next result it is only important that l is continuous which we will assume
from now on.

Theorem 3.2.2. Let a be as in Definition 3.2.1 and H1
∗ (Ω) be defined as all Sobolev functions

with zero mean, that is
H1

∗ (Ω) = {v ∈ H1(Ω)|
∫

Ω
v dx = 0}. (3.17)

Provided that Ω fulfills some conditions and l is continuous, the problem

a(u, v) = l(v) for all v ∈ H1
∗ (Ω) (3.18)

has exactly one solution. Furthermore, this solution fulfills Equation 3.18 for all v ∈ H1(Ω).

For a full proof using standard techniques for variational problems please refer to [17]. For
the existence and uniqueness of a solution u we had to restrict our search space H1(Ω) to
those Sobolev functions with zero mean. This actually reflects real properties of the EEG as
a reference electrode has to be chosen. Different reference electrodes (real or abstract like the
common average reference) lead to a shift of the measured potential by a constant. By requiring
zero mean one baseline is chosen. The following Lemma formulates this mathematically (see
[20]).

Lemma 3.2.3. There exists some u0 ∈ H1
∗ (Ω), such that the set of solutions in H1(Ω) of

a(u, v) = l(v) for all v ∈ H1(Ω), (3.19)

is of the form u0 + R · 1.

3.3 The Finite Element Method
Now that we have established a formulation of our problem which has a solution, the question
remains how to actually numerically compute it remains. One widely used approach in fields
like electromagnetism and engineering is the finite element method (FEM). For details see for
example [21].
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The basic mathematical idea is as follows. The space H, in our case H1(Ω), is inifite-dimensional.
We can try to approximate a solution in H by moving to a finite-dimensional subspace V ⊂ H
and search for a u ∈ V satisfying

a(u, v) = l(v) for all v ∈ V. (3.20)

There also exist approaches were the ansatz function u and the test functions v are from different
spaces, but we will work with u, v ∈ V . As V is a finite-dimensional linear space we can find
a basis {φ1, . . . , φn} and because a is bilinear and l is linear, we see that our problem in V is
equivalent to solving

a(u, φi) = l(φi) for all 1 ≤ i ≤ n. (3.21)

Now as we search for u ∈ V , we can represent u as a linear combination of the basis u =∑n
j=1 xjφj and the above equation reads as

n∑
j=1

xja(φj , φi) = l(φi). (3.22)

We summarize this as

Lemma 3.3.1. Let A be defined by Aij = a(φj , φi) and b by bi = l(φi). Then solving the linear
problem

Ax = b (3.23)

is equivalent to solving the problem described in Definition 3.2.1 in V via the identification
x 7→

∑n
j=1 xjφj.

The matrix A is often called the stiffness matrix. The usual way to choose the finite-dimensional
subspace V is to split the domain Ω into subdomains and then use functions which are compu-
tationally easy to handle on these subdomains. This idea is the finite element method (FEM).
An application of FEM to the forward problem has been discussed for example in [22].

As we have seen in Lemma 3.2.3, the arbitrary choice of a reference electrode is reflected in the
set of solutions in H1(Ω). This extends to finite-dimensional subspaces as has been shown in
[20].

Theorem 3.3.2. Let V ⊂ H1(Ω) be a finite-dimensional linear subspace with basis φ1, . . . , φn

and
∑n

j=1 φj = 1 ∈ V . Then the set of solutions u ∈ V for the problem

a(u, v) = l(v) for all v ∈ V (3.24)

is of the form u0 + R · 1 for some u0 ∈ V . Considering the equivalent problem Ax = b, the

solution space is of the form x0 + R ·

(
1
...
1

)
.
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Figure 3.1: Tetrahedral mesh of a realistic head model.[23]

Let us now look at a commonly used example for finite-dimensional subspaces. As mentioned,
we split the head domain into subdomains which must fulfill certain properties (see [21]). In our
case, we represent Ω as the union of non-overlapping three-dimensional simplices, i.e. tetrahedra
(see Figure 3.1). Each tetrahedron is defined solemnly by its four corner points, the vertices. Let
τ be one such mesh of the head. One easy to handle but effective subspace is then given by the
continuous functions which are linear on each tetrahedron.

Vτ = {v ∈ C0(Ω)|v|T ∈ P 1(T ) for all T ∈ τ}. (3.25)

If y1, . . . , yn are all vertices of all tetrahedra contained in τ , then a basis of Vτ is given by the
functions φ1, . . . , φn which fulfill

φj(yi) =
{

1 , if i = j

0 , if i ̸= j
. (3.26)

These functions are called the Lagrange basis (for details see [21]). Of course there exist other
choices of V which have been implemented and tested for our application in bioelectromagnetism.
Different types of meshes, e.g. hexahedral meshes, have been used in [17]. An approach with
discontinuous functions has been investigated in [24] and higher order polynomials have been
compared as well[25].

We will focus on the above space presented in Equation 3.25. A nice property of the basis
functions is that because of

u(yi) =
n∑

j=1
xjφj(yi) = xi, (3.27)

the coefficients representing any function u ∈ Vτ are simply the evaluations of u at the vertices
y1, . . . , yn.
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The next step in our effort to solve the forward problem now is to find a solution for the linear
system Ax = b. A popular classic iterative solver is the (preconditioned) conjugate gradient
method (PCG) as presented in the context of FEM for example in [21]. Unfortunately, Theorem
3.3.2 illustrates that the stiffness matrix A can not be positive definite as its null space is not
trivial. We could restrict V to functions from H1

∗ (Ω) to achieve uniqueness similiar to Theorem
3.2.2, but this does not seem practical as we destroy nice properties of our space of linear functions
and its basis. An interesting discussion about this problem and several ways to solve it can be
found in [20]. For us it suffices to state Theorem 3.3.3.

Theorem 3.3.3. Let A be the stiffness matrix and b the right hand side vector as defined above.
If we then set

Â =


1 0 . . . 0
0 a22 . . . a2m

...
...

. . .
...

0 am2 . . . amm

 (3.28)

and

b̂ =


0
b2
...

bm

 , (3.29)

the matrix Â is symmetric positive definite and the solution of Âx = b̂ is the unique solution of
Ax = b where the first entry of x is zero.

Of course the choice of index 1 ≤ i ≤ n, in our case i = 1, for altering A to Â and b to b̂ is
arbitrary and the above holds for any i. We also recall that with our choice of ansatz functions
and basis, we have xi = u(yi). We thus look for the unique solution with u(y1) = 0.

A software implementing this numerical approach has to compute the stiffness matrix A (or
the very similar Â) or its operation Ax on a vector. Common basis functions are tied to the
elements which divide the domain. This is done in a manner similar to the Lagrange basis and
the functions have only limited support. Thus the term

Aij = a(φj , φi) =
∫

Ω
< σ∇φj ,∇φi > dx (3.30)

vanishes for most 1 ≤ i, j ≤ n. The support of a Lagrange basis function φi for example is exactly
the tetrahedra which have the node xi as a vertex. Thus the stiffness matrix is very sparse. The
above involves the task of integration but we do not need to integrate arbitrary functions. The
a-priori knowledge of the basis functions allows for a clever, exact implementation. The gradients
of the Lagrange basis for example are constant on each tetrahedron as the functions themselves
are linear. Furthermore, the partition of the domain into the elements T leads to a natural
decomposition of the integral

∫
Ω · dx =

∑
T ∈τ

∫
T
· dx.

We have now outlined a way to reach a formulation that can actually be implemented and solved
numerically. In an application, we would first have to generate the relevant data for the head of
the person in question. For this purpose, a magnetic resonance imaging (MRI) scanner is used
and the result is segmented into the different tissues. Conductivities are assigned to each tissue
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and the head model is meshed, e.g. into tetrahedra. The positions of the electrodes have to be
registered as well. A more detailed description of this process can be found for example in [26]
and the resulting data set under [27].

A solver now has to set up and solve the linear system resulting from the given mesh, its
conductivities, the electrodes and the choice of basis functions. Another parameter we will
look at is the choice of source model which determines the way the vector b is computed.

3.4 Source Models
There are different approaches on how to model a dipolar source and thus on how to compute the
linear functional l. These models differ with respect to the quality of the subsequent solutions u,
that is the approximation error, as well as computational speed, sensibility for the eccentricity
of the sources, i.e. how close they are to a tissue boundary with a conductivity jump and their
behavior regarding different, complicated head geometries and meshes.

In the following, we will present the partial integration and the Saint Venant approaches. Further
models include the Subtraction approach[28, 17, 22] and variations of it. This is a classical model
that has been examined deeply and is mathematically well understood. Other source models can
be found in [19, 29, 30].

These two models were chosen as they are a good representation of fast and easy as well as
somewhat slower but more precise FEM source models. While the computation effort for the
source term b is low with the partial integration approach, the Venant approach produces better
results at the cost of higher computational intensity[31, 5, 30].

3.4.1 The Partial Integration Model
The partial integration approach is also referred to as a direct FE approach as we simply extend
our FE method from the left-hand side of the weak formulation to the right-hand side. It is thus
canonical and easy to derive as well as simple and quickly to compute as we will see. Downsides
can be seen in the quality of the solutions in comparison to other models. More about the partial
integration model can be found in [32, 33, 34, 28].

We had determined the right-hand side of the weak formulation as

l(v) =
∫

Ω
−(∇ · jp)v dx. (3.31)

Integration by parts yields

l(v) =
∫

Ω
< jp,∇v > dx +

∫
Γ

< jp, n > v dΓ (3.32)

and as the source term vanishes on the head surface we arrive at

l(v) =
∫

Ω
< jp,∇v > dx. (3.33)

Modeling jp as a mathematical point dipole Mδx0 (see Definition 3.1.2), we finally have
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l(v) =< M,∇v(x0) > . (3.34)

Using our basis functions φ1, · · · , φn, this reads as follows.

Definition 3.4.1 (partial integration model). If we have a source at location x0 with an ori-
entation and strength of M , the partial integration approach models the right-hand side vector b
as

bi = l(φi) =< M,∇φi(x0) > . (3.35)

With our choice of ansatz space and basis, the term ∇φi can be computed easily as it is element-
wise constant and additionally vanishes on all tetrahedra which do not have yi as a vertex. Thus
we only need to determine the tetrahedron containing our source x0 and compute all bi belonging
to nodes yi that are vertices of that tetrahedron. All other entries of b are zero and the right-hand
side vector is very sparse. We also note that as long as the source x0 is contained in the same
tetrahedron, the source term b does not vary and the forward problem solution using this model
is constant. The results are optimal at the tetrahedron barycenter.[30]

3.4.2 The Saint Venant Model
This model avoids the dipolar source by using a monopole distribution. The monopoles must
of course maintain certain properties of the original source which are to be discussed. Applied
to the problem at hand, the Principle of Saint Venant then states that from “far away”, i.e. at
the electrodes, these two source terms can be assumed to be equivalent. The original Venant
approach was first presented in [35] and was named the “blurred dipole approach”. Different
alterations of it have since been derived, some of which we will see in the following.

Let us first discuss the choice of the monopole locations before discussing their loads. As we make
use of FEM and thus have a mesh of the head geometry at hand, it is canonical and common to
choose as first monopole location yj1 the mesh vertex closest to the dipole location x0. We then
further choose all vertices yj2 , . . . , yjl

which are directly connected to yj1 by an edge, i.e. lie in
one same mesh element as yj1 . It has been shown[36], that only those mesh vertices are suitable,
that are in the same tissue compartment as the source x0, the so-called Venant condition.

If we denote the loads corresponding to yj1 , . . . , yjl
by q1, . . . , ql, the source term f used in

Theorem 3.2.1 is given by

l∑
i=1

qiδyji
. (3.36)

If we apply the resulting linear functional l to the Lagrange basis, we see that bi = −qi, if i is
one of the indices j1, . . . , jl and bi is zero otherwise. Given a monopole distribution with loads,
the right-hand side vector b is thus easy to compute and very sparse.

We are left with the problem of determining the strengths qi of the monopoles. As we would
like to approximate our validated model of a dipolar source, the idea is to compute the moments
of both the given dipolar source and the monopolar approximation and try to choose qi so that
they equal. By reproducing the moments we aim at approximating the potential generated by
a point dipole as accurately as possible. There are different approaches on how these moments
are chosen.
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The original Saint Venant model[35], in later publications referred to as the monopolar Venant
model, defines the s-th moment of the monopole distribution as

l∑
i=1

qi(yji
− x0)s. (3.37)

The exponent has to be understood as a pointwise operation in this context. Now the second
moment of the dipolar source is simply the magnitude vector M , all other moments are zero.
Thus we get three linear equations for the vector q of monopole loads for each moment s ≥ 1,
one for each dimension. It is common to use the first three moments s = 0, 1, 2.

In order to improve the condition of this problem it is common to scale all positions by a
reference length. Then, Tikhonov regularization is used in order to ensure uniqueness of the
solution. This regularization is chosen so that it penalizes terms with a high spatial frequency.
It ensures smoothness for the monopoles. Additionally, large absolute loads |qi| are avoided as
these usually are blind sources which do not contribute to the far-field.[37]

The multipolar Venant approach on the other hand makes use of the definition of multipole
expansion as used in physics.[38, 39, 40] The idea can be roughly summarized as follows. In a
homogeneous medium, the potential evoked by a dipolar source as well as by a monpolar source
distribution is known analytically. As we can assume that there exists a small homogeneous
region around the source locations, we would like both of these resulting potentials to be equal.
We can write them as a multipole expansion and set a certain number, usually three, of these
expansion terms, i.e. the moments, to be equal. This leads to a linear system of equations
where the terms for the first two moments are the same as in Equation 3.37 but the second order
moment differs. Once again, the above Tikhonov regularization term is added.

Nüßing presents a more general framework[37] in which both of these approaches can be for-
mulated. This leads to further possibilites, for example mixed moments can be included in the
same form as in Equation 3.37 by replacing the exponent s by a multiindex α. Thus, we are
not limited to pointwise operations but have moments which link the three dimensions of the
terms yji

− x0. Furthermore, quadrupolar moments arranged in patches have been examined in
[38].

3.5 The Transfer Matrix Approach
Applications of the forward problem require solutions for test sources at many different locations.
For example approaches to the inverse problem (e.g. hierarchical Bayesian inference[41]), that is
locating the source of measured neural activitiy, rely on a so-called lead-field matrix containing
as columns the predicted measurements at the electrodes for thousands or even tens of thousands
sources. We see that simply solving the forward problem accurately does not suffice. A useful
solver needs to be able to do so for a great number of sources in an acceptable time on computing
architectures commonly found in a research but also a clinical environment. The transfer matrix
approach tackles this difficulty and was introduced for example in [42].

The mathematical concept behind it can be paraphrased by and is based on the simple obser-
vation that we are not really interested in a solution potential u in the whole head domain Ω
but would only like to know its value at the electrode positions. Let z1, . . . , zm be the electrode
positions and u =

∑n
i=1 xiφi the solution of the linear problem stated in Theorem 3.3.3. We

then look for the electrode potential vector V with
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Vj = u(zj) =
n∑

i=1
xiφi(zj). (3.38)

If we then require a certain electrode, say the electrode located at z1, to be the reference electrode,
we do a baseline correction by subtracting the potential at z1. We now have

Vj = u(zj)− u(z1) =
n∑

i=1
xiφi(zj)−

n∑
i=1

xiφi(z1) =
n∑

i=1
xi(φi(zj)− φi(z1)). (3.39)

Defining the matrix R as Rji = φi(zj)−φi(z1), the above can be written as V = Rx. Evaluating
the solution only at the electodes is thus a linear map applied on our FEM solution x. Combining
the linear problem and this linear operator, we see that

V = Rx = RÂ−1b̂. (3.40)

Defining T = RÂ−1, solving the forward problem for many different sources now reduces to
two inexpensive steps. Per source, we set up the right-hand side b̂ and simply apply the linear
operator T .

Of course, the computation of T now poses the real difficulty. Direct computation is numerically
unfeasible. We rather see that

ÂT t = (TÂ)t = Rt. (3.41)

As Â is simply the stiffness matrix and Rt can be computed as defined above, we have de-
rived linear equations for the columns of T t which are the rows of T . Let us summarize this
result.

Theorem 3.5.1 (Transfer matrix). Let us define R by Rji = φi(zj)− φi(z1), where z1, . . . , zm

are the electrode positions. We can solve

ÂT t = Rt, (3.42)

column-wise in order to find the rows of the transfer matrix T . If b̂1, . . . , b̂k are the right-hand
sides for k sources, we can compute the resulting potential at the electrodes simply by applying

Vj = T b̂j , (3.43)

for 1 ≤ j ≤ k.

Similar to the computation of the stiffness matrix, we note that the matrix R is easy to determine
and sparse because of the limited support and the a-priori knowledge of the basis functions.

The advantage of the transfer matrix approach now is the following. The main computational
effort, solving linear systems, has been shifted from the sources to the electrodes. Instead of
solving a linear system for each source, we only have to solve a linear system per non-reference
electrode. The effort of assembling the matrix R and applying the resulting linear operator for
each source is fast in execution. Typical use cases involve thousands of sources, but a common
electrode cap only has around 75 electrodes[43, 44].
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3.6 DUNEuro
All of the numerical theory presented in this chapter and more has been realized in the C++
software toolbox DUNEuro for bioelectromagnetic forward modeling.[11] DUNEuro also provides
interfaces to Python and MATLAB for ease of use.

It is based on DUNE, the Distributed and Unified Numerics Environment.[45] This general
purpose and open-source C++ library is a toolbox for solving partial differential equations with
mesh-based methods. It links each mesh element to a reference element using affine maps and
provides easy access to the basis functions, their gradients, quadrature rules and more.

At the heart of our FEM approach lay linear equations that need to be solved. A vast number of
highly developed algorithms for such problems are accessible. These state-of-the-art linear solvers
like CG, GMRES or BiCGSTAB and preconditioners such as SSOR, incomplete Cholesky or the
AMG allow for an efficient and precise computation of the sought solutions. Additional speed
has been gained using the newly implemented block krylov methods in combination with the
transfer matrix approach.[20] DUNEuro further makes use of parallelization and is thus fit for
application on high performance workstations.



Chapter 4

The Boundary Element Fast
Multipole Method

A boundary element method (BEM) consists of a formulation of a problem on surfaces instead of
a volume, commonly the boundaries of the volume in question. This formulation is then solved
similarly to the above chapter 3.3 by using a finite dimensional ansatz space and reducing the
equation at hand to a system of linear equations. At the core of the BEM-FMM idea sits the
Fast Multipole Method (FMM) which efficiently computes electromagnetic particle interaction.
BEM-FMM has been used mostly in non-medical fields such as in the context of defense[46, 47]
and in high-frequency electromagnetics[48, 49]. There also have been attempts to apply FMM
to the forward problem[13, 50, 51, 52], but they did not seem to generate convincing results
and were not followed further. The approach we present here and compare later on seems to be
the first application of BEM-FMM of this kind to the quasistatic bioelectromagnetism forward
problem and has been described in [53, 54, 55, 56, 57].

First, we follow the physiological and physical basis presented at the beginning and the theory
already established in the chapter on the finite element methods of DUNEuro in order to derive
integral equations for the electric surface charge distribution ρ. In contrast to the last chapter,
we do not solve for the potential directly but instead solve for ρ. Two approaches are presented.
One direct approach which models the source via primary and secondary electric potential and
field. The second approach makes use of electrode stimulation and links this problem to the
forward problem by Helmholtz reciprocity. Next, we explain how the integral equations for both
approaches can be discretized to a linear system with a Galerkin approach. Finally, compu-
tational details are desribed. We see how the fast multipole method is used to greatly reduce
computational effort and form a matrix-free operator for the dense system matrix resulting from
the integral equations. Also, more exact integration is presented for sources and targets which
are too close for the FMM and further implementation details are given.

27
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4.1 Integral Equations for the Electric Surface Charge
Distribution

We are working with the same physiological and physical basis as in chapter 2 and chapter 3.1
and can thus once more consider electromagnetics in a quasi-static context for our effort to
model the connection between cortical source and EEG recordings in order to solve the forward
problem.

Instead of investigating the electric potential directly, we look at induced electric surface charges
with a density ρ residing on tissue boundaries with an abrupt conductivity change. These surface
charges are due to e.g. the dipolar source. Let us denote the surfaces in question by S. If the
density ρ is given Coulomb’s law determines the resulting electric potential up to a constant and
the electric field at a point r /∈ S as

φ(r) =
∫

S

1
4πε0

ρ(r′)
|r − r′|

dr′

E(r) =
∫

S

1
4πε0

ρ(r′)(r − r′)
|r − r′|3

dr′.

(4.1)

Here, ε0 is the dielectric permittivity of vacuum. Even though we are interested in the potential
measured at the electrodes, it thus suffices to solve for the surface charge density in order to
compute its effect.

There are two related ways to proceed and derive a model for ρ. The following, more direct and
canonical approach, actually takes the source into consideration in the form of a primary electric
field.

4.1.1 Modeling the Source Directly
This derivation follows the theory explained in [56].

As illustrated in Figure 4.1, a cortical dipole evokes a primary electric field Ep. This induces
surface charges which accumulate on tissue boundaries which in turn create a secondary electric
field Es. Our goal is to find the surface charge density enabling us to apply Coulomb’s law in order
to compute Es and thus E = Ep +Es and the potentials φs and φ = φp +φs, respectively.

A condition that is central in deriving a suitable equation for ρ is local current continuity at
conductivity boundaries, also called Kirchhoff’s current law. We have seen this statement before
in Equation 3.8 and repeat it here for convenience. For r ∈ S it states that

< σin(r)Ein(r), n(r) >=< σout(r)Eout(r), n(r) > (4.2)

with Ein being the field just inside the boundary and Eout the field just outside. σin, σout are the
corresponding conductivities and n is the outer normal vector (see Figure 4.2). Let us be more
precise and define Ein, Eout via limits as

Ein/out(r) = lim
h→0

E(r ∓ hn(r)). (4.3)
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Figure 4.1: Illustration of the electric surface charges induced by a cortical source[56]

Figure 4.2: Electric surface charges at a tissue conductivity boundary.[56]
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Next, we can plug in

E(r) = Ep(r) + Es(r) = Ep(r) +
∫

S

1
4πε0

ρ(r′)(r − r′)
|r − r′|3

dr′. (4.4)

While the primary electric field is continuous at the boundaries, the secondary is not and its
limit from in- and outside can be derived as shown in [58]. We then have

Ein(r) = Ep(r) + lim
ε→0

∫
S\Bε(r)

1
4πε0

ρ(r′)(r − r′)
|r − r′|3

dr′ − 1
2ε0

ρ(r)n(r). (4.5)

Let us denote the improper integral simply as
∫

S
· dr′ in the following. Proceeding similarly for

Eout Equation 4.2 then states that

< σin(r)
(

Ep(r) +
∫

S

1
4πε0

ρ(r′)(r − r′)
|r − r′|3

dr′ − 1
2ε0

ρ(r)n(r)
)

, n(r) >=

< σout(r)
(

Ep(r) +
∫

S

1
4πε0

ρ(r′)(r − r′)
|r − r′|3

dr′ + 1
2ε0

ρ(r)n(r)
)

, n(r) >

(4.6)

for r ∈ S. We can reorder this as

(σin + σout)
1

2ε0
ρ(r)− < (σin − σout)

∫
S

1
4πε0

ρ(r′)(r − r′)
|r − r′|3

dr′, n(r) >

=< (σin − σout)Ep(r), n(r) > .

(4.7)

Multiplying by 2 and dividing by σin + σout, we finally have to the equation

1
ε0

ρ(r)− 2σin − σout

σin + σout
<

∫
S

1
4πε0

ρ(r′)(r − r′)
|r − r′|3

dr′, n(r) >= 2σin − σout

σin + σout
< Ep(r), n(r) > . (4.8)

We define K as the electric conductivity contrast σin−σout
σin+σout

. Note that K does depend on the
point of evaluation r ∈ S but is constant per tissue interface.

We may replace our variable of interest and solve for ρ
ε0

instead. This eliminates ε0 in the above
equation. As Coulomb’s law (Equation 4.1) also involves ρ

ε0
and the resulting potential or field

is what we are really interested in, this allows us to avoid dealing with ε0 at all. In the following
definition we will use the letter ρ, even though one has to keep in mind that the permittivity is
missing.

Definition 4.1.1 (BEM-FMM integral equation with primary field). We are interested in finding
an electric charge distribution ρ which fulfills the integral equation

ρ(r)− 2K <

∫
S

1
4π

ρ(r′)(r − r′)
|r − r′|3

dr′, n(r) >= 2K < Ep(r), n(r) > . (4.9)
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This has previously been formulated in [59], but has been first put to practical use in the context
it is presented in here. Note that only the term involving the primary electric field depends on
the source. Looking back at chapter 3 and the effort of inventing the transfer matrix approach
(chapter 3.5) we see that once again, a solution of the above would be linked to a particular
source and we would have to solve for each source rendering it unfeasible for certain applications
of the forward problem.

We need to find a suitable source model of the primary electric field Ep. This has been described
in the supplement of [55].

Definition 4.1.2 (BEM-FMM primary field). Given a dipole with small extend and current
source at x0 of strength I0 and current sink at x′

0 of strength −I0 we can derive the electric
potential and field.[60] If the surrounding medium has a conductivity of σ, they are given by

φp(r) = I0

4πσ|r − x0|
− I0

4πσ|r − x′
0|

Ep(r) = I0|r − x0|
4πσ|r − x0|3

− I0|r − x′
0|

4πσ|r − x′
0|3

.

(4.10)

The moment M of such a dipole is then given by

M = I0|x0 − x′
0|. (4.11)

In order to solve a forward problem we would now have to solve the problem stated in Definition
4.1.1 for the primary field from Definition 4.1.2. The resulting charge densitiy ρ could then be
used in order to derive the secondary potential at specific evaluation points, e.g. electrodes, by
Coulomb’s law (Equation 4.1). Together with the primary potential φp we then have our solution
of the forward problem.

4.1.2 Helmholtz Reciprocity – Modeling Electrode Stimulation
Let us now think about a different question. If two electrodes located at the head surface are
used to stimulate the human brain and thus apply a current instead of measuring brain activity,
what is the generated electric field? This problem can be related to the forward problem of
EEG via the Helmholtz reciprocity principle first stated by Hermann von Helmholtz in 1853.[61]
This recent approach for BEM-FMM is described in [53]. We follow the elaborations of the
aforementioned paper.

An application of this duality principle to the bioelectromagnetic problem at hand has been
described in [62]. It states that if given a dipolar source at x0 with moment M and an electrode
pair located at z1 and z2, respectively, we may consider the following in order to find the potential
difference V between the electrodes. Assume a different setting where the source is deactivated
and a current I is introduced through the electrodes, the first acting as a source while the second
is a sink. It suffices to find the electric field at the dipole location E(x0) resulting from this
electrode stimulation and we can apply the equation

V = −< E(x0), M >

I
. (4.12)

The core problem is now independent of a specific dipole. Find the electric field inside the head
resulting from electrode stimulation with a current I. Computation of the actual forward problem
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solution for a specific dipole is then reduced to evaluation of this field and a three-dimensional
inner product. Of course the stimulation problem needs to be solved for many electrode pairs.
If the electrode locations are given by z1, . . . , zn, we can specify z1 as the reference electrode
and n − 1 electrode pairs with z1 remain. Thus, the core computational effort has been once
more reduced from the number of sources to the number of non-reference electrodes, just like in
chapter 3.5.

As opposed to chapter 4.1.1, we are now investigating surface charges on interfaces induced by
electromagnetic stimulation. There are two kinds of surfaces which make up S. The first is the
tissue conductivity boundaries Sc and the second is the electrode surfaces Se themselves as we
model them as having a small extent. Our goal is once more to determine the charge density ρ.
We can then compute the electric field at the dipole locations needed for the reciprocity principle
(Equation 4.12) by making use of Coulomb’s law on S = Sc ∪ Se (Equation 4.1).

No division into primary and secondary field is necessary here. Analogous to the previous model
in chapter 4.1.1 we use Kirchhoff’s local current continuity law (Equation 4.2) and define the
electric field just in- and outside of an intersection as limits. Combining these terms and defining
K as the electric conductivity contrast, we end up with a similar equation only missing the
primary electric field term. We can avoid ε0 and arrive at the following problem at the tissue
boundaries Sc ⊂ S.

Definition 4.1.3 (BEM-FMM integral equation without primary field). We model current con-
tinuity at the tissue boundaries by the equation

ρ(r)− 2K <

∫
S

1
4π

ρ(r′)(r − r′)
|r − r′|3

dr′, n(r) >= 0, (4.13)

for r ∈ Sc.

Furthermore, we have the electrode surfaces Se ⊂ S and would like to model the injected current
I. There are different types of electrodes and resulting equations.[53] For the reciprocity approach
we may use two voltage electrodes with constant applied voltage ±Ve. Carefully note that this
is not the voltage measured at the electrodes due to a cortical source but the stimulation voltage
in the independent problem of determining the electric field E due to electrode stimulation. We
can use Coulomb’s law to determine the voltage at the electrode ek and again solve for ρ

ε0
. At

the stimulation electrodes we obtain the following equation (see [53]).

Definition 4.1.4 (BEM-FMM integral equation at electrodes). For all r ∈ Sek
we have∫

S

1
4π

ρ(r′)
|r − r′|

dr′ = Vk. (4.14)

Vk is the voltage applied at electrode ek, k = 1, 2 and is either Ve or −Ve.

In summary, we have two types of equations on S when using the Helmholtz reciprocity approach:
One on the conductivity boundaries Sc and another at the electrodes Se.

Once we solve this problem for ρ, we have determined the charge distribution resulting from
electrode stimulation with constant voltage Ve. In order to now apply the reciprocity principle
(Equation 4.12), we need to determine the current Ik which is introduced at electrode ek. As
stated in [53], we can do so with the following formula for I.

Definition 4.1.5 (BEM-FMM electrode current). The induced current I at an electrode Sek

can be determined from the electric field E in the direction of the inner normal −n(r) and the
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conductivity inside the tissue the electrode is located at σin(r) by the following equation

Ik =
∫

Sek

− < σinEin(r), n(r) > dr. (4.15)

Here, Ein is the same limit as in Equation 4.5 but without the primary field

Ein(r) =
∫

S

1
4π

ρ(r′)(r − r′)
|r − r′|3

dr′ − 1
2ρ(r)n(r). (4.16)

In conclusion, we have to solve the combination of Definition 4.1.3 and 4.1.4 for ρ. We then derive
the induced current via Definition 4.1.5 and can use Helmholtz reciprocity (Equation 4.12) to
apply the results to different forward problems.

4.2 A Galerkin Approach
In order to be able to deal with the above problems computationally, with primary field or with
electrode stimulation and Helmholtz reciprocity, we need to numerically approximate a solu-
tion not unlike we did with the finite element method in chapter 3.3. This procedure has been
described in all publications about BEM-FMM or their supplements.[53, 55, 54, 56] Mathemat-
ical background is given in standard textbooks about linear integral equations called Fredholm
equations, see for example [63].

We represent the surface S as the union of non-overlapping triangles. Let τ be the set of these
triangles. We then approximate in the finite dimensional space of the functions that are constant
on each triangle.

Vτ = {v|v|T ∈ P 0(T ) for all T ∈ τ}. (4.17)

If τ = {T1, . . . , Tn+m}, the so-called “pulse basis” of this space is simply given by the indicator
functions 1T1 , . . . , 1Tn+m . Here, T1, . . . , Tn denote all triangles belonging to the conductivity
boundaries and Tn+1, . . . , Tm make up the electrode surface Se if the reciprocity approach is
applied. In light of the theory given in [63], we may look at the inner product

< f, g >S=
∫

S

fg dx (4.18)

and apply a Galerkin method using an expansion into pulse basis functions.

4.2.1 Modeling the Source Directly
First, we apply this approach to the integral equation given in Definition 4.1.1. We thus would
like to solve

< ρ(r)− 2K <

∫
S

1
4π

ρ(r′)(r − r′)
|r − r′|3

dr′, n(r) >, g >S=< 2K < Ep(r), n(r) >, g >S . (4.19)

for all g ∈ Vτ . We expand ρ(r) into pulse basis functions ρ(r) =
∑n

i=1 ci1Ti
(r). The above is

equivalent to solving
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∫
S

n∑
i=1

ci1Ti
(r)1Tj

(r) dr −
∫

S

2K <

∫
S

1
4π

∑n
i=1 ci1Ti

(r′)(r − r′)
|r − r′|3

dr′, n(r) > 1Tj
(r) dr

=
∫

S

2K < Ep(r), n(r) > 1Tj (r) dr

(4.20)

for all 1 ≤ j ≤ n. We can reformulate this as

Ajcj −
n∑

i=1
ci

∫
Tj

2K <

∫
Ti

1
4π

(r − r′)
|r − r′|3

dr′, nj > dr =
∫

Tj

2K < Ep(r), nj > dr, (4.21)

where Aj is the area of triangle Tj and nj is its unit outer normal. Dividing by Aj , we end up
with the following system of linear equations.

Lemma 4.2.1. Let the matrix A be defined as

Aji = δij −
1

Aj

∫
Tj

2K <

∫
Ti

1
4π

(r − r′)
|r − r′|3

dr′, nj > dr. (4.22)

Let further b be defined as
bj = 1

Aj

∫
Tj

2K < Ep(r), nj > dr. (4.23)

Then the linear problem
Ac = b (4.24)

is equivalent to solving the problem given in Definition 4.1.1 in the space Vτ via the identification
c 7→

∑n
j=1 cj1Tj

.

Once a solution is found, applying Coulomb’s law to derive the secondary potential resulting
from a cortical source is reduced to the computation of

φs(r) =
n∑

i=1
ci

∫
Ti

1
4π

1
|r − r′|

dr′. (4.25)

4.2.2 Helmholtz Reciprocity
The integral equation without primary field (Definition 4.1.3) only differs in the right-hand side.
The formulation is thus very similar to the above. The integral equation at the electrodes
(Definition 4.1.4) in our Galerkin approach can be written as

∫
S

∫
S

1
4π

∑n
i=1 ci1Ti(r)
|r − r′|3

dr′1Tj (r) dr =
∫

S

Ve1Tj (r) dr (4.26)

for all Tj belonging to the electrode surface Se. This is equivalent to

n∑
i=1

ci

∫
Tj

∫
Ti

1
4π

1
|r − r′|3

dr′ dr = AjVe. (4.27)

We may divide by Aj and end up with the following linear system of equations.
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Lemma 4.2.2. Let the matrix A be defined as

Aji = δij −
1

Aj

∫
Tj

2K <

∫
Ti

1
4π

(r − r′)
|r − r′|3

dr′, nj > dr (4.28)

for 1 ≤ j ≤ n and as
Aji = 1

Aj

∫
Tj

∫
Ti

1
4π

1
|r − r′|

dr′ dr (4.29)

for n < j ≤ n + m. Let further b be defined as bj = 0 for 1 ≤ j ≤ n and as bj = Vk for
n < j ≤ n + m and Tj ⊂ Sek

. Then the linear problem

Ac = b (4.30)

is equivalent to solving the problem given in Definition 4.1.3 and 4.1.4 in the space Vτ via the
identification c 7→

∑n
j=1 cj1Tj

.

Once solved, we derive the induced current at the electrode like in Definition 4.1.5 given by

Ik = −
∑

Tj⊆Sek

(
∫

Tj

< σin

n∑
i=1

ci

∫
Ti

1
4π

(r − r′)
|r − r′|3

dr′, nj > dr − 1
2σinAjcj). (4.31)

We then use Helmholtz reciprocity and find forward solutions by using

V = −1
I

<

n∑
i=1

ci

∫
Ti

1
4π

(x0 − r′)
|x0 − r′|3

dr′, M > . (4.32)

4.3 Computational Details
4.3.1 Use of the Fast Multipole Method
In all of the above equations needed for both approaches, we are tasked with computing Coulom-
bic interaction and need to determine both electric field and potential integrals. We may use
center-point approximations. For the approach with an explicit model of the source, this leads
to approximations of the integrals in Equations 4.22, 4.23 and 4.25. First, we have

(Ac)j =
n∑

i=1
(δij −

1
Aj

∫
Tj

2K <

∫
Ti

1
4π

(r − r′)
|r − r′|3

dr′, nj > dr)ci

= cj −
n∑

i=1

1
Aj

∫
Tj

2K <

∫
Ti

1
4π

ci(r − r′)
|r − r′|3

dr′, nj > dr

≈ cj − 2K <
1

4π

n∑
i=1
i ̸=j

(Aici)(rj − ri)
|rj − ri|3

, nj >,

(4.33)

where ri is the center of triangle Ti. Next, the right-hand side is

bj = 1
Aj

∫
Tj

2K < Ep(r), nj > dr ≈ 2K < Ep(rj), nj > . (4.34)
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The secondary potential is approximated as

φs(r) =
n∑

i=1
(
∫

Ti

1
4π

1
|r − r′|

dr′)ci ≈
1

4π

n∑
i=1

(Aici)
|r − ri|

. (4.35)

Most of the computational effort goes into computing the terms

n∑
i=1

(Aici)
|r − ri|

n∑
i=1
i ̸=j

(Aici)(rj − ri)
|rj − ri|3

.
(4.36)

This is a natural application of the three-dimensional fast multipole method (FMM, see chap-
ter 5). The algorithm approximates particle interaction between a set of sources and targets
in an efficient manner up to a user-specified precision. In the above equation the strengths of
the sources r1, . . . , rn are given by Aici. We assume the charge on triangle Ti to be constant.
The total charge of the triangle is thus Aici and it is then assigned to ri in our center-point
approximation. Using the FMM, the core computational effort can be greatly reduced. Instead
of actually setting up and storing the matrix A, the FMM allows us to execute the matrix-vector
product Ac in a matrix-free fashion. This coupling with the FMM is what makes the BEM-FMM
approach computationally feasible in the first place. It can also be used (see Definition 4.1.2)
for the computation of the primary field Ep, needed for the right-hand side b, and the primary
potential φp which together with the secondary potential φs yields the solution of a forward
problem.

We may also use center-point approximation for the reciprocity approach. The rows 1 ≤ j ≤ n
of the matrix A are the same, only rows n < j ≤ n + m corresponding to electrode triangles
change. For Equation 4.29, we have

(Ac)j ≈
1

4π

n∑
i=1
i ̸=j

(Aici)
|rj − ri|

. (4.37)

Next, the induced current (Equation 4.31) is approximated using

Ik ≈ −
∑

Tj⊆Sek

Ajσin(< 1
4π

n∑
i=1
i ̸=j

(Aici)(rj − ri)
|rj − ri|3

, nj > −1
2cj). (4.38)

Finally, the voltage difference (Equation 4.32) is

V ≈ −1
I

<
1

4π

n∑
i=1

(Aici)(x0 − ri)
|x0 − ri|3

, M > . (4.39)

We can thus once more make use of the FMM for each of these equations in order to compute the
potential or field at a set of targets generated by a set of sources with given source strength.
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4.3.2 Interaction between Near Neighbors
Center-point approximations and the resulting use of the FMM fail if two triangles and their
centers rj , ri are too close. For a preset number of nearest neighbors of a point rj we thus replace
these with more exact terms. This process has been presented in [56].

In the direct approach we make use of a Gaussian quadrature rule for the primary field if the
triangle Tj and the center of the dipole x0+x′

0
2 are too close. This general quadrature rule is

given as convex coefficients λ1p, λ2p, λ3p for p = 1, . . . , k and corresponding weights wp. We then
approximate the primary field in the context of the right-hand side b (Equation 4.23) by

bj = 1
Aj

∫
Tj

2K < Ep(r), nj > dr ≈ 1
Aj

Aj

k∑
p=1

wp2K < Ep(rp
j ), nj > dr, (4.40)

where rp
j is the convex combination λ1px1

j + λ2px2
j + λ3px3

j of the three vertices of triangle Tj .
Note that we multiply by the area Aj as the quadrature rule is normalized to 1. If an evaluation
point rj and the dipole center are too close, we can do the same for the primary potential
(Equation 4.10) which is needed to compute the full potential at rj

φp(rj) = I0

4πσ|rj − x0|
− I0

4πσ|rj − x′
0|
≈

k∑
m=1

wm( I0

4πσ|rm
j − x0|

− I0

4πσ|rm
j − x′

0|
). (4.41)

A similar approach is used in the context of the potential generated by all surface charges.
This is needed when computing the secondary field φs(rj) at a point rj in the direct approach
(Equation 4.25)

φs(rj) =
n∑

i=1
(
∫

Ti

1
4π

1
|rj − r′|

dr′)ci. (4.42)

Now if the target rj and one of the source triangles Ti are too close, center-point approximation
and FMM will not work.

Definition 4.3.1. We assign to each source point ri a set of l nearest neighbors NNh. We then
define the matrix PC as

PCji = − 1
4π

Ai

|rj − ri|
+

k∑
m=1

wm

∫
Ti

1
4π

1
|rm

j − ri|
dr′, (4.43)

if j ∈ NNi and PCji = 0 otherwise.

Now, we can proceed as follows. First, we use center-point approximations for all interactions of
sources ri with the particle rj . We thus compute the full FMM contribution for all sources and
then simply add (PCc)j . This term first subtracts the contribution of the FMM for a few near
sources and then adds a more precise computation of the contribution of Ti to the potential at Tj .
The integral in the above definition can be calculated analytically using the formula described in
[64]. These terms PCji are precalculated for a certain number of near neighbors of each source
point ri. Later, the resulting matrix PC only has to be multiplied with c and added to the
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result of the FMM in order to correct the inaccuracies of center-point approximations for near
neighbors.

The linear equations at the electrode triangles in the reciprocity approach (Equation 4.29) involve
a similar term and we can use PC there as well. If we only use center-point approximation for
the outer integral over Tj but not for the inner integral, we have

(Ac)j =
n∑

i=1
( 1
Aj

∫
Tj

∫
Ti

1
4π

1
|r − r′|

dr′ dr)ci ≈
n∑

i=1
(
∫

Ti

1
4π

1
|rj − r′|

dr′)ci (4.44)

for n < j ≤ n + m. Once more, we can first compute the full FMM before adding PCc in order
to calculate (Ac)j more precisely.

We can follow a similar approach for the normal electric field

1
Aj

∫
Tj

<

∫
Ti

1
4π

(r − r′)
|r − r′|3

dr′, nj > dr. (4.45)

This term is of interest for the matrix vector product Ac for both the direct (Equation 4.22) and
the reciprocity (Equation 4.28) approach. It is also needed for the computation of the current
(Equation 4.31). We see that

1
Aj

∫
Tj

<

∫
Ti

1
4π

(r − r′)
|r − r′|3

dr′, nj > dr = 1
Aj

1
4π

∫
Ti

<

∫
Tj

(r − r′)
|r − r′|3

dr, nj > dr′. (4.46)

We use our Gaussian quadrature for the outer integral and can define the matrix EC.

Definition 4.3.2. We assign to each source point ri another set of l′ nearest neighbors NN ′
h.

We define the matrix EC as

ECji = − <
1

4π

(Aici)(rj − ri)
|rj − ri|3

, nj > + 1
Aj

1
4π

Ai

k∑
m=1

wm <

∫
Tj

(r − rm
i )

|r − rm
i |3

dr, nj > (4.47)

if j ∈ NN ′
i and ECji = 0, otherwise.

The inner integral term in normal direction

<

∫
Tj

(r − rm
i )

|r − rm
i |3

dr, nj > (4.48)

can be computed analytically using [65]. We can now proceed as we did with PC. First, we
compute the normal electric field using the FMM. Then we add the matrix-vector product ECc
which subtracts the FMM results for a few near sources and adds more precise computations
instead. The computation of PC and EC is parallelized using the MATLAB[66] native “parfor”
loop.
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4.3.3 Conservation Laws, Preconditioners and Mesh Refinement
In the direct approach, the global charge conservation law must be upheld. It states that

∫
S

ρ(r) dr = 0. (4.49)

This is not explicitly implemented in our integral equation. Instead, [55] reports that a normal-
ized version

1
|S|

∫
S

ρ(r) dr = 0 (4.50)

is added to the main equation in the following form. Let w be a weighting scalar (usually set to
0.5), then instead of solving Ac = b we solve

Ac + w
1∑n

i=1 Ai

n∑
i=1

Aici = b. (4.51)

In the case of the reciprocity approach we would like to enforce the global Kirchhoff’s current
conservation law as is stated in [53]. We have derived a way to compute the total current of an
electrode in Defininition 4.1.5 and Equations 4.31 and 4.38 with correction by using PC. These
ideas can also be used for the following. Instead of solving Ac = b, we solve

Ac + w
1∑n+m

i=n+1 σini
Ai

2∑
k=1
−Ik = b. (4.52)

For the reciprocity approach, a preconditioner matrix is applied to the m equations formulated
at the electrodes (Equation 4.29).[53] This m×m matrix is simply defined as the matrix

Mji = 1
Aj

∫
Tj

∫
Ti

1
4π

1
|r − r′|

dr′ dr. (4.53)

This is exactly the matrix which would result if we would only have electrode surfaces. M is
computed using center-point approximation and more precise terms for near neighbors.

Finally, when the triangles belonging to electrodes are chosen, these are refined by adding nodes
at the centers of the three edges and connecting them to each other with new edges. One triangle
is thus refined into 4 triangles. The mesh is also refined in the same manner if tissue boundaries
are too close to each other.

All of this has been implemented in MATLAB[66], except for the FMM (see chapter 5), and
the MATLAB native generalized minimum residual method is used to solve the linear system.
Examplary code for the direct approach can be found at a GitHub repository[67] and for the
reciprocity approach at a Dropbox folder[68].
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Chapter 5

The Fast Multipole Method

We are interested in the pairwise interaction of a large set of particles. Namely, we would like to
evaluate

Φ(ri) =
N∑

j=1
j ̸=i

qj
1

|ri − rj |
(5.1)

and in our case especially its gradient field for all i = 1, . . . , N . This is an application in the
context of electrostatics, but particle interaction is a common problem in computational physics.
The above can also be seen in the context of gravitation with qj being the (always positive) mass
of a body located at rj . There exist further, similar N -body problems with other interaction
kernels than this one. They all share a common obstacle.

If one follows the notation of Equation 5.1 and uses the canonical method of computing the inter-
action exactly like it is written down, the effort is of the order O(N2) (see any standard textbook
for details on the big O Landau notation). The fast multipole method (FMM) provides an effi-
cient way to approximate these interactions up to a requested precision and is used excessively
in many different fields. It is based on a far field approximation and hierarchical decomposition
of the domain. The FMM was first introduced by Leslie Greengard and Vladimir Rokhlin Jr.
in 1987[69] and has been named as one of the top ten algorithms of the 20th century alongside
methods like Krylov subspace approximations or Quicksort by SIAM editors[70]. There exists a
variety of lectures and literature on the method and further improvements have been made until
this day (e.g. [71]). The following chapter is oriented after [72, 73, 69].

We start this chapter by motivating and deriving the conceptual idea behind the fast multipole
method with the aid of a simplified, examplary far field approximation without mathematical
background or error bounds. The second part then deals with the analytical machinery necessary
for a more precise approximation using multipole expansion and actual error bounds. We modify
the algorithm according to these details and arrive at the FMM. We conclude with a few notes
about computational bottlenecks and improvements made on the original method presented
here.

41
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5.1 The Concept
Our goal is to evaluate a function of the form

Φ(yi) =
N∑

j=1
qjK(rj , yi) (5.2)

with K being an interaction kernel. Oftentimes, sources ri and targets yj equal as is the case
with BEM-FMM. In the following, we assume sources and targets to be equal but only minor,
obvious modifications are necessary for (partially) different sets.

A key idea behind the fast multipole method is far field expansion. The kernel K(rj , ri) can
be written as a series if there is a certain distance between sources rj and targets ri. By only
using a number of expansion terms it can then be approximated by a finite sum of the form∑p

k=1 fk(rj)gk(ri) with error bounds depending on the number of terms p. As the terms for
sources and targets are now split, the terms for clusters of sources can be grouped together and
their influence on distant targets calculated as one. Of course, this only holds for far fields and
we will need to think of a clever way to determine these clusters and their pairwise influence on
another.

Before diving into mathematical details, analytic considerations and error bounds for the FMM,
we would like to motivate and derive the algorithmic concept behind it in a simplified setting.
For this, we will use an unprecise far field approximation which consists of only one term.

B A

Figure 5.1: The far field interaction of all sources contained in box B with all targets in a
sufficiently distant box A.

Let us start with the setting depicted in Figure 5.1. Please note that the figures in this chapter
are two dimensional and we are mainly interested in a three dimensional FMM in the context of
BEM-FMM. A and B are two boxes sufficiently distant so that we can use our approximation.
Box B contains a set of sources and we would like to determine their interaction with all targets
contained in box A, i.e.

∑
rj∈B

qjK(rj , ri) (5.3)

for all ri ∈ A. The simplified far field approximation from the viewpoint of A now consists in
representing the cluster of all sources rj ∈ B with loads qj as one total charge qB =

∑
rj∈B qj

located at the center rB of B. Furthermore, we evaluate the far field at the center rA and not at
the target locations rj ∈ A. We thus approximate Equation 5.3 by
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qBK(rB, rA). (5.4)

This approximation reduces the number of operations for the interaction from B to A from
O(NBNA) to O(NB+NA), where NB, NA denote the number of particles in B and A, respectively.
First, we compute qB and then we assign the far field approximation to each rj ∈ A. How can
we translate this idea to a set of particles, which are neither guaranteed to have a sufficient
distance nor can we distinguish between sources and targets as all particles serve as both to one
another?

Level 0

(a)

Level 1

(b)

Level 2

(c)

Figure 5.2: The domain is hierarchically partitioned into boxes of decreasing size. (a) The level
0 box contains all particles. (b) and (c) All boxes are divided into subboxes with each refinement
step.

The central idea is to cluster particles at different levels of refinement by using a hierarchical
decomposition of the domain as illustrated in Figure 5.2. Interactions between clusters with
sufficient distance can then be computed as described above and only interactions between near
particles need to be handled directly. With each refinement step of the boxes, a greater part of
the interaction can be calculated by using far field approximation.

At refinement level 0 we only have one box which contains all particles (Figure 5.2a). Refinement
level l + 1 is obtained from level l by dividing each box into 8 equal parts (4 parts in two
dimensions). This process yields refinement levels 1 and 2 as illustrated in Figure 5.2b and
Figure 5.2c.

At level 0 we only have one box. At level 1 all boxes are close to one another and we make the
following definition.

Definition 5.1.1 (Near neighbor). If two boxes are at the same refinement level and share a
boundary point, we call them near neighbors. A box is a near neighbor to itself.

The interaction between near neighbors can not be approximated using the far field. We thus
refine all boxes again and now have boxes which are not near neighbors.

Definition 5.1.2 (well seperated). If two boxes are at the same refinement level and are not
near neighbors we call them well seperated.

The particles contained in two well seperated boxes have a distance of at least the edge length of
the box and we make use of the far field approximation. First, we compute the total charge qB
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A

Level 2

(a)

A

Level 3

(b)

Figure 5.3: (a) Near neighbors of A are white, while well seperated boxes are marked light gray.
(b) Near neighbors of A are white, the interaction list is marked light gray and the dark gray
boxes have been considered at the previous refinement level.

for every box B at refinement level 2. Given a particle in a box A at level 2, we can now sum the
far fields qBK(rB, rA) for all B that are well seperated from A. Figure 5.3a illustrates this. We
now have taken care of the interaction with all particles in boxes marked light gray. This can be
done for every box A at level 2. How do we proceed with the remaining interactions?

Of course, we refine into subboxes again. Once more, we calculate qB for every box B at refine-
ment level 3. Looking at a particle in a level 3 box A, some of the other particles are contained
in near neighbors, some have been taken care of at level 2, but there remains a set of boxes which
are now newly well seperated.

Definition 5.1.3 (interaction list). The interaction list of a box A is the set of subboxes of near
neighbors of A’s parent which are well seperated from A.

An interaction list is illustrated in Figure 5.3b and contains exactly the boxes with new far fields
we can now add. They are well seperated and have not yet been taken into account as they were
too close in previous levels. For each particle in a box A at level 3 we thus add the far fields
qBK(rB, rA) of all B in the interaction list of A. We now have taken care of all interactions by
third-level well separated boxes B for all particles.

This can be repeated for each refinement step, and by iterating over all levels from coarse to
fine partitions, we have found a way to compute most of the interactions by means of far field
approximations. At the end, we will have to add the exact interaction with the remaining
particles. The resulting algorithm is stated in Algorithm 1.
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Algorithm 1 The O(N log N) algorithm
// Compute the total load for every box
for l = 2, . . . , lmax do

for boxes B on refinement level l do
qB ←

∑
rj∈B qj

end for
end for

// Consider all far field interactions
for l = 2, . . . , lmax do

for boxes A on refinement level l do
for boxes B in interaction list of A do

for particles ri in A do
Φ(ri)← Φ(ri) + qBK(rB, rA)

end for
end for

end for
end for

// Add exact interaction with near particles
for boxes A on refinement level lmax do

for particles ri in A do
for particles rj in near neighbors of A do

Φ(ri)← ΦA + qjK(rj , ri)
end for

end for
end for

Let us analyse the computational difficulty of this algorithm. First, we have O(Nlmax) operations
for computing all total loads. Each particle is contained in exactly one box and thus each of
the N particles is considered once at each of the lmax − 1 refinement levels. For the far field
interactions, we note that there is a constant number bounding the size of all interaction lists
(189 in three dimensions). At each refinement level, we look at each particle and compute the
far field interaction with all boxes in the interaction list. This code block thus runs at a cost
of O(Nlmax). As a last step, the interaction with the remaining, near particles needs to be
assessed. In three dimensions, a partition of a box yields 8 subboxes. Thus, at level n we have 8n

boxes. Assuming for now a fairly homogeneous distribution of points, we may use lmax = log8 N
refinement levels and see that we end up with N leaf-boxes (a box without subboxes). At the
last level, each box only contains O(1) particles. As the number of near neighbors is bounded by
27, the last step runs in O(N). In conclusion, Algorithm 1 is of complexity O(N log N).

This can be further improved. We observe that if B1, . . . , B8 are the subboxes of B then qB =
qB1 + · · · + qB8 . We can derive the total load of B with 8 operations from the loads of its
subboxes. Our new approach consists of starting with qB for all the leaf-boxes. Then we iterate
over all levels from finest to coarsest and derive qB from its subboxes which were computed in
the previous step. At the finest level, we have an effort of O(N) as each particle is considered
once. At a coarser level l, we have 8l boxes each with 8 subboxes. Now
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O(
log8 N−1∑

l=2
8l+1) = O(N). (5.5)

We turn to the far field interactions. As they are constant per box A, we could assign them to
the target boxes on each refinement level instead of the particles. We have 8l boxes per level l
with bounded interaction lists plus one parent box and as we just saw this results in a complexity
of O(N). Let us summarize this modified algorithm.

Algorithm 2 The O(N) algorithm
// Compute the total load for every leaf-box
for boxes B on refinement level lmax do

qB ←
∑

rj∈B qj

end for

// Compute the total load for every box
for l = lmax, . . . , 2 do

for boxes B on refinement level l do
qB ←

∑
subboxes B’ of B qB’

end for
end for

// Consider all far field interactions per box
for l = 2, . . . , lmax do

for boxes A on refinement level l do
ΦA ← Φparent of A
for boxes B in interaction list of A do

ΦA ← ΦA + qBK(rB, rA)
end for

end for
end for

// Assign far field and near interaction to actual particles
for boxes A on refinement level lmax do

for particles ri in A do
for particles rj in near neighbors of A do

Φ(ri)← ΦA + qjK(rj , ri)
end for

end for
end for

Finally, we have derived an algorithm with a computational effort of O(N). Of course our
approximation by the center point and the sum of loads is not precise. It only served as a simpli-
fication in order to make the algorithm itself and the motivation behind it easier to understand
and allowed us to leave out difficult and long mathematical specifics. We will use a different
approximation in the mathematical derivation following in the next chapter allowing us to derive
error bounds and arbitrary precision. We will also need to modify Algorithm 2 at a few points
due to the more complicated nature of the far field approximation but the key ideas remain the
same.
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Usually, the distribution of particles is not homogeneous as is the case in our application. We can
modify the refinement tree in such a way that only those boxes are divided that contain a large
number of particles. Resulting empty boxes are forgotten. The description is more involved
as for example non-refined boxes need to be considered as near interaction even though they
are on another refinement level, but the computational efficiency is retained.[74] Actually, there
exist methods in competition of FMM concerning runtime in homogeneous settings, but the fast
multipole method has few competitors for non-uniform distributions.

5.2 Mathematical Details
We are interested in a far field approximation of the electric potential. Given two particles, the
interaction kernel is

K(rj , ri) = 1
|ri − rj |

. (5.6)

We would like to derive a series expansion of this kernel. Let us write the particle locations ri

in spherical coordinates (λi, αi, βi). Now

|ri − rj |2 =< ri, ri > + < rj , rj > −2 < ri, rj >= λ2
i (1 + λj

λi

2
− 2λj

λi

< ri, rj >

λiλj
). (5.7)

We define x = λj

λi
and y = <ri,rj>

λiλj
and are now faced with the term

1
λi

1√
(1 + x2 − 2xy)

. (5.8)

The theory of the Legendre Polynomials Pn, n = 0, 1, . . . , provides us with the means of expand-
ing this into a power series of x.[75] For |x| < 1, i.e. for targets ri further away from zero than
all sources rj , we have

K(rj , ri) = 1
λi

∞∑
n=0

Pn(y)xn =
∞∑

n=0
Pn(y)

λn
j

λn+1
i

. (5.9)

The condition |rj | = λj < λi = |ri| needed for this series expansion reflects our aspiration of
finding a far field representation but unfortunately this expansion does not meet our needs. The
term y depends on both sources and targets. The theory of the Laplace equation, also known
as the potential equation, deals with spherical harmonics Y m

n , n = 0, 1, . . . and m = −n, . . . , n.
For further details see any standard textbook, for example [75], and of course the original work
on the fast multipole method[73]. Important for us is that spherical harmonics enable us to split
sources from targets using the addition theorem for Legendre Polynomials. It states that for
ri, rj in spherical coordinates as above, we have

Pn(y) = Pn(< ri, rj >

λiλj
) =

n∑
m=−n

Y −m
n (αj , βj)Y m

n (αi, βi). (5.10)
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We can plug this into Equation 5.9 and end up with the desired expansion. For now we have
looked at a source rj centered at zero and a target ri with |ri − 0| > |rj − 0|. For the fast
multipole method we are interested in a far field expansion at the center rB of a box of sources.
The following theorem summarizes our efforts and provides error bounds for approximations.
The series we have derived is called multipole expansion. In the following we will only state the
necessary mathematical tools needed for the FMM and proves of the theorems can be found for
example in [73].

Theorem 5.2.1 (Multipole expansion). Let charges q1, . . . , qk be located at r1, . . . , rk with
|rj − rc| < R for a center point rc. Let rj − rc be given by (λj , αj , βj) in spherical coordinates.
Given any target point of interaction rt with |rt − rc| > R and rt − rc given by (λt, αt, βt) in
spherical coordinates, we have

Φ(rt) =
k∑

j=1
qj

1
|rt − rj |

=
∞∑

n=0

n∑
m=−n

Mm
n Y m

n (αt, βt)
1

λn+1
t

(5.11)

with

Mm
n =

k∑
j=1

qjY −m
n (αj , βj)λn

j . (5.12)

If we approximate the series using p ≥ 1 terms, we have an error bound of

|Φ(rt)−
p∑

n=0

n∑
m=−n

Mm
n Y m

n (αt, βt)
1

λn+1
t

| ≤
∑k

j=1 |qj |
λt −R

(
R

λt

)p+1
. (5.13)

We note that multipole expansion is only valid outside a ball BR(rc) containing all sources
r1, . . . , rk. We have control over the approximation error via Equation 5.13. Important parame-
ters are the relative distance of sources and targets, expressed in the factor R

λt
and the number

of terms p. In chapter 5.1, we used far field approximation for all boxes well separated. If d is
the edge length of a box B at a certain refinement level, then a ball of radius

√
3d
2 around rB is

needed to enclose the box. In this setting, the distance factor R
λt

between sources and targets is
bounded by

√
3

3 as 3d
2 is the shortest distance possible between rB and a target. Now if a certain

precision of our computation ε is required, we can choose p = ⌈− log√
3 ε⌉ and thus guarantee an

error bound

(
R

λt

)p+1
≤
√

3
3

p

= ε. (5.14)

In analogy to Algorithm 1 this is all that is needed for an O(N log N) algorithm. We summarize
in Algorithm 3.

We note that the computational effort of addition of the loads has now risen to operations for
n = 0, . . . , p and m = −n, . . . , n. This is also the case in the second code block which folllows
the approximation from Equation 5.13. We see that the overall complexity of the algorithm is
given by O(p2N log N).
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Algorithm 3 The O(N log N) multipole algorithm
// Compute the multipole expansion for every box
for l = 2, . . . , lmax do

for boxes B on refinement level l do
Compute Mm

n for n = 0, . . . , p and m = −n, . . . , n centered at cB for all particles
contained in B after Equation 5.12 .

end for
end for

// Consider all far field interactions
for l = 2, . . . , lmax do

for boxes A on refinement level l do
for boxes B in interaction list of A do

for particles ri in A do
Add to Φ(ri) the p-term multipole approximation of B centered at cB
like in Equation 5.13.

end for
end for

end for
end for

// Add exact interaction with near particles
for boxes A on refinement level lmax do

for particles ri in A do
for particles rj in near neighbors of A do

Φ(ri)← Φ(ri) + qj
1

|ri−rj |
end for

end for
end for
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We would like to improve this as we have done with Algorithm 2, but need additional analytical
machinery. We started by computing representations of the far field from the leaf-boxes. Then
we only need to accumulate the representations of the subboxes at level l + 1 in order to obtain
a representation at level l. Given the multipole terms Mm

n for a box at level l + 1, we first need
to shift the multipole representation to the center of the parent box at level l before we can add
them all together.

Theorem 5.2.2 (Translation of a multipole expansion). Let charges q1, . . . , qk be located at
r1, . . . , rk with |rj − rc| < R for a center point rc. Let further the interaction with any target
point rt outside the source ball, i.e. |rt − rc| > R with rt − rc = (λt, αt, βt), be given by the
multipole expansion

Φ(rt) =
∞∑

n=0

n∑
m=−n

Mm
n Y m

n (αt, βt)
1

λn+1
t

(5.15)

as in Theorem 5.2.1. We can translate this into a multipole expansion at r′
c valid outside of

BR′(r′
c) with R′ = R + |rc− r′

c|. For any point rt outside of this sphere with rt− r′
c = (λ′

t, α′
t, β′

t)
we have

Φ(rt) =
∞∑

n=0

n∑
m=−n

Km
n Y m

n (α′
t, β′

t)
1

λ′n+1
t

. (5.16)

The new coefficients Km
n are given by

Km
n =

n∑
j=0

j∑
l=−j

Mm−l
n−j i|m|−|l|−|m−l|Al

jAm−l
n−j λj

cY −l
j (αc, βc)

Am
n

(5.17)

with rc − r′
c = (λc, αc, βc) and

Al
j = (−1)j√

(j − l)!(j + l)!
. (5.18)

Finally, we have an error bound for an approximation with p ≥ 1 of

|Φ(rt)−
p∑

n=0

n∑
m=−n

Km
n Y m

n (α′
t, β′

t)
1

λ′n+1
t

| ≤
∑k

j=1 |qj |
λ′

t −R′

(
R′

λ′
t

)p+1
. (5.19)

We see that it is not necessary to compute the multipole far field approximation centered in r′
c by

considering all particles following Theorem 5.2.1. Instead, we can shift the multipole expansion
in rc without a loss in precision (compare Equation 5.19 and Equation 5.13). The process of
calculating Km

n from Mm
n by using Equation 5.17 takes O(p4) operations. We are now able to

compute the multipole terms for each box at all levels representing its far field by translation of
the terms Mm

n of all 8 subboxes and addition of the resulting terms Km
n .

In Algorithm 2, we looked at each box and accumulated all far fields of this target box as a next
step. The multipole expansion however is a representation depending on the source box as we
use its center as a reference point. Given a target box A and different source boxes B and B’
whose far field we would like to assign to A, how do we represent the added far field in a compact
manner connected to A? We need a way to convert a multipole expansion into a local expansion
in A.

Theorem 5.2.3 (Conversion of a multipole into a local expansion). Let charges q1, . . . , qk be
located at r1, . . . , rk inside a sphere BR(rc) with a corresponding multipole expansion as in The-
orem 5.2.1. If r′

c is the center of a target region and |rc − r′
c| > (c + 1)R with c > 1, then this
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multipole expansion is valid inside the ball BR(r′
c). We can describe the potential in BR(r′

c) for
rt − r′

c = (λt, αt, βt) using the local expansion

Φ(rt) =
∞∑

n=0

n∑
m=−n

Lm
n Y m

n (αt, βt)λn
t . (5.20)

The coefficients Lm
n are given by

Lm
n =

n∑
j=0

j∑
l=−j

M l
ji|m−l|−|m|−|l|Al

jAm
n Y l−m

n+j (αc, βc)
(−1)jAl−m

n+j λn+j+1
c

(5.21)

with rc − r′
c = (λc, αc, βc) and Al

j like in Theorem 5.2.2. Furthermore, we have for any p ≥ 1

|Φ(rt)−
p∑

n=0

n∑
m=−n

Lm
n Y m

n (αt, βt)λn
t | ≤

∑k
j=1 |qj |

cR−R

(
1
c

)p+1
. (5.22)

We can now pick one target box A, compute the coefficients Lm
n for every B in the interaction

list of A and add them together. This leads to a compact local representation of the far field
created by all particles contained in the interaction list of A. The computational effort is of the
order O(p4) for one pair of source and target box. If d is the edge length of the boxes, a ball of
radius

√
3d
2 around their center is needed to cover them. If two boxes are only separated by one

shared near neighbor, the distance between their center points can be as small as 2d and thus
c < 4√

3 − 1. The approximation error thus only decays with a worst case rate of about
( 3

4
)p

instead of
(√

3
3

)p

like the multipole expansion.

In order to represent the total far field of a target box A and not only that of its interaction
list, we also need to think of the interaction lists of As predecessor (parent, parent’s parent,
. . . ). Their far fields were passed on to their subboxes in Algorithm 2. The local expansion from
Theorem 5.2.3 and its compact representation as terms Lm

n is valid in subboxes as well but is
not expressed in the center of it. We also need to be able to translate the local expansion.

Theorem 5.2.4 (Translation of a local expansion). Let a local expansion centered in rc be given
by

Φ(rt) =
p∑

n=0

n∑
m=−n

Lm
n Y m

n (αt, βt)λn
t (5.23)

for rt− rc = (λt, αt, βt). We can shift this representation to the origin r′
c. If rt− r′

c = (λ′
t, α′

t, β′
t)

then

Φ(rt) =
p∑

n=0

n∑
m=−n

Km
n Y m

n (α′
t, β′

t)λ′n
t (5.24)

with coefficients

Km
n =

p∑
j=n

j∑
l=−j

Ll
ji|l|−|l−m|−|m|Al−m

j−n Am
n Y l−m

j−n (αc, βc)λj−n
c

(−1)j+nAl
j

(5.25)

with rc − r′
c = (λc, αc, βc) and Al

j like in Theorem 5.2.2.
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Algorithm 4 The fast multipole method
// Compute the multipole expansion for every leaf-box
for boxes B on refinement level lmax do

Compute Mm
n for n = 0, . . . , p and m = −n, . . . , n centered at cB for all particles

contained in B after Equation 5.12 .
end for

// Compute the multipole expansion for every box
for l = lmax, . . . , 2 do

for boxes B on refinement level l do
Compute Km

n for n = 0, . . . , p and m = −n, . . . , n centered at cB after Equation 5.17
resulting from all 8 subboxes of B and add them together.

end for
end for

// Compute the local expansion of the far field for every box
for l = 2, . . . , lmax − 1 do

for boxes A on refinement level l do
Initialize the local expansion terms of A with the translated terms Km

n

of As parent after Equation 5.25.
for boxes B in interaction list of A do

Compute Lm
n for n = 0, . . . , p and m = −n, . . . , n centered at cA

after Equation 5.21 from the multipole expansion terms Mm
n of B

and add them to the local expansion terms of A.
end for

end for
end for

// Assign far field and near interaction to actual particles
for boxes A on refinement level lmax do

Set the local expansion terms of A to the translated terms Km
n

of As parent after Equation 5.25.
for particles ri in A do

Assign the far field of ri to Φ(ri) using the local expansion of A after Equation 5.20
for particles rj in near neighbors of A do

Φ(ri)← Φ(ri) + qj
1

|ri−rj |
end for

end for
end for
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Here, we only rewrite a truncated series expansion inside its region of convergence. The error
bounds from Theorem 5.2.3 are thus still valid. The operation count for one of these transla-
tions is again O(p4). Let us summarize the resulting algorithm, the fast multipole method, in
Algorithm 4.

Finally, this is the original fast multipole method. As the number of terms p is derived from the
required precision ε, it is fixed. Of course, the actual runtime heavily depends on constant factors
like p and the number of boxes in an interaction list and a few comments are necessary. First
of all, the number of p2 terms needed as a compact representation both for multipole and for
the local expansion and the resulting effort for translation and conversion of multipole into local
expansion of p4 can be quite high depending on p. Also, the interaction list of up to 189 boxes is
larger than for example in two dimensions. The most crucial computational bottleneck however
is the rate of decay of the approximation error. The multipole expansion leads to a worst case
rate of decay of

(√
3/3
)p but for the local expansion we can only assume about

( 3
4
)p. This is

because we need to consider the smallest distance between the two balls enclosing two boxes A
and B where B is in As interaction list. For the multipole expansion the distance between the
ball enclosing B and the box A itself sufficed.

There are different approaches handling this complication. The original fast multipole method[69]
not only excluded near neighbors from the interaction list but also second near neighbors, i.e.
the near neighbors of near neighbors. Although this leads to an increased distance and therefore
a better rate of decay for the error bound in p, there are now up to 125 near and second near
neighbors and the interaction list grows up to 875 entries. Newer approaches try to reduce the
high cost for the multipole to local conversion. For example, one can rotate the coordinate
system, convert the expansion and then rotate back to the original system making use of a
simpler conversion along the z-axis. Later approaches combine multipole expansion with plane
wave expansion.[72]

In many applications and especially in the context of the BEM-FMM we are not only interested
in the electric potential Φ but also the electric field. We need to compute the gradient field of
Φ as well. Fortunately, we need not rely on numerical differentiation as we have expressed the
far field as a local expansion in Equation 5.20. Partial derivatives of the terms are available
analytically and additionally we obtain error bounds for ∇Φ of exactly the same form as for
Φ.

This concludes the chapter on the fast multipole method. The FMM library currently used in
the BEM-FMM implementation is that of the Flatiron Institute and further information can be
found in its documentation.[76]
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Chapter 6

Comparison Studies of DUNEuro
and BEM-FMM

Early numerical approaches to the forward problem were based on boundary element methods,
see for example [59]. Different formulations have been derived since then, for example the
mono- and double layer BEM and the symmetric BEM. Most BEM approaches are based on the
assumption that the head is an isotropic volume conductor with nested shells of homogeneous
tissues. Although modifications of these approaches for more complicated geometries do exist,
finite element methods were introduced as they easily allow for arbitrary geometries with isotropic
or even anisotropic conductivity. One drawback used to be the higher computational effort of
FEM in comparison with BEM. This prevented the use of FEM as a realistic alternative to
BEM until the early 2000s. An overview, evaluation and discussion of many boundary and
finite element approaches can be found in [13]. Comparison studies of different BEM and FEM
approaches followed, see for example [37, 77, 78].

In this work, we have seen a new boundary element formulation, the BEM-FMM. This method
is presented as an alternative to FE methods that is able to deal with complicated geometries
in recent publications. Comparison studies with different finite element implementations were
concluded as showing good results.[56, 53, 57, 79].

Before we compare BEM-FMM with DUNEuro with different testbeds, we first summarize a
few differences of theoretical nature. Of course, the boundary element method BEM-FMM is
surface-based while the finite element implementation DUNEuro is volume-based. This results in
large DUNEuro stiffness matrices as opposed to the system matrix of BEM-FMM. For example,
in a multi-layer sphere model with realistic mesh resolution (see the first comparison) the FEM
matrix has 222 thousand degrees of freedom while the BEM matrix only has 163 thousand. Of
course, this imbalance is mitigated when we move to a realistic head geometry. The folded
structure of the brain results in more surface area and thus more degrees of freedom for the
BEM-FMM matrix. It has 841 thousand degrees of freedom for the model of the second study
while the FEM matrix has 848 thousand. It is important to note that the latter is very sparse
while we can not expect the former to have any zero entries. For example, DUNEuro reports only
12.5 million non-zero entries in the second study. We add that in both cases the matrices are
never actually constructed but are applied as matrix-free operators. The fast multipole method
is what drives this operation at the core of BEM-FMM and speeds up the computation.
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We apply linear ansatz functions in DUNEuro while only constant ansatz functions are used in
BEM-FMM. It is reported that the latter corresponds to the former and no accuracy is lost as
one solves for the potential and the other for the charge distribution.[56] It should be noted that
the current implementation of BEM-FMM is in MATLAB and does not include highly optimized
linear solvers, preconditioners, parallelization and vectorization like the computationally efficient
C++ code of DUNEuro does. In this aspect, we expect an advantage of DUNEuro and the
underlying well-developed and maintained DUNE library. The FMM library on the other hand,
which sits at the core of BEM-FMM, is efficiently implemented in FORTRAN and does make
use of parallelization and vectorization.

Information on the DUNEuro toolbox, download, compilation, and usage can be found in [11].
A version of the direct BEM-FMM approach can be found on GitHub under [67] and an example
using the reciprocity approach at [68]. As all studies were run on an OS with a Linux-kernel,
we had to recompile the FMM implementation from [76] and used the “FAST_KER” option.
Experiments were run on a machine with 80 Intel Xeon Gold 6148 processors running at 2.4
GHz. If not stated otherwise, all methods have been given access to all 80 cores.

Two difference measures are used. As we are interested in the EEG measurements and will make
use of the transfer matrix and the reciprocity approach respectively, we only need to compare
potential vectors representing the voltages at the electrodes. Of course, the same reference
electrode must be used for the methods in question.

Definition 6.0.1 (Relative difference measure). The relative difference measure (RDM) between
two potential vectors V, V ′ is defined as

RDM(V, V ′) = 50 || V

||V ||2
− V ′

||V ′||2
||2. (6.1)

The RDM measures the potential distribution difference . As both vectors are normalized, the
magnitude does not play a role. Only the distribution of potential at the evaluation points which
the entries of V, V ′ represent is compared. It is scaled by 100 and divided by 2 and is thus stated
in percent in a range between zero and 100. The optimal value, if and only if both potential
vectors are the same, is zero.

Definition 6.0.2 (Magnitude measure). The magnitude measure (MAG) between two potential
vectors V, V ′ is defined as

MAG(V, V ′) = log( ||V ||2
||V ′||2

). (6.2)

The magnitude measure is the complement to the RDM. It only measures the relative difference
in magnitude between the two potential vectors. It is symmetric around zero and unbounded to
both sides. The optimal value is zero.

In the following, we will look at two comparison studies. The first was conducted using a multi-
layer sphere model while the second was computed on a realistic head model.
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6.1 A Multi-layer Sphere Model
The first comparison study of BEM-FMM and DUNEuro is conducted on a multi-layer sphere
model. We assume the head to consist of layered, nested, concentric, non-touching spheres of
different tissues with homogeneous and isotropic conductivities per layer. Of course, it does
not take into consideration effects of the complicated geometry of the brain, but it is a popular
testbed as an analytical solution to the forward problem does exist for this case. The method
described in [80] is implemented in the BEM-FMM software and was used to compute analytical
solutions both numerical solutions could be compared with. Four layers of spheres of different
radii represent brain, cerebrospinal fluid (CSF), skull, and skin, each with a different conductivity.
Figure 6.1 illustrates this while Table 6.1 shows the specifications. This 4-layer sphere model is
adopted for example from [24].

Compartment Radius (mm) Conductivity (S/m)
Brain 78 0.33
CSF 80 1.79
Skull 86 0.01
Scalp 92 0.43

Table 6.1: A spherical multilayer head model.

Figure 6.1: Illustration of the 4-layer sphere model and the conductivites of the different tissues.

We created this sphere model in the scripting language of the open source 3D finite element mesh
generator Gmsh[81] and exported two- and three-dimensional simplical meshes. The meshing
process first computes triangulations of the boundaries between the layers as well as of the outer
boundary before the tetrahedralization. This means that the triangles computed as surface
meshes at the tissue boundaries are facets of tetrahedra on both sides and there is a coupling
between surface and volume meshes. Different mesh resolutions were requested in order to
investigate and compare convergence of the approaches at hand. The quality of the meshes was
assessed with DistMesh[82]. It computes the radius of the largest circle contained in a triangle
or tetrahedron and that of the smallest circumscribed circle. The quality measure is the ratio of
these two radii and is scaled so that the optimal value is 1 while the lower bound is 0. Table 6.2
contains more information about the meshes. Both edge length and quality were averaged over
all elements contained in the respective mesh. Figure 6.2 shows the surface mesh of the skin
layer at resolutions corresponding to the first and third data column in the table.
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#Vertices 2D 11007 21157 42185 81355 155734 347050 779874
#Triangles 21998 42298 84354 162694 311452 694084 1559732
#Vertices 3D 16037 34437 94223 222009 555289 1814373 6025120
#Tetrahedra 86110 187442 527617 1260507 3194545 10594864 35533997
Edge Length 2D 6.1306 4.4188 3.1283 2.2521 1.6277 1.0900 0.7271
Edge Length 3D 7.2110 5.6161 3.9577 2.9886 2.1892 1.4684 0.9828
Quality 2D 0.9843 0.9882 0.9896 0.9913 0.9919 0.9933 0.9939
Quality 3D 0.8029 0.8081 0.8343 0.8305 0.8379 0.8417 0.8446

Table 6.2: Details about the 4-layer sphere meshes.

(a) (b)

Figure 6.2: Different resolutions of skin surface meshes corresponding to first and third column
in Table 6.2.
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Next, a realistic number of 75 electrodes[83, 84] was distributed on the outermost surface. These
can be seen imprinted on the skin surface by the BEM-FMM software in Figure 6.3. They are
approximately equi-distant from each other and were created using [85]. We considered sets of
dipolar sources at different radii, as the forward problem is more complicated to solve when the
source is close to a conductivity boundary. The eccentricity of a source is measured as the ratio
of the radius the source is located at and the radius of the boundary between brain and CSF.
At each eccentricity presented in Table 6.3 we placed sets of 1.000 sources, once radial and once
tangential. Per set, the sources have been distributed uniformly at random using [86] in order
to rule out advantages for any method. Unit magnitude was assigned to each dipole.

Figure 6.3: Triangles on the skin surface are assigned to electrodes by BEM-FMM.

Radius 8 28 48 68 73 74 75 76 77 77.5 77.75
Seperation 70 50 30 10 5 4 3 2 1 0.5 0.25
Eccentricity 0.1 0.36 0.62 0.87 0.94 0.95 0.962 0.974 0.987 0.9936 0.9968

Table 6.3: Radius, separation and eccentricity of the sets of sources.

In this study, a high number of sources in comparison with electrodes has been used. Thus,
the transfer matrix and the reciprocity approach were applied. The DUNEuro linear solver was
supplied with the following parameters.
maxit = 1000
reduct i on = 1e−14

Listing 6.1: DUNEuro linear solver parameters

We have used the following additional parameters for the Saint Venant approach implemented
in DUNEuro. More information on these can be found at [87].
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numberOfMoments=3
re f e r enceLength =20
weightingExponent=1
r e l a x a t i o n F a c t o r=1e−6
mixedMoments=True
r e s t r i c t=True
i n i t i a l i z a t i o n=c l o s e s t _ v e r t e x

Listing 6.2: Saint Venant parameters

We have also included the parameters for BEM-FMM. Explanations are given as comments.
% Parameters f o r l i n e a r system Ac = b
i s _ r e f i n e _ e l e c t r o d e s = true ; % Ref ine t r i a n g l e s be long ing to e l e c t r o d e s
i s _ r e f i n e _ i n n e r _ s h e l l s = true ; % Ref ine bra in and CSF s h e l l s
TnumberE = 16 ; % Number o f near ne ighbors on same s h e l l f o r f i e l d
GnumberE = 0 ; % Number o f near ne ighbors on other s h e l l s f o r f i e l d
RnumberP = 4 ; % Number o f near ne ighbors on a l l s h e l l s f o r p o t e n t i a l
i t e r = 35 ; % Maximum number o f GMRES i t e r a t i o n s
r e l r e s = 1e −12; % Minimum r e l a t i v e r e s i d u a l o f GMRES
prec_charge = 1e −4; % P r e c i s i o n o f FMM f o r s o l v i n g f o r charge d i s t r i b u t i o n
weight = 0 . 5 ; % Weight o f co n se r v a t i on law

% Parameters f o r r e s u l t i n g a p p l i c a t i o n o f r e c i p r o c i t y in order to d e r i v e p o t e n t i a l
R = 0 ; % No p r e c i s e i n t e g r a t i o n f o r computation o f f i e l d f o r r e c i p r o c i t y
prec_potent ia l = 1e −4; % P r e c i s i o n o f FMM f o r computation o f f i e l d f o r r e c i p r o c i t y

Listing 6.3: BEM-FMM parameters

The finest mesh was not computationally feasible using these parameters and we turned off mesh
refinement at the electrode triangles only for this mesh. We note that the mesh refinement for
the brain and CSF shells as well as the refinement at the electrodes results in a bigger linear
system than the number of triangles of the mesh given as input. For example, this procedure
resulted in an increase from 163 thousand to 385 thousand triangles for the fourth mesh.

Figure 6.4 shows boxplots of the RDM for sources at a 2mm distance from CSF. Given a forward
problem solver, the RDM was computed for each dipole by comparing the vectors containing the
potential at the electrodes computed once with the analytical formula and once with the solver
at hand. As a set of 1.000 dipoles is used per eccentricity and orientation, this results in 1.000
RDMs. The statistical distribution of these is then illustrated as one boxplot. Figure 6.4a is
concerned with radial sources, while Figure 6.4b shows tangential dipoles. Both graphics show
the mesh resolution, i.e. the average edge length, in mm on the x-axis. Note that the y-axis uses
a logarithmic scale.

As expected from previous comparison studies, the Saint Venant approach produces smaller
RDM errors than the partial integration source model. Most notable is the fact that BEM-
FMM outperforms both DUNEuro FEM approaches for finer, more realistic meshes with regard
to both median and spread of RDM. The sources are located at only 2mm distance from CSF
while RDMs around 1% are achieved by all methods for meshes with an average edge length of
4mm. We observe that the DUNEuro approaches seem to be more stable for coarser meshes.
Remember that mesh refinement is employed by the BEM-FMM reducing the average edge length
approximately by a factor of 0.5. This needs to be taken into account when evaluating the figures
as we see the mesh resolution of the input mesh and not the refined mesh on the x-axis. These
observations are valid for both radial and tangential sources. Comparing the two figures, one



6.1. A MULTI-LAYER SPHERE MODEL 61

can note slightly better results of DUNEuro for tangential sources and of radial sources for
BEM.

(a) (b)

Figure 6.4: Boxplots of RDM over mesh resolution for sources at a 2mm distance from CSF: (a)
radial sources and (b) tangential sources.

(a) (b)

Figure 6.5: Boxplots of MAG over mesh resolution for sources at a 2mm distance from CSF: (a)
radial sources and (b) tangential sources.

Figure 6.5 shows boxplots of the MAG for sources at a 2mm distance and was created with
the same procedure as Figure 6.4. No logarithmic scaling has been used on the y-axis as it
is inherent with our definition of the MAG. First, we note that both DUNEuro source models
show less magnitude errors than the BEM-FMM regardless of mesh resolution. This is especially
true for the median magnitude error indicated by horizontal lines while we do observe a wider
statistical distribution, i.e. longer boxes for the DUNEuro MAGs than for the BEM-FMM results.
Once again, DUNEuro seems to handle coarse meshes better than BEM-FMM. For fine meshes,
both methods show good results and are in good agreement.
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(a)

(b)

Figure 6.6: Boxplots of RDM over source eccentricity for fourth mesh resolution: (a) radial
sources and (b) tangential sources.

In Figure 6.6 we can see boxplots of the RDM error for the fourth mesh in Table 6.2. The RDM
was computed over the potential at the 75 electrodes per source and the boxplots then show the
distribution of these RDMs over a set of 1.000 dipoles at a given eccentricity. This eccentricity,
indicating the ratio of distance to CSF and radius of the brain/CSF boundary, is shown on the
x-axis. Each marker on the axis corresponds to an eccentricity in Table 6.3.
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Similar to Figure 6.4, we note that the RDM errors are smaller for the BEM-FMM than for
the DUNEuro approaches approximately by the order of 10−1. All three show sub-percentage
accuracy, for higher eccentricity it is below 2%. The BEM-FMM is more sensitive to eccentricity
than the DUNEuro approaches for tangential sources. The DUNEuro RDMs show a wider
statistical spread, especially the partial integration approach.

(a)

(b)

Figure 6.7: Boxplots of MAG over source eccentricity for fourth mesh resolution: (a) radial
sources and (b) tangential sources.
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In Figure 6.7, we see boxplots of the MAG error for the fourth mesh. Again, we note that both
DUNEuro approaches perform better than the BEM-FMM. They show a wider statistical spread
but the magnitude errors are close to the optimal value of zero. Both approaches show more
sensitivity to eccentricity for radial than for tangential sources. This is especially true for the
BEM-FMM. We observe a high sensitivity for this boundary element method as compared to the
two FEM approaches.

In conclusion, we observe that the BEM-FMM outperforms both DUNEuro approaches with
regard to RDM errors while the opposite is true for the MAG. The boxes representing the
DUNEuro solvers show a wider spread of errors. Both finite element methods are more stable
with regard to coarse meshes and high eccentricities than the BEM-FMM. The latter can be
explained as the volume-based approaches put a lot of effort and focus on dealing with the
singular sources. We summarize that all approaches show good results, for example nearly sub-
percent accuracy for the RDM. These may already be good enough depending on the application
of the forward problem as other (physical) error sources like for example the imaging process,
segmentation and conductivity will also contribute to the final solution. Of course, many of
the advantages and reasons for the introduction of finite element methods really come into play
with more realistic head geometries. Even though an analytical solution to compare with is then
missing, a study with a realistic head model is of great interest.

Finally, we would also like to compare the performance of the approaches with regard to runtime.
Figure 6.8 shows three plots of computation time in seconds over the average edge length of the
mesh in mm. Figure 6.8a shows the total time including data import, preprocessing, iterative
solver for the linear system and computation of the resulting potential at the 75 electrodes for one
set of 1.000 radial sources located at 2mm from CSF. We note that most of the computational
aspects are independent of the choice of sources. Only the set-up of the right-hand sides in
DUNEuro and the application of the reciprocity approach in the BEM-FMM actually depend on
the source. The computational effort of these last steps is approximately the same for sources
at different eccentricities or with different orientations, especially when a total of 1.000 sources
are considered. Figure 6.8b excludes the time it takes the BEM-FMM to refine the mesh at the
electrodes and to imprint them onto the mesh. In Figure 6.8c we see the time it takes the three
implementations to solve the linear system for the 75 electrodes and to compute the resulting
potential for the same 1.000 sources. Thus, the time it takes DUNEuro to import the mesh and
the BEM-FMM to do mesh refinement, imprint the electrodes and pre-compute more precise
integral terms PC and EC is excluded. Note that the y-axis is scaled logarithmically.

Looking at the total computation time in Figure 6.8a, we see that the BEM-FMM runs for an
extensively longer period than both DUNEuro approaches. If the input mesh refinement is chosen
so that RDM and MAG errors are reasonable, the boundary element method takes around 15
minutes. At a mesh resolution of 2mm to 1mm average edge length, computation-time is around
3 hours and even goes up to 7 hours for the finest mesh (with electrode refinement turned off).
Meanwhile, both DUNEuro source models take under 15 minutes for all except the finest mesh.
The Saint Venant approach runs longer than the partial integration approach as the computation
of the right-hand side vector is more intricate and thus costly, especially for 1.000 sources.

The refinement of the mesh around the electrodes in the BEM-FMM is computationally very
expensive as an investigation into the long total runtime has shown and could possibly be im-
proved by replacing the current MATLAB implementation of the refinement process. Figure 6.8b
illustrates the runtime of BEM-FMM without this step. Still, DUNEuro clearly is faster. This is
also true when we compare the time it takes to solve the linear system and compute the resulting
potential in Figure 6.8c.
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(a) (b)

(c)

Figure 6.8: Plots of computation time over mesh resolution for radial sources at a 2mm distance
from CSF: (a) Complete time (b) Complete time without electrode refinement for BEM-FMM
(c) Time without “preprocessing”.

DUNEuro has some implementation advantages in its favour. First of all, DUNEuro is paral-
lelized while the BEM-FMM engine itself is not. The fast multipole method library, which is
called, makes use of parallelization and is responsible for one of the most costly computation
steps, though. Next, DUNEuro is based on the DUNE framework and makes use of state-of-the
art preconditioners like an AMG preconditioner and iterative solvers. The C++ implementation
DUNEuro is thus surely more optimized than the MATLAB BEM-FMM code. It will be interest-
ing to investigate how a runtime comparison plays out if both are at an equal level of numerical
and software optimization. One could then see more clearly advantages or disadvantages of the
theoretical mathematical approaches behind the software.



66 CHAPTER 6. COMPARISON

6.2 A Realistic Head Model
We have adopted a scenario previously used in [55]. The corresponding code and data was made
available at [67]. The third example is a realistic setup representing subject #110411 of Human
Connectome Project[88] which was segmented with SimNIBS[89]. This third example was reused
with minor modifications that will be presented. First, we have included the tissues as listed in
Table 6.4 and illustrated in Figure 6.9.

Compartment Conductivity (S/m)
White matter 0.126
Gray matter 0.275
CSF 1.654
Skull 0.010
Scalp 0.465

Table 6.4: A realistic head model.

Figure 6.9: A slice of the realistic head model and the conductivites of the different tissues.

The triangular surface meshes included in the dataset (see Figure 6.10) were imported into
Gmsh[81] and a tetrahedral volume mesh was created. The two meshes are thus connected in
the sense that the tetrahedra facets at the tissue boundaries coincide with the triangles from the
surface meshes. Table 6.5 lists the specifications of the two meshes.

#Vertices 2D 420745
#Triangles 841470
#Vertices 3D 848063
#Tetrahedra 4889216
Edge Length 2D 1.4591
Edge Length 3D 2.0146
Quality 2D 0.9413
Quality 3D 0.7961

Table 6.5: Details about the realistic head meshes.



6.2. A REALISTIC HEAD MODEL 67

(a) (b)

(c) (d)

(e)

Figure 6.10: Compartments of the realistic head model shown from the front: (a) White matter
(b) Gray matter (c) CSF (d) Skull (e) Scalp.



68 CHAPTER 6. COMPARISON

Next, the example code sets up a patch of radial dipoles. This is done by choosing a number
of gray matter triangles. Then, their center points are computed and transposed by −2mm
in the direction of the unit outer normals. We now have points lying 2mm inside the gray
matter. Dipoles are set at these locations with the orientation of the same normals. We have
restricted our comparison to the first of these dipoles (see Figure 6.11). Accordingly, we have
not used the transfer matrix approach of DUNEuro. The direct source model is employed for
the BEM-FMM. The remaining code from the examplary GitHub repository is unaltered and
the BEM-FMM paramters can be found there. For the Saint Venant approach we made use of
the same parameters as for the multi-layer sphere model.

Figure 6.11: The dipole in the realistic head model. The gray matter is shown as transparent
gray surface while the white matter is turquoise. The red arrow indicates the dipole at a visible
scaling.

The BEM-FMM computes the resulting potential at all triangle centers of the mesh. The finite
element methods of DUNEuro solve for the potential at the volumetric mesh nodes. We have
implemented a method which then derives the potential at all centers of tetrahedra facets which
lie on the skin surface. The results from both the BEM-FMM and the two DUNEuro approaches
can thus be compared at all centers of skin surface triangles.

We have computed the RDM and MAG of the BEM-FMM and DUNEuro with the partial
integration approach as well as of the BEM-FMM and DUNEuro with the Saint Venant approach.
The results can be seen in Table 6.6.

RDM (%) MAG
Partial integration 4.078 0.2070
Saint Venant 4.550 0.1579

Table 6.6: Difference measures of results of the BEM-FMM and the DUNEuro approaches for
the realistic head model.
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We note that the potential distribution difference between the BEM-FMM and DUNEuro are
around 4% for both DUNEuro source models. This is surely not the sub-percentage agreement
we have seen with the multi-layer sphere model. A visual inspection of the potential distribution
for the three solutions (Figure 6.12) shows us good agreement, nevertheless. We can also see in
the figure that the magnitudes are not as far off as the MAGs in Table 6.6 might suggest when
compared to the results in the previous study. One reason for this might be the high number of
119.990 evaluation points.

Additionally, we have measured the runtime of the three methods. Table 6.7 lists the total
runtime and the runtime without “preprocessing”. This includes the import of the mesh for
DUNEuro and as well as for the BEM-FMM the computation of PC and EC.

Total time (s) Time withour “preprocessing” (s)
BEM-FMM 483 211
DUNEuro partial integration 187 65
DUNEuro Saint Venant 205 73

Table 6.7: Runtime of the BEM-FMM and the DUNEuro approaches for the realistic head model.

Once again, we note the efficiency of DUNEuro. BEM-FMM runs more than twice the time it
takes DUNEuro to compute a solution even though parallelization is not a factor with only one
dipole.
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(a) (b)

(c)

Figure 6.12: Visualization of the potential on the head surface produced by: (a) The BEM-FMM
(b) The partial integration model (c) The Saint Venant model.
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6.3 Conclusion and Outlook
In summary, the first study has shown that both approaches produce accurate results suitable for
practical applications. This is especially true when we consider other sources of error for example
in the modeling process. The second, realistic study shows agreement of the solutions but further
investigation for example with other models and a reference method to compare with would be
of great interest. One might also model non-nested tissues and conductivitiy anisotropy in order
to test DUNEuro and BEM-FMM with more realistic models of higher complexity.

With regard to the runtime, we have seen a clear advantage of DUNEuro. There are a few
ideas that come to mind about how to improve the efficiency of the BEM-FMM implementation.
First, one could reimplement the approach in a more efficient programming language. A C++
implementation could be based on the DUNE framework allowing access to the state-of-the-art
linear solvers and preconditioners and also features like parallelization.

The BEM-FMM reciprocity approach was introduced to shift the computational effort from the
number of sources to the number of electrodes. This is similar to the DUNEuro transfer matrix
approach. Instead, one could adapt the transfer matrix approach for the BEM-FMM as well.
The basic idea is as follows. The BEM-FMM direct approach solves a linear system Ac = b.
Then, c is used in order to compute the secondary potential following

φs(rj) =
n∑

i=1
( 1
4π

Ai

|rj − ri|
+ PCji)ci. (6.3)

Let rj1 , . . . , rjm be the triangle centers we have located the electrodes at. We define

Rji = 1
4π

Ai

|rj − ri|
+ PCji (6.4)

for j = j1, . . . , jm and i = 1, . . . , n. As we have seen in Chapter 3.5, we can now solve the system
AT t = R once and then compute the potential electrodes simply by using Tc. This also has the
advantage that the matrix of the linear system AT t = R we would like to solve is independent
of the electrodes. This is not the case with the BEM-FMM reciprocity approach. We are thus
able to apply block Krylov solvers as they are presented for example in [20].

Of course, this transfer matrix approach for BEM-FMM needs to be further developed and the
above is only a general outlook on what could be possible. In general, a thorough theoretical
mathematical investigation into existence and uniqueness of solutions to both the integral equa-
tion and the resulting linear equation of BEM-FMM might be interesting. This also includes
convergence results.
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