Abstract—With the rapid adoption of machine learning techniques for large-scale applications in science and engineering comes the convergence of two grand challenges in visualization. First, the utilization of black box models (e.g., deep neural networks) calls for advanced techniques in exploring and interpreting model behaviors. Second, the rapid growth in computing has produced enormous datasets that require techniques that can handle millions or more samples. Although some solutions to these interpretability challenges have been proposed, they typically do not scale beyond thousands of samples, nor do they provide the high-level confidence scientists are looking for. Here, we present the first scalable solution to explore and analyze high-dimensional functions often encountered in the scientific data analysis pipeline. By combining a new streaming neighborhood graph construction, the corresponding intuition, and a novel data aggregation scheme, namely topology aware data cubes, we enable interactive exploration of both the topological and the geometric aspect of high-dimensional data. Following two use cases from high-energy-density (HED) physics and computational biology, we demonstrate how these capabilities have led to crucial new insights in both applications.

1 Introduction

Driven by growing computing power and ever more sophisticated diagnostic instruments, many scientific applications have turned from being data poor to data rich. As a result, progress in these fields increasingly depends on our ability to understand and learn from data that are overwhelming in both size and richness. Scientists and analysts have turned to data-driven models, particularly those based on deep neural networks, to handle this increase in volume and complexity. These models exploit the complex nonlinear relationships in such large-scale data to learn effective predictive models. They allow us to deal with multivariate and multimodal data (i.e., images, time-series, scalars, etc.) in ways inconceivable a decade ago. However, these flexible models create new challenges, especially in scientific applications. In commercial AI systems, sheer performance, measured by predictive power or classification accuracy, is paramount. Science and engineering practitioners require satisfactory performance, but they also demand insights and understanding. Yet, the very complexity that increases model performance often obscures our understanding and hence fails to provide new insights. This scenario has produced a growing need for techniques to interpret the results of data-driven models and to explore their training process and final error landscape to assess their reliability.

Despite a recent surge in techniques for model interpretation [28, 31, 37, 38], most approaches focus on explaining a given prediction and often only for a specific problem domain, such as natural language processing or computer vision. Although these techniques are useful to understand individual predictions, they provide few insights into the overall behavior of a model or its internal representations.

In this paper, we are concerned with two large-scale applications: a high-energy-density physics ensemble exploring inertial confinement fusion and a multiscale simulation of a human cell membrane. In the former application, some members of our team have built a sophisticated surrogate model to explore a large ensemble of simulations with up to 10 million members. The latter is driven by a sampling process in a high-dimensional latent space, and scientists are interested in understanding and comparing sample distributions. In both cases the goal is not only to understand the gross simulation results, e.g., the dependence of fusion yield on design parameters, but also, more importantly, to provide insight and establish confidence in the model itself. Therefore, we need techniques to evaluate the errors and uncertainties in the model with a special emphasis on their variation within the model domain. For example, complex physics models are known to have strong nonlinearities that often lead to a rapidly changing response in a very small region of the input domain of the simulation (also referred to as the parameter space). This sharp nonlinear behavior can lead to models that exhibit low global errors and good model convergence, while at the same time producing wildly incorrect results in localized regions of parameter space that are often most interesting to the scientists. Moreover, scientists typically use these models and their predictions to design new experiments. They need tools that can discriminate between regions of parameter space where the model has errors small enough to make the model useful for design work. Likewise, they need to know where errors have grown large enough to make the model unreliable for predicting real-world conditions. Such requirement highlights the need in the scientific community to augment global loss functions and response metrics with methods that can steer the scientific user toward regions of high value and confidence. Especially for the complex models considered in this paper, with multiple, interdependent loss functions and millions of training and evaluation samples, it is critical to understand the impact of different loss functions and how the errors might be correlated to the underlying physics.

None of the existing techniques are particularly suited for the analysis of these scientific models because they either do not scale to the required sample sizes or do not provide the necessary details. For example, due to the curse of dimensionality, it is not uncommon for ensembles, even with a large number of samples, to have a small number of salient observations [21] that are crucial for interpretation, yet are not easily detected automatically. Preserving such observations creates conflicting objectives, as the data size demands aggregating information into global trends, yet doing so obscures small-scale details.

As discussed in more detail in Section 3, many of the questions raised above can be expressed as the analysis of a high-dimensional function. For scientific analysis, this function might be a quantity of interest, such as the yield, whereas for model interpretation and vali-
With recent advances of powerful learners (i.e., deep neural network), (CNN) [31,37,38], to probe into the mechanism of the model. Similarly, value, i.e., persistence, rather than the size of a feature. Furthermore, topology provides a convenient abstraction for both analysis and visualization, whose complexity depends entirely on the function itself rather than the number of samples used to represent it. However, topological information alone can provide only limited insight because, for example, knowing that there exist two significant modes is of little use without knowing where in the domain these modes exist and how much volume they account for. We, therefore, propose to augment the topological information with complementary geometric information by introducing the notion of topological datacubes. These datacubes are sampled representations linked directly to the topological structure, which provide capabilities for join exploration among scatterplots, parallel coordinates, and topological features. Finally, we introduce new streaming algorithms to compute both the topological information and the corresponding datacubes for datasets ranging from hundreds of thousands to eight million data points. More specifically, we have identified the shared analysis challenges posed by many data-driven modeling applications; developed a robust topological data analysis computation pipeline that scales to millions of samples; developed an interactive visual analytics system that leverages both topological and geometric information for model analysis; and addressed the model analysis challenges of a data-driven inertial confinement fusion surrogate and solved the adaptive sampling evaluation problem for a large-scale biomedical simulation.

2 Related Works

Since we focus on addressing specific application challenges, there are limited works aiming to solve the exact problem. Here we review several topics that relate to the individual components of the system or provide relevant background for the overall application.

Scientific Machine Learning. Data analysis has always been one of the driving forces for scientific discovery. Many statistical tools, i.e., hypothesis testing [2], have co-evolved with many scientific disciplines. The application of modern machine learning tools in scientific research has long attracted scientists’ attention [27]. Machine learning has been successfully utilized for solving problems in a variety of fields, such as bioinformatics [4], material science [8], and physics [29]. In a recent high-energy-density physics application [29], a random forest regressor has been adopted for identifying a previously unknown optimal configuration for the inertial confinement fusion experiments (more background on inertial confinement fusion is included in Section 6). With recent advances of powerful learners (i.e., deep neural network), coupled with the data analysis challenge, scientists are increasingly interested in leveraging these models for scientific discovery.

Deep Learning Model Interpretation. The opaque nature of deep neural networks has prompted many efforts to interpret them. In the machine learning community, many approaches have been proposed, notably for common architecture such as the convolution neural network (CNN) [31,37,38], to probe into the mechanism of the model. Similarly, visual analytics systems that focus on interactive explorations of model internals have also been introduced in the visualization community, for vision [20], text [22], reinforcement learning [36], and more [26]. However, these model-specific techniques are closely tied to particular architectures or setups, making them less flexible to a variety of application scenarios. Alternatively, we can approach the interpretation challenge from a model agnostics perspective. Recently, a few studies [17,24,30] have focused on building a general interpretation engine. For example, the LIME [30] explains a prediction by fitting a localized linear model that approximates the classification boundary around the given example. Considering the high-dimensional nature of the internal state of the neural network models, we believe there is a unique opportunity to build a general purpose neural-network-interpreting tool by exploiting high-dimensional visualization techniques. In this work, we demonstrate a firm step toward this goal, where we provide valuable diagnostic and validation capabilities for designing a surrogate model of a high-energy-density physics application.

Topological Data Analysis. Compared to traditional statistical analysis tools, topological data analysis employs quite different criteria that allow it to pick up potentially important outliers that would otherwise get ignored in standard statistical analysis, making topological data analysis tools uniquely suitable for many scientific applications. The topology of scalar valued function has been utilized for analyzing scientific data in previous works [5, 15, 16]. The scalability challenge for handling functions defined on the large 3D volumetric domain has also been addressed in several previous works, e.g., parallel merge tree computation [18]. However, in many scientific applications, scientists are also interested in studying the properties defined in a high-dimensional domain. To address such a challenge, the HDVis work [13] was introduced for computing the topology of a sampled high-dimensional scalar function. Unfortunately, the applications of the high-dimensional scalar topology we see so far contain only a relatively small number of samples. An apparent mismatch exists between the scalability of the existing high-dimensional scalar function topology implementation and the large datasets for our target applications. This work aims to fill the gap by addressing both the computational and visualization challenges. For background on topological data analysis, please refer to Section 4.

Data Aggregation Visualization. As the number of samples increases in a dataset, a visual analytics system not only needs to cope with the computational/rendering strain but also to handle the visual encoding challenges. For example, if we simply plot millions of points in a parallel coordinate or scatterplot, besides the speed consideration (i.e., drawing each point as an SVG object using d3.js will not be ideal), the occlusion and crowding could potentially eliminate any possibility of extracting meaningful information from the data. Many previous works in visualization have been proposed to address these scalability challenges, ranging from designing novel visual encoding (e.g., splatter-plot [25], stacking element plot [11]) to directly modeling and rendering the data distribution (e.g., Nanocubes [19], imMens [23], density-based parallel coordinate [3]). However, most existing approaches aggregate information globally or according to certain geological indexing for faster queries. In this work, the proposed system combines visualization components for both topological and geometric features. Therefore, in order to scale the linked visualization system beyond millions of points, we adopt a topology-aware datacube design for aggregating large data according to their topological partition.

3 Application Tasks Analysis

This section provides the application background and identifies: (i) the analysis tasks shared by many data-driven applications; (ii) why these tasks are important; and (iii) how we can solve these tasks by combining topological data analysis with interactive data visualization. The system has been developed jointly through a continuing collaboration with two application teams in high-energy physics and computational biology, respectively. In both cases we are tasked with solving the analysis challenges encountered throughout the processing pipeline, including sample acquisition, sampling, modeling, and analysis. Despite the disparate application domains, we have encountered a number of recurring analysis tasks, which often lie at the very heart of the scientific interpretation. This has motivated the development of dedicated visual analysis tool to streamline the analysis process and accelerate discovery.

Data is at the center of any analysis task. Experimental data is typically considered the gold standard, but it is often too costly or time consuming to perform all desired experiments, and/or the phenomenon in question cannot be directly observed. In these cases, computer simulations at various fidelities have become indispensable to plan and interpret observations. However, such simulations are rarely completely accurate and often rely on educated guesses of parameters or known approximations of physical processes. To deal with such uncertainties and calibrate the simulations, scientists turn to simulation ensembles in
which the same (computational) experiment is simulated thousands or
millions of times with varying parameters, initial conditions, etc. The
resulting computational pipeline typically has three main stages:
sampling, simulation, and modeling. We start by generating samples
in the input parameter space. We then run simulations on all input
parameter combinations and gather the outputs to create the ensemble.
Finally, we explore the data to discover structure and interpret the
results. The simulation results are used to train a cheaper surrogate
for one or multiple of the output quantities to enable statistical
inference, uncertainty quantification, or parameter calibration.
Both the sampling and the modeling stage can benefit significantly from
visual analytics. In particular, we have identified four generic tasks we
typically encounter independent of the specific application:

- **T1**: Analyze the sampling pattern to ensure uniform coverage
- **T2**: Explore quantities of interest with respect to the input param-
  eter space
- **T3**: Verify model convergence, explore residual errors, and evalu-
  ate local and global reliability
- **T4**: Explore the sensitivities of the model with respect to the
  input parameters

How we sample the high-dimensional input space has a significant
impact on the downstream analysis. Depending on the nature of the
application, we may have different preferences in the sample pattern
and thus need to verify whether the sampling pattern satisfies the re-
quired properties (T1). Given the simulation outputs, we then need
to identify where we achieved or failed to achieve our objective, i.e.,
induce nuclear fusion, how stable successful solutions are, etc. Typ-
ically, such process requires us to explore some quantity of interest,
energy yield of the physical simulation, in the high-dimensional
input parameter space (T2). Once we obtain the simulation and build
a surrogate model, we need to be able to evaluate the model behavior
and interpret the model’s internal representations (T3). The T2, T3
focus on identifying regions in the high-dimensional space correspond-
ing to certain meaningful measures. As discussed in the introduction,
topological data analysis that identifies local peaks of a function can
be an effective tool for discovering and exploring these regions in a
multiscale manner. However, due to the high-dimensional nature of the
space, a large number of samples are often required to provide adequate
coverage of the space. As a result, we need to make sure the topological
data analysis computation pipeline can reliably scale to large sample
sizes (i.e., beyond tens of millions of points). We address the scalability
challenges by adopting a streaming computation pipeline (discussed in
Section 4).

Aside from studying the behavior of functions in certain high-
dimensional spaces (T2, T3), we also want to understand the relationship
between specific input parameters and model output (T4), for example,
judge sensitivities. A global regression will often not yield the desired
result, because the relationships can be both complex and highly local-
ized. An alternative is to leverage the topology-guided partition (T2,
T3) and examine the localized and potentially simpler trend. However,
the topological data analysis does not really capture any geometric
structure nor can it help reason about individual dimensions. There-
fore, to fully utilize the revealed topological information, we need to
provide complementary geometric information. In the proposed sys-
tem, we adopted scatterplots and parallel coordinates, which intuitively
encode data dimensions and support flexible selection operations that
benefit from the linked view visual exploration. In order to scale the
combined topological and geometrical explorations for large sample
size and support interactive query with respect to topological feature
(i.e., different extrema), we devised a topology-aware datacube to en-
able the interactively linked exploration between topological features
and the corresponding samples’ geometric information (see details in
Section 5).

4 Streaming Topological Data Analysis

As discussed above, the exploration and analysis introduced in
this work rely on high-dimensional topology and in particular high-
dimensional extremum graphs [10,33]. Topological information pro-
vides insight into the overall structure of high-dimensional functions
and is a convenient handle for per-extremum localized analysis. Here,
we first introduce the necessary background in Morse theory and review
the original algorithm to approximate extremum graphs for sampled
high-dimensional functions. We then discuss a new streaming algo-
ритm to compute extremum graphs and the corresponding streaming
neighborhood graph construction approach, which mainly aim to over-
come the memory bottleneck that hinders the scalability of the existing
implementation.

4.1 Morse Complex and Extremum Graphs

Let \( \mathbb{M} \) be a smooth, \( d \)-dimensional manifold and \( f : \mathbb{M} \to \mathbb{R} \) be a
smooth scalar function with gradient \( \nabla f \). A critical point is any point \( x \in \mathbb{M} \) where \( \nabla f(x) = 0 \), and all other points are regular. Starting
from a regular point \( p \in \mathbb{M} \) and following the gradient forward and
backward traces an integral line that begins at a local minimum and
ends at a local maximum. The set of points whose integral line ends at
a critical point defines the stable/unstable manifold for that point, and
the Morse complex is defined as the collection of all stable manifolds.
For dimensions beyond three, computing the entire Morse complex is in-
feasible [14], so we follow [7,10] and concentrate on extremum graphs.

An extremum graph contains all local maxima of the function together
with the saddles connecting them. To approximate the extremum graph
for sampled functions, we define an undirected neighborhood graph on
all input vertices to approximate \( \mathbb{M} \). Given a graph, we approximate the
gradient as the steepest ascending edge incident to a given vertex and
construct the ascending integral line by successively following steepest
edges to a local maximum. In practice, this traversal is implemented as
a short-cut union-find at near linear complexity per vertex. In this
process, each vertex is labeled by the index of its corresponding stable
manifold, and saddles are identified as the highest vertex connecting
two neighboring maxima [14]. Subsequently, we form the extremum
graph by considering arcs between saddles and neighboring maxima.

![Fig. 1. Left: the performance comparison between the CPU baseline streaming implementation and the CUDA accelerated version (5D sample with varying sizes). Right: a plot showing the total edges extracted from a symmetric, relaxed Gabriel graph computed on the same dataset as a function of the \( k \) used in the initial \( k \)-nearest neighbor graph.](image-url)

4.2 Streaming Extremum Graph

One major roadblock for scaling the existing algorithm to large
point count is the size of the neighborhood graph. As the dimension of
\( \mathbb{M} \) increases, more vertices are required to reliably approximate \( f \). To
detect the correct edges for topological computation, we often need to
build neighborhood graphs that require several magnitude more storage
space than the vertex alone, which may quickly reach the memory
limitation of most desktop systems.

To address this challenge, we present a two-pass streaming algo-
ритm for constructing extremum graphs that store only the vertices
and an appropriate neighborhood look-up structure to avoid keeping the
massive neighborhood graph in memory. We can then obtain the
necessary neighboring information on the fly to construct edges for
each vertex. A vertex always maintains its currently steepest neighbor,
which is initialized to be the vertex itself. Once all edges have been
seen, a near-linear union-find is used as a short-cut to the steepest neigh-
bor link to point to the corresponding local maximum of each vertex,
thereby constructing the sampled Morse complex. Even though this
structure can be constructed in a single pass, note that the identification
of saddles and the subsequent cancellation of saddles and maxima also
require the neighborhood information. Consequently, we reiterate the
streaming graph in a second pass to assemble the complex.
To support streaming extremum graph computation, we introduce a new approach to compute neighborhood graphs in a streaming manner. For densely sampled space (i.e., sampling of simulation input parameters), Correa et al. [9] have demonstrated that $\beta$-skeletons and their relaxed variants provide significantly more stable results for computing topological structure [9], in which an approximated $k$-nearest neighbor graph of sufficiently large $k$ is computed first and then simplified using the empty region test defined by $\beta$. In this work, we build upon their work [9] and employ a streaming scheme to avoid storing the full graph in memory by doing neighborhood lookup and edge pruning for each point individually. We then store the steepest direction for topology computation. In our implementation, we utilize GPU to exploit the parallelism in the neighborhood query and the edge-pruning steps. A comparison between the baseline CPU implementation and the GPU accelerated version is shown in the left plot of Fig. 1 on a test function with a 5D domain and varying sample sizes (note the log scale in the y-axis, for the 1M case, the GPU version is approximately 70% faster than the CPU counterpart).

To determine a suitable $k$, as illustrated in the right plot of Fig. 1, we gradually increase $k$ in the initial k-nearest neighborhood query stage and observe at which point the number of true edges of the empty region graph begins to stabilize. We can see, in 5D space, that the curve starts to level off beyond $k \sim 500$, indicating that adding more $k$ neighbors will not result in many more edges being discovered in the pruned graph. Note that the saturation point will vary based on the distribution of the data in the domain; the results are shown for data drawn from a uniform random distribution.

5 Data Aggregation and Visualization

We have described how to extend the scalability of the topological data analysis to handle large datasets. Despite its strength, topological data analysis alone reveals little geometric information outside the location of critical points in parameter space. However, this information can be crucial to interpret data, and thus we propose a joint analysis of topological features and their corresponding geometric data as expressed through parallel coordinates and scatterplots. Here, we introduce topology-aware datacubes, which not only aggregate data to enable interactive visual exploration but also maintain the topological feature hierarchy that allows interactive linked view exploration. As illustrated in Fig. 2, the overall visualization interface (built on top of an existing high-dimensional data exploration framework ND2AV [6]) consists of three views of the dataset: topological spines (a), scatterplots (b), and parallel coordinates plots (c). The topological spine shows the relative distance and size of the peaks in the function of interests. During an exploration session, the user can first assess the global relationship presented in the topological spine and parallel coordinate, and then focus on individual peaks of the function in the topological spine by selecting the local extrema, which will trigger updates in the parallel coordinates plot and scatterplot that reveal the samples corresponding to that extrema. By examining the parallel coordinates plot / scatterplot patterns that correspond to different selected extrema, we are able to discern the locations of the peaks in the function that make them different.

5.1 Topology-Aware Data Cubes

When dealing with large datasets, visualization systems often need to address the scalability challenge from two aspects. On one hand, as the number of sample increases, the standard visual encodings, such as scatterplots and parallel coordinates, become increasingly ineffective due to overplotting and thus overwhelm users’ perceptual capacity. On the other hand, the increasing data size induces a heavy computational cost for processing and rendering, which may create latency that hinders the interactivity of the tool. One strategy to address this problem is datacubes (OLAP-cubes) style aggregation techniques [19, 23], which provide summary information (i.e., density/histogram) to overcome the overplotting while preserving joint information to enable linked selection and interactive exploration. However, such aggregation techniques are not directly applicable here as they summarize the dataset’s entire domain without considering the topological segmentation. Instead, we aim to aggregate information with respect to the topological structure of the data because the ability to interactively explore the topological hierarchy at different granularities is central to our analysis task. Therefore, to achieve the design goal, the data aggregation structure should allow efficient query on different topological partitions of the data, which motivates us to introduce a topology-aware datacube design.

The extremum graph (Section 4) can be simplified by merging extrema (each corresponding to a segment of the data) and removing less significant saddles based on the persistence value (i.e., the function value difference between the saddle and extremum pair: the higher the value, the more significant the topological feature). Since we often do not care about extrema with low persistence (i.e., corresponding to a less topologically significant structure), we can presimplify the topological segmentation hierarchy and focus only on the top levels (i.e., up to a dozen segments) for our analysis. During the exploration, the user can explore different levels of granularity by altering the persistence threshold. In Fig. 2(a1), the number of peaks is shown (y-axis) for a given persistence value (x-axis). The persistence values at the plateau regions (longer horizontal line segments in the diagram) signify more stable topological structures. A suitable persistence value is the one that can produce significant and stable topological structures.

For the topology-aware datacubes, we precomputed datacubes for samples in each leaf segment in the simplified topology hierarchy, where each datacube preserves the local geometric features. The segments with lower persistence will be merged into a topologically more significant partition of the data. Since we already precomputed the datacubes for each leaf segment, we can generate summary information for any higher level partition by aggregating the summary data in leaf segments on the fly. Despite the effectiveness of the datacube for range queries, storing a full joint distribution in the datacube form can be extremely expensive. For our intended exploration and interaction (displaying parallel coordinates plots and scatterplots), we do not need access to all the joint distribution information. Therefore, we compute and store lower dimensional data (up to three dimensions) cubes to reduce the storage while still supporting the interactive visualization.
**Topological Spine.** The topological spine [10] view (see Fig. 2(a)) visually encodes the extremum graph of a scalar field by showing the connectivity of the extrema and saddles together with the size of local peaks. As illustrated in Fig. 3, the spine utilizes a terrain metaphor to illustrate the peaks (local extrema) and their relationships in the given function. Here, the contours around the extrema or across saddles indicate the level sets of the function, similar to the contour line in a topographic map. In [10], the size of the contour $C_j$ is the number of samples above the contour function value $f_j$. In our implementation, we computed the size as $\sqrt[\alpha]{C_j}$ to better reflect the relative “volume” these points cover in the high-dimensional space ($d$ is the dimension of the function domain). The layout of the critical points (the extrema and saddles) is a 2D approximation of the location of critical points in the high-dimensional domain. Since the function may have many small local structures, we simplify the extremum graph to focus on important topological features. We consider a given local extremum less significant when the function value difference between the extremum and the nearby saddle (i.e., the persistence of the local extremum) is small. The extremum graph can be simplified by merging extrema with small persistence values. As illustrated in Fig. 2(a), the number of extrema in the topological structure is controlled by the persistence plot, where the x-axis is the normalized function range, and the y-axis shows the number of local extrema at the current simplification level. We can identify the stable topological configuration by finding the widest plateau in the blue line along the x-axis. Since the complexity of the spine does not depend on the number of samples used to define the function, the topological spine is a perfectly scalable visual metaphor that can easily be obtained from the precomputed datacubes instead of the raw samples.

**Density Scatterplots.** By querying the datacube, we can directly obtain the 2D histogram and render the estimated joint distribution density to avoid the overplotting issue in the standard scatterplot. Due to the topology-aware datacube, the user can explore the density scatterplot (see Fig. 2(b)) for any topological segments by aggregating leaf datacubes on the fly. To better visualize the potentially large dynamic range of the density value, we applied a gamma correction on the density value: $\alpha = Ad^\gamma$, where $\alpha$ denotes the opacity and $d$ denotes the density of each bin.

**Density Parallel Coordinates.** Similarly, the parallel coordinates plot (see Fig. 2(c)) can be drawn with selected 2D joint distributions from the datacube. To draw the density parallel coordinates plots, we first discretize each axis according to the resolution ($r$) of the datacube; thus, there would be $r^2$ lines between every two adjacent axes. To draw each line, we query the corresponding density from the 2D joint distribution of the neighboring axes and map the value to the opacity (with gamma correction). Since every line between two adjacent axes requires only the information of corresponding dimensions, we need only the bivariate distribution of those two dimensions (or 3D if we want to support function range selection in PCP). Due to the discretization, the time to draw the parallel coordinates plot depends only on the resolution and the total number of dimensions.

![Fig. 4. Inertial confinement fusion (ICF). Lasers heat and compress the target capsule containing fuel to initiate controlled fusion.](image)

## 6 APPLICATION: INERTIAL CONFINEMENT FUSION

In this section, we will discuss the application of the proposed analysis framework for analyzing simulations of inertial confinement fusion (ICF). Controlled fusion has often been considered to be a highly effective energy source. At the National Ignition Facility (NIF) (at Lawrence Livermore National Laboratory), one of the key objectives is to provide an experimental environment for controlled fusion research and thus laying the groundwork for using fusion as a clean and safe energy source. Scientists utilize high-energy lasers to heat and compress a millimeter-scale target filled with frozen thermonuclear fusion fuel (see Fig. 4). Under ideal conditions, the fusion of the fuel will produce enough neutrons and alpha particles (helium nuclei) for the target to self-heat, eventually leading to a runaway implosion process referred to as ignition. However, achieving an optimal condition by adjusting the target and laser parameters in response to the experimental output (e.g., energy yield) is extremely challenging due to a variety of factors, such as the prohibitive cost of the actual physical experiment and incomplete diagnostic information. Consequently, ICF scientists often turn to numerical simulations to help them postulate the physical conditions that produced a given set of experimental observations.

In this application, we focus on a large simulation ensemble (10M samples) produced by a recently proposed semianalytic simulation model [12, 32]. We capitalize on the abundance of simulations by building a complex multivariate and multimodal surrogate based on deep learning architectures. More specifically, the surrogate replicates outputs from the numerical physics model, including an array of simulated X-ray images obtained from multiple lines of sight, as well as diagnostic scalar output quantities (see Fig. 5). As discussed in more detail below, this complex deep learning model is the first of its kind, at least in this area of science. The model and the corresponding training dataset have been made publicly available [1].

![Fig. 5. System diagram of the deep learning-based surrogate modeling used in the ICF study. A 5D input parameter space $X$ is mapped onto a 2D0 latent space $L_\gamma$, which is fed to a multimodal decoder $D$ returning the multiview X-ray images of the implosion as well as diagnostic scalar quantities.](image)

### 6.1 Deep Learning for Inertial Confinement Fusion

Although describing all the architectural details of the model is beyond the scope of the paper, Fig. 5 illustrates the key components. In this study, the input to the simulation code is a 5D parameter space $X \subset \mathbb{R}^5$. For each combination of input parameters $x_i \in X$, the simulation code produces 12 multichannel images $I_j = \{I_{j1}, ..., I_{j6}\}$, each of size $64 \times 64 \times 4$ in the image space $I$, as well as 15 scalar quantities $y_j = \{y_{j1}, ..., y_{j15}\} \in S = \mathbb{R}^{15}$. To jointly predict the images and scalars, the model uses a bow-tie autoencoder [34] ($I \times S \rightarrow L \rightarrow I \times S$, not shown in the figure) to construct a joint latent space $L \subset \mathbb{R}^{20}$ that captures all image and scalar variations. The forward model $X \rightarrow I \times S$ is comprised of two components: a multivariate regressor $F : X \rightarrow L$ and the decoder from the pretrained autoencoder: $D : L \rightarrow I \times S$. In other words, the forward model does not directly predict the system output $I \times S$, but instead predicts the joint latent space $L$ of the autoencoder. The decoder $D : L \rightarrow I \times S$ can then produce the actual outputs from the predicted $L$. Such a setup allows us to more effectively utilize relationships in the output domain $I \times S$ and improve the overall predictive performance. Furthermore, the model simultaneously considers the inverse model $G : L \rightarrow X$ and uses self-consistency to regularize the mapping, by minimizing $||x - G(F(x))||_2$ in addition to the prediction loss. All submodels are implemented using deep neural networks (DNNs), and the entire system is trained jointly to obtain the fitted models $F$ and $G$, assuming that we have access to a pretrained autoencoder. In order to enable neural network training at such large scales, and to support the system integration needs, we adopted the parallel neural network training toolkit, LBANN [35], for training the surrogate.
6.2 Surrogate Model Analysis

Although the ability of the model to produce accurate and self-consistent predictions of multimodal outputs provides fundamentally new capabilities for scientific applications, the complexity of the resulting model naturally leads to challenges in its evaluation and exploration. Firstly, the application requirement for scientific deep learning is vastly different from that of its commercial counterparts. Compared to traditional applications such as image recognition and text processing, where a human user can easily provide the ground truth, in scientific problems, even an expert has limited knowledge about the behavior of an experiment, due to the inherent complexity of the physical system as well as the exploratory nature of the domain. Secondly, these models are intended for precise and quantitative experimental designs that, we hope, can lead to scientific discovery. Consequently, physicists care about not only the overall prediction accuracy, but also the localized behaviors of a model, i.e., whether certain regions of the input parameter space produce more error than others.

To address these challenges, we include the proposed visualization tool as an integral part of the model design/training process. As discussed in Section 3, the ability to interpret a high-dimensional function is central for obtaining the localized understanding of a given system. In this application, the functions of interest are the high-dimensional error landscapes of the surrogate model. By adapting the proposed function visualization tool, we aim to provide the model designers and the physicists with intuitive feedback on the prediction error distribution in the input parameter space. For over five months, we have worked closely with the machine learning team to iteratively debug and fine-tune the training process. We have detected a crucial issue with the normalization strategy applied to the x-ray images and identified the problem with the batch scheduler based on the visualization provided by the proposed tool. The following analysis is carried out on a “well-behaved” model, where the aforementioned problems have already been addressed, according to the traditional evaluation metrics (e.g., average prediction accuracy, loss convergence behavior). Here, we illustrate how the exploration of localized error behaviors can reveal some important yet unexpected issues of the surrogate model that are not possible with the traditional summary metrics.

Exploring surrogate error in the input parameter space. Traditionally, the machine learning community has relied on global summary statistics to assess a model, i.e., global loss curves, that do not reveal localized properties. By utilizing the proposed tool, we view the predication error as a function in the input domain, which can then be analyzed as a high-dimensional scalar function (see T2-4 in Section 3). Such a line of inquiry is not only essential for scientific analysis but also can provide a critical feedback loop for validating and fine-tuning the actual machine learning model. In order to perform an elaborate as well as unbiased study, we carry out our analysis on an 8 million validation set, hold-out during the training process. Despite the large sample size, due to the scalable design considerations, we are able to show that the proposed system allows an interactive linked-view exploration once the topological structure and the corresponding datacube are obtained. The precomputation of the 8 million sample dataset took around 1.5-3.5 hours to complete, depending on the initial neighborhood query size as well as the hardware setup (i.e., utilizing GPU or not).

During the model training process, a global average loss function is considered, which in this case consists of a weighted sum of the losses in $\mathbb{L}$ (forward model), $\mathbb{S}$ (decoder), and $\mathbb{X}$ (inverse model). Each term addresses a different aspect of the overall training objectives. More specifically, we are given: (1) the autoencoder reconstruction error, $\mathbb{R}(l) = ||y - D(l)||$, for $l \in \mathbb{L}$ and $l = E(y)$ denoting the encoder of the autoencoder; (2) the forward error in latent space $\mathbb{F}_{lat}(x) = ||F(x) - E(x)||$, where $F(x)$ is the fitted forward model; (3) the forward error in output space $\mathbb{F}_{o}(x) = ||y - D(F(x))||$; and (4) the cyclic self-consistency error $\mathbb{G}(x) = ||x - \hat{G}(\hat{F}(x))||$.

To gauge the overall error of the surrogate, let us first look at the forward error in output space $\mathbb{F}_{o}(x)$, i.e., the error in the predicted images and diagnostic scalars of the surrogate. We compute the topological structure of the error in the input parameter space. As shown in Fig. 6 (a), from the topological spine, we can see that there are two distinct local extrema of high errors in the 5D parameter space. We highlight the relationships between those samples through an aggregated parallel coordinate plot shown in (b2). We can also equivalently show where these samples are in the topological spine as shown in (b1). Note, a different shade of blue is used to indicate the fraction of the selected samples associated with each contour of the “topological terrain”. A darker shade indicates a larger fraction. To understand the relationship between the patterns in the PCP and the peaks in the topological spine, we can focus on one of the peaks in the topological spine (c1), which will also trigger an update of the PCP. As shown in (c2), the left peak appears to correspond to samples with low values in the first dimension (shape mode (4, 3)), indicating that the two peaks are maximally separated in that direction.

Interaction between different types of errors. The error in the output space $\mathbb{F}_{o}(x)$ is affected by both forward error in the latent space $\mathbb{F}_{lat}(x)$ and the autoencoder error in $\mathbb{G}(x)$. Hence, we subsequently examine all three error components side by side. Let us first look at the error in the autoencoder, which is trained separately from the forward/inverse models. As shown in Fig. 7(a1), interestingly, the spine also contains two peaks, and they are maximally separated by the first dimension (Fig. 7(a2)), which is similar to the topology of forward error in the output space (Fig. 6(b1, b2)). However, the error in latent space $\mathbb{F}_{lat}(x)$, as illustrated in Fig. 7(b1), has a much more complex, yet stable, topological structure. When we focus on an individual topological segment (in Fig. 7(b1, b2), we use orange and green to highlight two of the extrema (b1) and their corresponding lines in the parallel coordinate (b2)). We notice the extrema corresponds to outlying patterns in the parallel coordinate plot that will be often ignored by typical statistical analysis techniques. By viewing all three error patterns together, we find that (1) despite similar overall similarity between the PCP plots, the majority of the local extrema of $\mathbb{F}_{lat}(x)$ (such as the one highlighted in (b1,b2)) do not reappear in the $\mathbb{F}_{o}(x)$ (see Fig. 6); (2) the $\mathbb{R}(l)$ and $\mathbb{F}_{o}(x)$ have a similar diverging pattern in the first dimension (see PCP plots), which is not found in $\mathbb{F}_{lat}(x)$. Such an observation seems to indicate that the autoencoder error has a very strong influence on the output error of the surrogate. As a result, it is important to further explore the potential cause of the high error in autoencoder. In addition, the forward error in the latent space $\mathbb{F}_{lat}(x)$ has some very out-of-ordinary local extrema (b2) - it would also be interesting to understand the cause (is the error due to faulty outputs in the simulation, or are the image features more challenging to predict, e.g., high-frequency
content) and potentially fix the errors.

**What contributes to the high error?** Upon examination of the behavior of the prediction error in the input domain, we are curious to understand the possible causes for the observed patterns (T3). Interestingly, from the PCP plot of the simulated energy yield (see Fig. 7(c2)), we find patterns (especially in the last three dimensions) similar to that of the previously explored error components. This interesting discovery could have a significant impact on the application since the physicists are interested in the transition regions between low and high yield. Despite the similarity between the high yield and high error in the autoencoder (see Fig. 7(a2, c2), there is a clear discrepancy in the first dimension (i.e., shape_mode(4,3)), where the autoencoder error exhibits a clear binary pattern (higher error corresponds to high or low values). Apparently, then, another factor besides the yield is correlated with the autoencoder error.

![X-ray images with different energy and error conditions.](image)

**Fig. 8.** X-ray images with different energy and error conditions.

We need to examine the difference between x-ray images corresponding to high/low yield and high/low error conditions, as the autoencoder error directly indicates how well the model can reconstruct the images and scalars from the latent representations. As shown in Fig. 8, we identify two images (a, b) with high and low autoencoder error, respectively. Although both correspond to high yield conditions, image (a) has a much more complex pattern, which is more challenging to reconstruct, thus leading to a larger autoencoder error when compared to the image (b). According to the physicists, the first parameter (shape_mode(4, 3)) encodes the higher order shape information. As a result, the simulator is expected to generate image patterns similar to (b) when the parameter value is closer to 0. Larger deviation from 0 induces more complex patterns, as we observe in the image (a).

**How many samples do we need to train the surrogate?** As noted previously in Fig. 7 (b2), a number of local extrema in different parts of the domain are characterized by a high forward model error $F_{lat}(x)$. To analyze this behavior, we identify the corresponding images (see Fig. 8(d)), which exhibit high-frequency patterns around the central circular regions, making it harder to predict. The natural question is, does this mean we need more training data to better learn these patterns or did we not train the model until convergence?

To answer these questions, we carried out experiments by varying the training size and training time. By increasing the training time from 40 to 80 epochs, we observe that the out-of-ordinary local extrema in Fig. 7(b2) disappear (see Fig. 7(d2)), which indicates that the model had not converged sufficiently. This result was quite surprising since the average loss curve appeared to have reached a steady state, long before the 40 epochs, and we still chose to continue training. Based on feedback from the physicists, we realized that the “cloud” around the high-density center may not reflect the true physics, and could be an artifact of the simulator or the image rendering process. This discovery is crucial because it is not otherwise feasible to examine these large datasets for such anomalous behaviors.

![Comparison of cyclic loss (a measure of surrogate self-consistency) among models with different training sets and training times.](image)

**Fig. 9.** The comparison of cyclic loss (a measure of surrogate self-consistency) among models with different training sets and training times. As shown in (a), the 100K samples trained model exhibits a peculiar parabola pattern, which indicates the lack of self-consistency for a certain parameter range. By increasing the training set (from 100K to 1 Million), we are able to eliminate these empty regions (see (b)), but the model ends up with larger errors, especially among outliers, which can be mitigated by increasing the training time (from 40 to 80 epochs, see (c)). In (d), we show the topological structure of the self-consistency loss of the best model and reveal that the highly inconsistent region is characterized by high values of physical parameter $betti_v$ of the surrogate input.

Similar to the training time, we found that changes to training size also drastically affect error behaviors. In Fig. 9, we show a comparison of the cyclical losses in three different training setups (in the plot, the y-axis is the error, and the x-axis is marked for each column at the top
of the figure). The cyclic error $\mathcal{E}(x)$ provides a way to enforce/evaluate model self-consistency, which is crucial for building physically meaningful models. For the model trained using 100k samples (Fig. 9(a)), we can see the error exhibits a rather peculiar parabolic shape along certain dimensions (see (a1, a2)). The empty region in the error plots reveals that for certain parameter combinations, the model will always be inconsistent to a certain extent, which is not desirable. However, by increasing the training set to 1 million samples (even without increasing the training epochs), as shown in Fig. 9(b), we no longer see those empty regions in the parameter space. However, with more data, the overall errors do not improve; in fact, the outliers become more severe (all plots on the left panel have the same y-axis scale). As expected, we could reduce the discrepancies by increasing the training duration (Fig. 9(c)). The deep learning experts postulate that certain modes of the images (i.e., more complex ones) likely require larger number examples to learn, which the 100k training samples cannot provide. Finally, in Fig. 9(d), we show the topological structure of the cyclic error of the (1M training samples, 80-epoch) model, where one of the peaks corresponds to a high-error region characterized by large values for one of the physics parameters betti_2. As noted by our collaborators, the instability of the surrogate is most likely due to the volatile nature of physics around the point of implosion, where the diagnostic quantities can change drastically.

The above analysis for the ICF surrogate model clearly demonstrates that scientific applications require a new suite of evaluation strategies, based on both statistical characterization and exploratory analysis. The insights provided by our approach cannot be obtained otherwise by using aggregated statistics of errors. For analyzing similar surrogate models, as a general guideline, we believe it is crucial to first explore the relationship between the input parameter space and the corresponding localized errors. We can then dive into the contributors of the overall error and examine their causes to infer unintended behaviors of the model. Lastly, to fully evaluate the model, we also need to understand how the error distribution in the input space impacts the target application. For example, a high concentration of localized error may not always indicate an undesirable model, as the application may require precision only where the model is highly accurate.

7 APPLICATION: MULTISCALE SIMULATION FOR CANCER RESEARCH

Although surrogate modeling is a natural use case for our approach, high-dimensional functions appear in many other applications, sometimes in unexpected contexts. Here, we discuss another ongoing collaboration with computational biologists, who are interested in understanding a particular type of cancer-signaling chain through both experimental and computational means. Specifically, they focus on analyzing how the RAS protein interacts with the human cell membrane to start a cascade of signals, leading to cell growth. Most types of aggressive-cancers, such as pancreatic, are known to be linked to RAS mutations that cause unregulated, i.e., cancerous, growth of the affected cells. However, so far, the attempts to affect RAS function through drugs have led to complete disruption of signals and have ultimately proven fatal to the patient.

The cell membrane is made up of two layers of lipids that constantly move, driven by complex dynamics dependent on lipid type, surrounding proteins, local curvatures, etc. Scientists suspect that the local lipid composition underneath the RAS protein plays a major role in the signaling cascade. Unfortunately, the relevant length scales are not accessible experimentally. Therefore, molecular dynamics (MD) simulations are the only source of information. Using the latest generation of computer models and resources, it is now possible to study the interaction of the RAS protein with the cell membrane for both the atomistic and the so-called coarse-grained MD simulations. However, such simulations are costly and typically restricted to micro-second intervals at nano-meter scales. The challenge is that at these time and length scales, seeing changes in RAS configuration or unusual lipid mixtures is extremely rare, and thus the chances of simulating even one event of interest using a pseudo-random setup are very low. Instead, scientists are interested in simulating micro-meter-sized lipid bilayers for up to seconds of time, which would not only make events of interest more likely, but also reach experimentally observable scales, which is crucial to calibrate and verify computational results. To address these seemingly contradictory requirements, our collaborators are developing a multiresolution simulation framework (Fig. 10). At the coarse level, a continuum simulation is used that abstracts individual lipids into spatial concentrations and models RAS proteins as individual particles. Such simulations are capable of reaching biologically relevant length and timescales and are expected to provide insights into local lipid concentrations as well as clustering of RAS proteins on the cell membrane. However, such models cannot deliver an analysis of the molecular interactions. For such detailed insights, MD simulations are performed using much smaller subsets of the bilayer in regions that are considered “interesting.” The key challenge is to determine which set of fine-scale simulations must be executed to provide the greatest chances for new insights.

7.1 Analysis of Importance Sampling

As shown in Fig. 10, the current approach uses an autoencoder-style setup similar to the one discussed in the previous section. Each local patch underneath a RAS protein in the continuum simulation is projected into a 15D latent space formed by the bottleneck layer of an autoencoder. In the context of this paper, the latent space is a nonlinear dimensionality reduction of the space of all patches onto 15 dimensions. Given limited computational resources, the goal is to determine which of these patches must be examined more closely, using MD simulations. To this end, our collaborators are using a farthest-point sampling approach in the latent space. As resources become available, they choose the patches (yellow) that are farthest away in the latent space from all previously selected patches (green). The intuition is that this strategy, in the limit, will evenly sample the space of all patches rather than repeatedly executing common configurations. In this manner, it will provide maximal information for the available computing resources and drive the process toward rare configurations. In this context, “rare” refers to the simulation length and timescales, which are still very small, i.e., seconds and micrometers scale. The practical challenge is to determine how well this sampling strategy is working and what its practical effects are (see T1 in Section 3). Initial attempts used nonlinear embeddings, e.g., t-SNE, to compare a hypothetical random sample to the optimized farthest-point sampling. Due to the inherent nonlinear distortion, however, the results were inconclusive and difficult to interpret. Other straightforward approaches, e.g., comparing distribution of neighborhood distances between random and optimized samples, also provided limited insight.

![Multiscale simulation of RAS-membrane biology for cancer research.](image)

We use our tool to explore these sampling patterns. In particular, our collaborators estimate the point density in the latent space as the inverse of the mean distance to 20 nearest neighbors. The density is computed for three sets of points: 1) all available patches (2 million points); 2) a uniform random subselection of all patches (100K points); and 3) an optimized subselection using farthest-point sampling (100K points).
Random Subset Full Data Adaptive Subset

Given this density estimate, we compute the extrema graph for all three sets. As shown on the top row of Fig. 11, the set of all patches results in multiple high-persistence plateaus (a2), which indicates well-separated density maxima, the smallest of which has a persistence of \( \sim 50\% \). Note that these modes are not apparent in the parallel coordinates (a1) or in the scatterplot of the latent dimension ((a3) shows the first two latent dimensions). The mid-row plots show the random selection, which creates fewer modes (b2) with lower persistence \( \sim 30\% \), which are also significantly less stable. The figure shows four major modes for illustration, but a more pragmatic interpretation is that there exists only a single mode of density, and the remaining maxima are due to noise, which is surprising since the random sample is expected to mimic the full distribution. In fact, our collaborators typically rely on analyzing the random subset assuming their equivalence. One current hypothesis is that the modes are simply too small to be reliably sampled with 100K points. Another possibility is that the high-dimensional density estimation introduces artifacts. The bottom-row plots show the result of the adaptive importance-based sampling with even smaller modes and lower overall density peaks. Furthermore, the parallel coordinates show a substantially wider distribution, even though the highest density peak \( \sim 0.82 \) remains, which is surprisingly similar to the one of the random sample \( \sim 0.95 \). Again, the similarity is likely a consequence of the density estimation (which applies a nonlinear scaling factor). Nevertheless, our analysis and visual representations have provided direct and intuitive evidence to our collaborators regarding the effectiveness of their sampling strategy, which was not apparent in their previous analyses (e.g., tSNE plots). The team has executed this sampling as part of a large multiscale simulation using a parallel workflow for several days utilizing all 176,000 CPUs and 16,000 GPUs of Sierra, the second-fastest supercomputer in the world, aggregating over 116,000 MD simulations.

Fig. 11. Visualization of different sampling patterns (middle and bottom) when compared to the overall distribution (top) highlights that the adaptive importance-based approach has a wider coverage and lower and fewer modes, as required to execute the targeted multiscale simulation.

8 DISCUSSION AND FUTURE WORK

In this work, we have identified a set of common tasks often encountered in analyzing data derived from computational pipelines for scientific discovery and introduced a scalable visual analytic tool to address these challenges via a joint exploration of both topological and geometric features. To achieve the analysis objectives and facilitate large-scale applications, we employed a streaming construction of extremum graphs and introduced the concept of topological-aware datacube to aggregate large datasets according to their topological structure for interactive query and analysis. We highlight the fact that scientific deep learning requires a different set of evaluation and diagnostic schemes due to the drastically different objectives. In scientific applications, it is often not sufficient to obtain the best average performance or identify the typical simulation results. Instead, it is more important to provide insight and establish confidence in the model itself and understand where or why the model may be unreliable for real-world scenarios. As demonstrated in the application, the proposed tool helps us not only evaluate and finetune the surrogate model but also identify a potential issue in the physical simulation code that would otherwise be omitted. We believe the application-aware error landscape analysis demonstrated in this work is both valuable and necessary for many similar deep learning applications in the scientific domain.

For future work, we plan to further exploit the parallelism in the neighborhood query process by partitioning the problem domain and then merging the query results on the fly. Also, we plan to extend the current topology-aware datacube to support online queries of a wide range of joint distribution representations (e.g., parametric density model, copulas) and incorporate efficient compression strategies. Finally, we are in the process of releasing the proposed tool as part of a general purpose high-dimensional data analysis package to better facilitate the analysis and evaluation of similar applications.
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