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A direct procedure for obtaining the Fourier coefficients of a chain-encoded contour is presented. Advantages of the procedure are that it does not require integration or the use of fast Fourier transform techniques, and that bounds on the accuracy of the image contour reconstruction are easy to specify. Elliptic properties of the Fourier coefficients are shown and used for a convenient and intuitively pleasing procedure of normalizing a Fourier contour representation. Extension of the contour representation to arbitrary objects at arbitrary aspect angle is discussed. The procedures have direct application to a variety of pattern recognition problems that involve analysis of well-defined image contours.

1. INTRODUCTION

Fourier descriptors have been successfully used by many investigators [1–4] for the characterization of closed contours. In this paper, a particularly simple way of obtaining the Fourier coefficients of a chain-encoded [5, 12] contour is presented as well as bounds on the error of such a representation and, also, an intuitively pleasing way of normalizing the Fourier coefficients using a harmonic, elliptic description of the contour [6, 7]. The resulting Fourier descriptors are invariant with rotation, dilation and translation of the contour, and also with the starting point on the contour, but lose no information about the shape of the contour.

2. FOURIER COEFFICIENTS OF A CHAIN CODE

The chain code first described by Freeman [5] approximates a continuous contour by a sequence of piecewise linear fits that consist of eight standardized line segments. The code of a contour is then the chain \( V \) of length \( K \)

\[
V = a_1 a_2 a_3 \ldots a_K
\]

where each link \( a_i \) is an integer between 0 and 7 oriented in the direction \( (\pi/4)a_i \) (as measured counter-clockwise from the \( X \) axis of an \( X-Y \) coordinate system) and of length 1 or \( \sqrt{2} \) depending, respectively, on whether \( a_i \) is even or odd. The vector representation of the link \( a_i \), using phasor notation, is

\[
1 + \frac{(\sqrt{2} - 1)}{2} (1 - (-1)^n) \leq a_i.
\]

An example of a chain code,

\[
V = 000567644422123,
\]

is shown in Fig. 1b, using the method of deriving a chain code from an area-quantized image (Fig. 1a) described by Kuhl [8]. The Fourier coefficients of a chain encoded
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contour developed in this section of the paper for a particular starting point on the contour. The Fourier series representation is appropriate for the chain code because the code repeats on successive traversals of the contour.

Elementary properties of the chain code are easily described. Assuming that the chain code is followed at constant speed, the time needed to traverse a particular link $a_i$ is

$$\Delta t_i = 1 + \left( \frac{12 - 1}{2} \right)(1 - (-1)^n).$$

The time required to traverse the first $p$ links in the chain is

$$t_p = \sum_{i=1}^{p} \Delta t_i,$$

and the basic period of the chain code is $T = t_K$. The changes in the $x$, $y$ projections of the chain as the link $a_i$ is traversed are

$$\Delta x_i = \text{sgn}(6 - a_i)\text{sgn}(2 - a_i),$$

$$\Delta y_i = \text{sgn}(4 - a_i)\text{sgn}(a_i),$$

where

$$\text{sgn}(Z) \begin{cases} 1 & Z > 0 \\ 0 & Z = 0 \\ -1 & Z < 0 \end{cases}$$

and, arbitrarily locating the starting point of the chain code at the origin, the projections on $x$ and $y$ of the first $p$ links of the chain are, respectively,

$$x_p = \sum_{i=1}^{p} \Delta x_i,$$

$$y_p = \sum_{i=1}^{p} \Delta y_i.$$

The Fourier series expansion for the $x$ projection of the chain code of the complete contour is defined as

$$x(t) = A_0 + \sum_{n=1}^{\infty} a_n \cos \frac{2n\pi t}{T} + \sum_{n=1}^{\infty} b_n \sin \frac{2n\pi t}{T},$$

where

$$A_0 = \frac{1}{T} \int_{0}^{T} x(t) \, dt,$$

$$a_n = \frac{2}{T} \int_{0}^{T} x(t) \cos \frac{2n\pi t}{T} \, dt,$$

$$b_n = \frac{2}{T} \int_{0}^{T} x(t) \sin \frac{2n\pi t}{T} \, dt.$$

The Fourier coefficients corresponding to the $n$th harmonic $a_n$ and $b_n$ ($B_n \equiv 0$) are most easily found because $x(t)$ is piecewise linear and continuous for all time. The derivation of the coefficients here involves the time derivative $\dot{x}(t)$, which consists of the sequence of piecewise constant derivatives $\Delta x_p / \Delta t_p$ associated with the time intervals $t_{p-1} < t < t_p$ for values of $p$ in the range of $1 \leq p \leq K$. The time derivative is periodic with period $T$ and can itself be represented by the Fourier series

$$\dot{x}(t) = \sum_{n=1}^{\infty} a_n \cos \frac{2n\pi t}{T} + b_n \sin \frac{2n\pi t}{T},$$

where

$$a_n = \frac{2}{T} \int_{0}^{T} \dot{x}(t) \cos \frac{2n\pi t}{T} \, dt,$$

$$b_n = \frac{2}{T} \int_{0}^{T} \dot{x}(t) \sin \frac{2n\pi t}{T} \, dt.$$

Then

$$a_n = \frac{2}{T} \sum_{p=1}^{K} \frac{\Delta x_p}{\Delta t_p} f(t \cos \frac{2n\pi t}{T} \, dt)$$

$$\beta_n = \frac{2}{T} \sum_{p=1}^{K} \frac{\Delta x_p}{\Delta t_p} \sin \frac{2n\pi t_p}{T} \sin \frac{2n\pi t_{p-1}}{T}$$

and

$$\beta_n = \frac{2}{T} \sum_{p=1}^{K} \frac{\Delta x_p}{\Delta t_p} \sin \frac{2n\pi t_p}{T} \sin \frac{2n\pi t_{p-1}}{T}$$

But $\dot{x}(t)$ is also obtained directly from its definition as

$$\dot{x}(t) = \sum_{n=1}^{\infty} -\frac{2n\pi}{T} a_n \sin \frac{2n\pi t}{T} + \frac{2n\pi}{T} b_n \cos \frac{2n\pi t}{T}.$$

Equating coefficients from the two expressions of $\dot{x}(t)$,

$$a_n = \frac{T}{2n^2} \sum_{p=1}^{K} \frac{\Delta x_p}{\Delta t_p} \left[ \frac{2n\pi t_p}{T} - \frac{2n\pi t_{p-1}}{T} \right],$$

$$b_n = \frac{T}{2n^2} \sum_{p=1}^{K} \frac{\Delta x_p}{\Delta t_p} \left[ \frac{2n\pi t_p}{T} - \frac{2n\pi t_{p-1}}{T} \right].$$

The Fourier series expansion for the $y$ projection of the chain code of the complete
\[ y(t) = C_0 + \sum_{n=1}^{\infty} c_n \cos \frac{2n\pi t}{T} + d_n \sin \frac{2n\pi t}{T}, \]

where
\begin{align*}
c_n &= \frac{T}{2n^2\pi^2} \sum_{p=1}^{K} \frac{\Delta Y_p}{\Delta t_p} \cos \frac{2n\pi t_p}{T} - \cos \frac{2n\pi t_{p-1}}{T}, \\
d_n &= \frac{T}{2n^2\pi^2} \sum_{p=1}^{K} \frac{\Delta Y_p}{\Delta t_p} \sin \frac{2n\pi t_p}{T} - \sin \frac{2n\pi t_{p-1}}{T}.
\end{align*}

The applicability of the expressions for the Fourier coefficients extends to the generalized chain code described by Freeman [9] as well as to any piecewise linear representation of a contour since no constraints are made on the incremental changes \( \Delta x_p \) and \( \Delta y_p \) (\( \Delta t_p = (\Delta x_p^2 + \Delta y_p^2)^{1/2} \)).

The DC components in these Fourier series are as follows:
\begin{align*}
a_0 &= \frac{1}{T} \sum_{p=1}^{K} \left[ \frac{\Delta x_p}{\Delta t_p} (t^2_p - t_{p-1}^2) + \xi_p (t_p - t_{p-1}) \right], \\
c_0 &= \frac{1}{T} \sum_{p=1}^{K} \frac{\Delta y_p}{\Delta t_p} (t^2_p - t_{p-1}^2) + \delta_p (t_p - t_{p-1}),
\end{align*}

where
\begin{align*}
\xi_p &= \sum_{j=1}^{p-1} \Delta x_j - \frac{\Delta x_p}{\Delta t_p} \sum_{j=1}^{p-1} \Delta t_j, \\
\delta_p &= \sum_{j=1}^{p-1} \Delta y_j - \frac{\Delta y_p}{\Delta t_p} \sum_{j=1}^{p-1} \Delta t_j, \\
\xi_t &= \delta_t = 0.
\end{align*}

Graphic examples of 1-, 2-, 3-, and 4 harmonic Fourier approximations of the chain code \( V_1 \) are shown in Fig. 1c.

3. NUMBER OF HARMONICS NEEDED IN THE FOURIER APPROXIMATION

It is useful to be able to specify the number of harmonics required such that a truncated Fourier approximation to a contour be in error by no more than \( \epsilon \) in the \( x \) or \( y \) dimension. Let
\begin{align*}
X_N &= A_0 + \sum_{n=1}^{N} a_n \cos \frac{2n\pi t}{T} + b_n \sin \frac{2n\pi t}{T}, \\
Y_N &= C_0 + \sum_{n=1}^{N} c_n \cos \frac{2n\pi t}{T} + d_n \sin \frac{2n\pi t}{T}.
\end{align*}

be the Fourier series truncated after \( N \) harmonics for the \( x(t) \) and \( y(t) \) projections, respectively, and define the error, \( \epsilon \), as
\[ \epsilon = \max \left[ \sup_{t} |x(t) - x_N(t)|, \sup_{t} |y(t) - y_N(t)| \right]. \]

Then it is shown by Giardina and Kuhl [7] that \( \epsilon \) is bounded by the expression
\[ \epsilon \leq \frac{T}{2n^2\pi N} \max_{0 \leq t \leq T} \left[ V(\dot{x}(t)), V(\dot{y}(t)) \right], \]

where the total variation of the derivative \( \dot{x}(t) \) has been symbolized as \( V_0(\dot{x}(t)) \) and of the derivative \( \dot{y}(t) \) as \( V_0(\dot{y}(t)) \). The derivatives for the link \( a \), are
\[ \dot{x}_a = \frac{\Delta x_a}{\Delta t}, \]
\[ \dot{y}_a = \frac{\Delta y_a}{\Delta t}, \]

and can be tabulated according to the value of \( a \), as shown in Table 1. Then, the total variations of \( \dot{x}(t) \) and \( \dot{y}(t) \) are, respectively:
\[ \sup_{0 \leq t \leq T} V(\dot{x}(t)) = \left( \sum_{k=2}^{K} |\dot{x}_k - \dot{x}_{k-1}| \right), \]
\[ \sup_{0 \leq t \leq T} V(\dot{y}(t)) = \left( \sum_{k=2}^{K} |\dot{y}_k - \dot{y}_{k-1}| \right). \]

A graph of the actual error, \( \epsilon \), versus the number of harmonics, \( N \), used in the Fourier approximation is shown in Fig. 1d for the chain code \( V_1 \). The predicted bounds on the error are shown superimposed on the graph as predicted by the maximum, total-variation formula.

The following five chain codes are now examined:
\[ V_2 = 1117220666667666444444222, \]
\[ V_3 = 54123400101000771107545450654134444, \]
\[ V_4 = 00466026046246532671240222, \]
\[ V_5 = 003107045476445715345041331420600, \]
\[ V_6 = 23344676544343267000122325443322156677010144322110455667000321 \]
\[ 1077334556710007762334445007776. \]

They are examples of image contours of increasingly greater complexity (i.e., wiggliness) as shown in Figs. 2 through 6. In each figure the chain-code representation of the image contour is displayed with superimposed Fourier approximations, which incorporate increasingly higher harmonic content. Also, the actual error and one-half the predicted bound on the error versus harmonic content, \( N \), are shown at
the bottom of each figure. The factor of one-half has been incorporated on the predicted bound because it has been experimentally found that for all but the most simple figures, as for example an equilateral triangle, the bound is quite conservative. It is apparent from inspection of the figures that as the contour becomes more complex, the predicted bound becomes more conservative, and that to make comparisons of the accuracy of harmonic reconstruction for different contours both plots of \( \epsilon \) must be normalized against \( T = T_{\epsilon} \); i.e., use \( \epsilon' = \epsilon / T \).

The predicted bound on \( \epsilon \) offers the advantage of quick and easy computation compared to the calculation of the actual error, but a heuristic factor (e.g., division by a constant) must be applied to the bound to obtain a closer approximation to the error curve. The heuristic factor would be developed by experimentation for particular applications and might, for example, be a function of the number of large angular changes in the contour.

4. PROPERTIES OF THE FOURIER EXPANSION OF A CLOSED CONTOUR

The truncated Fourier approximation to a closed contour can be written as

\[
x(t) = A_0 + \sum_{n=1}^{N} X_n, \\
y(t) = C_0 + \sum_{n=1}^{N} Y_n,
\]

where the components of the projections \( X_n, Y_n \) \((1 \leq n \leq N)\) are

\[
X_n(t) = a_n \cos \frac{2\pi nt}{T} + b_n \sin \frac{2\pi nt}{T}, \\
Y_n(t) = c_n \cos \frac{2\pi nt}{T} + d_n \sin \frac{2\pi nt}{T}.
\]

It has been shown by Kuhl [7] that the points \((X_n, Y_n)\) all have elliptic loci, and that the Fourier approximation to the original contour can be viewed as the addition in proper phase relationship of rotating phasors, which are defined by the projections. Each rotating phasor has an elliptic locus and rotates faster than the first harmonic by its harmonic number \( n \). This is demonstrated in Fig. 7 with considerable artistic

---

**Table 1**

<table>
<thead>
<tr>
<th>( x )</th>
<th>( y )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1.0</td>
</tr>
<tr>
<td>1</td>
<td>0.707</td>
</tr>
<tr>
<td>2</td>
<td>0.0</td>
</tr>
<tr>
<td>3</td>
<td>-0.707</td>
</tr>
<tr>
<td>4</td>
<td>-1.0</td>
</tr>
<tr>
<td>5</td>
<td>-0.707</td>
</tr>
<tr>
<td>6</td>
<td>0.0</td>
</tr>
<tr>
<td>7</td>
<td>0.707</td>
</tr>
</tbody>
</table>

---

**Fig. 2.** Properties of the chain code \( V_2 = 1117206657666444442222 \). (a) 1-, 2-, 5-, and 7-harmonic representations of the chain code. (b) Actual error and predicted bound on error versus harmonic content.
license for the sake of clarity, and examples of the elliptic locus of \((X_i, Y_i)\) for a particular chain-code are given in Figs. 2 through 6. The same elliptic loci for the points \((X_n, Y_n)\) will be obtained regardless of the starting point on the contour, but the phasors will take different orientation to approximate the contour. This will now be shown by introducing a rotational operator that relates the Fourier coefficients \(a_n, b_n, c_n,\) and \(d_n\) \((n \geq 1)\) at any starting point to the coefficients \(a_n^*, b_n^*, c_n^*,\) and \(d_n^*\) for another starting point displaced \(\lambda\) units around the contour, and by then comparing the loci of \((X_n, Y_n)\) at the two starting points.

A difference in the starting points is displayed in the projected space as a phase shift; i.e., a starting point displaced \(\lambda\) units in the direction of rotation around the
Fig. 6. Properties of the chain code $v_3 = 2333446765444326770001223254533$
2215677010444322104556700032107733455671000776234445007776.
(a) 1-, 9-, 12-, and 30-harmonic representations of the chain code. (b) Actual error and predicted bound on error versus harmonic content.

Fig. 5. Properties of the chain code $v_3 = 0031004547644571532404333420600$.
(a) 1-, 4-, 8-, and 12-harmonic representations of the chain code. (b) Actual error and predicted bound on error versus harmonic content.
contour from the original starting point will have projections for \( n \geq 1 \).

\[
X_n(t^* + \lambda) = a_n \cos \frac{2\pi n t^*}{T} + b_n \sin \frac{2\pi n t^*}{T}
\]

\[
Y_n(t^* + \lambda) = c_n \cos \frac{2\pi n t^*}{T} + d_n \sin \frac{2\pi n t^*}{T}
\]

where

\[
t^* + \lambda = t.
\]

Expanding \( X_n \) and \( Y_n \) and collecting terms,

\[
X_n(t^*) = a_n \cos \frac{2\pi n t}{T} + b_n \sin \frac{2\pi n t}{T}
\]

\[
Y_n(t^*) = c_n \cos \frac{2\pi n t}{T} + d_n \sin \frac{2\pi n t}{T}
\]

where

\[
\begin{bmatrix}
a_n^* \\
b_n^* \\
c_n^* \\
d_n^*
\end{bmatrix} =
\begin{bmatrix}
\cos \frac{2\pi n \lambda}{T} & \sin \frac{2\pi n \lambda}{T} \\
\sin \frac{2\pi n \lambda}{T} & \cos \frac{2\pi n \lambda}{T}
\end{bmatrix}
\begin{bmatrix}
a_n \\
b_n \\
c_n \\
d_n
\end{bmatrix}
\]

The coefficients \( a_n^*, b_n^*, c_n^* \) and \( d_n^* \) are correct for the origin of \( t^* \) (i.e., \( t^* = 0 \)) located at the displaced starting point.

The elliptic locus for the points \( (X_n, Y_n) \) is shown by removing the dependency on the sine and cosine terms to obtain

\[
(a_n^2 + b_n^2)X_n^2 + (a_n^2 + b_n^2)Y_n^2 - 2X_nY_n(a_n^2 + b_n^2) = 1.
\]

and similarly for the projections \( X_n^*, Y_n^* \), because

\[
X_n^*(t^*) = X_n(t^* + \lambda),
\]

\[
Y_n^*(t^*) = Y_n(t^* + \lambda),
\]

\[
(a_n^2 + b_n^2)X_n^2 + (a_n^2 + b_n^2)Y_n^2 - 2X_nY_n(a_n c_n + b_n d_n) = 1.
\]

Therefore, the same elliptic loci are obtained for different starting points.

Counter-clockwise rotation of the \( X, Y \) coordinate axes through \( \psi \) degrees into the \( U, V \) axes, as shown in Fig. 7, is accomplished by the rotational operation

\[
\begin{bmatrix}
U \\
V
\end{bmatrix} =
\begin{bmatrix}
\cos \psi & \sin \psi \\
-\sin \psi & \cos \psi
\end{bmatrix}
\begin{bmatrix}
X \\
Y
\end{bmatrix}
\]

The effect of this axial rotation on the Fourier coefficients \( a_n^*, b_n^*, c_n^* \) and \( d_n^* \) is readily apparent when the projections \( X_n^*, Y_n^* \) are expressed in matrix form,

\[
\begin{bmatrix}
X_n^* \\
Y_n^*
\end{bmatrix} =
\begin{bmatrix}
a_n^* \\
b_n^* \\
c_n^* \\
d_n^*
\end{bmatrix}
\begin{bmatrix}
\cos \frac{2\pi n t^*}{T} & \sin \frac{2\pi n t^*}{T} \\
\sin \frac{2\pi n t^*}{T} & \cos \frac{2\pi n t^*}{T}
\end{bmatrix}
\begin{bmatrix}
\cos \psi & \sin \psi \\
-\sin \psi & \cos \psi
\end{bmatrix}
\begin{bmatrix}
a_n \\
b_n \\
c_n \\
d_n
\end{bmatrix}
\]

Then the projections on the \( U, V \) axes \( u_n, v_n \) are

\[
\begin{bmatrix}
u_n \\
v_n
\end{bmatrix} =
\begin{bmatrix}
\cos \psi & \sin \psi \\
-\sin \psi & \cos \psi
\end{bmatrix}
\begin{bmatrix}
X_n^* \\
Y_n^*
\end{bmatrix} =
\begin{bmatrix}
\cos \psi & \sin \psi \\
-\sin \psi & \cos \psi
\end{bmatrix}
\begin{bmatrix}
a_n^* \\
b_n^* \\
c_n^* \\
d_n^*
\end{bmatrix}
\]

and an axially rotated set of Fourier coefficients \( a_n^{**}, b_n^{**}, c_n^{**}, \) and \( d_n^{**} \) may be defined as

\[
\begin{bmatrix}
a_n^{**} \\
b_n^{**} \\
c_n^{**} \\
d_n^{**}
\end{bmatrix} =
\begin{bmatrix}
\cos \psi & \sin \psi \\
-\sin \psi & \cos \psi
\end{bmatrix}
\begin{bmatrix}
a_n^* \\
b_n^* \\
c_n^* \\
d_n^*
\end{bmatrix}
\]

The combined effects of an axial rotation and a displacement of the starting point on the coefficients \( a_n, b_n, c_n \) and \( d_n \) of the original starting point are readily expressed in matrix notation as follows:

\[
\begin{bmatrix}
a_n^{***} \\
b_n^{***} \\
c_n^{***} \\
d_n^{***}
\end{bmatrix} =
\begin{bmatrix}
\cos \frac{2\pi n \lambda}{T} & \sin \frac{2\pi n \lambda}{T} \\
\sin \frac{2\pi n \lambda}{T} & \cos \frac{2\pi n \lambda}{T}
\end{bmatrix}
\begin{bmatrix}
a_n \\
b_n \\
c_n \\
d_n
\end{bmatrix}
\begin{bmatrix}
\cos \psi & \sin \psi \\
-\sin \psi & \cos \psi
\end{bmatrix}
\begin{bmatrix}
\cos \frac{2\pi n \lambda}{T} & \sin \frac{2\pi n \lambda}{T} \\
\sin \frac{2\pi n \lambda}{T} & \cos \frac{2\pi n \lambda}{T}
\end{bmatrix}
\begin{bmatrix}
a_n \\
b_n \\
c_n \\
d_n
\end{bmatrix}
\]

\[
\begin{bmatrix}
\cos \psi & \sin \psi \\
-\sin \psi & \cos \psi
\end{bmatrix}
\begin{bmatrix}
\cos \frac{2\pi n \lambda}{T} & \sin \frac{2\pi n \lambda}{T} \\
\sin \frac{2\pi n \lambda}{T} & \cos \frac{2\pi n \lambda}{T}
\end{bmatrix}
\begin{bmatrix}
a_n \\
b_n \\
c_n \\
d_n
\end{bmatrix}
\]

\[
\begin{bmatrix}
\cos \psi & \sin \psi \\
-\sin \psi & \cos \psi
\end{bmatrix}
\begin{bmatrix}
\cos \frac{2\pi n \lambda}{T} & \sin \frac{2\pi n \lambda}{T} \\
\sin \frac{2\pi n \lambda}{T} & \cos \frac{2\pi n \lambda}{T}
\end{bmatrix}
\begin{bmatrix}
a_n \\
b_n \\
c_n \\
d_n
\end{bmatrix}
\]
5. ELLIPTIC FOURIER FEATURES

The Fourier coefficients \(a_n, b_n, c_n\), and \(d_n\) (\(1 \leq n \leq N\)) of the truncated Fourier approximation to a closed contour are used here as the classification of the contour. Since the coefficients vary according to the starting point of a trace of the contour (e.g., the Freeman chain code) and the spatial rotation, magnitude and translation of the contour, self-consistent normalization procedures based only on the intrinsic, shape properties of the contour must be specified. The rotating phasors provide the basis of a most convenient mode of normalization when the location of the first harmonic phasor is elliptic, yielding two simply related classifications corresponding to the positions at either end of the major axis of the ellipse. When this locus is circular, useful classifications consist of the coefficient descriptions for those places on the original contour that are at a specified (e.g., maximum) distance from the contour center point \((A_0, C_0)\). The two related methods of classification are now presented with the elliptic locus case discussed first.

5.1. Classifications for Elliptic 1st Harmonic Locus

A contour classification is obtained for this case in a two-step process. Initially the first harmonic phasor is rotated until it is aligned with a semi-major axis of its locus. Then the \(X, Y\) coordinate axes in which the contour was originally oriented are rotated into new \(U, V\) coordinate axes, defined by the major and minor axes of the ellipse, such that the positive \(X\) axis is coincident with the semimajor axis located in the phasor rotation. The existence of only two possible classifications is easily verified by constructing phasor-addition diagrams of contours similar to those shown in Fig. 7 for different combinations of rotations and by observing that the phasor additions at each semimajor axis are always oriented the same way in the framework of the \(U, V\) coordinate axes. To determine the relationship between the two classifications, let the classification associated with one semimajor axis be obtained through starting-point and spatial angular rotations of \(\theta_i\) and \(\psi_i\) radians, respectively, where \(\theta_i = 2\pi \lambda_i / T\) and \(\lambda_i\) is the displacement of the starting point. Then the classification for the semimajor axis is \((1 \leq n \leq N)\)

\[
\begin{bmatrix}
  a_n^{**} & b_n^{**} \\
  c_n^{**} & d_n^{**}
\end{bmatrix} =
\begin{bmatrix}
  \cos \psi_i & \sin \psi_i \\
  -\sin \psi_i & \cos \psi_i
\end{bmatrix}
\begin{bmatrix}
  a_n & b_n \\
  c_n & d_n
\end{bmatrix}
\begin{bmatrix}
  \cos \theta_i & -\sin \theta_i \\
  \sin \theta_i & \cos \theta_i
\end{bmatrix}
\]

The classification for the other semimajor axis is obtained by a further rotation of both the starting-point and spatial angles through \(\pi\) radians as follows:

\[
\begin{bmatrix}
  a_n^{**} & b_n^{**} \\
  c_n^{**} & d_n^{**}
\end{bmatrix} =
\begin{bmatrix}
  \cos(\psi_i + \pi) & \sin(\psi_i + \pi) \\
  -\sin(\psi_i + \pi) & \cos(\psi_i + \pi)
\end{bmatrix}
\begin{bmatrix}
  a_n & b_n \\
  c_n & d_n
\end{bmatrix}
\begin{bmatrix}
  \cos \theta_i & -\sin \theta_i \\
  \sin \theta_i & \cos \theta_i
\end{bmatrix}
\]

\[
\times
\begin{bmatrix}
  \cos n(\theta_i + \pi) & -\sin n(\theta_i + \pi) \\
  \sin n(\theta_i + \pi) & \cos n(\theta_i + \pi)
\end{bmatrix}
\]

\[
= \begin{bmatrix}
  \cos \psi_i & \sin \psi_i \\
  -\sin \psi_i & \cos \psi_i
\end{bmatrix}
\begin{bmatrix}
  a_n & b_n \\
  c_n & d_n
\end{bmatrix}
\begin{bmatrix}
  \cos \theta_i & -\sin \theta_i \\
  \sin \theta_i & \cos \theta_i
\end{bmatrix}
\]

\[
\times
\begin{bmatrix}
  \cos n \theta_i & -\sin n \theta_i \\
  \sin n \theta_i & \cos n \theta_i
\end{bmatrix}
\]

\[
= (-1)^{n+1} \begin{bmatrix}
  a_n^{**} & b_n^{**} \\
  c_n^{**} & d_n^{**}
\end{bmatrix}
\]

Therefore, the odd harmonics of the two classifications remain the same for all \(n\), but the even harmonics (not including the bias terms \(A_0\) and \(C_0\)) change sign.

The starting-point, angular rotation \(\theta_i\), is determined from the point \((x_i, y_i)\) with elliptic locus

\[
\begin{align*}
  x_i &= a_i \cos \theta + b_i \sin \theta, \\
  y_i &= c_i \cos \theta + d_i \sin \theta,
\end{align*}
\]

where \(\theta = 2\pi / T\), by differentiating the magnitude of the first harmonic phasor \(E = (x_i^2 + y_i^2)^{1/2}\) and setting the derivative equal to zero, which yields

\[
\theta_i = \frac{1}{2} \arctan \left( \frac{2(a_i b_i + c_i d_i)}{a_i^2 + c_i^2 - b_i^2 - d_i^2} \right)
\]

This expression locates the first semimajor axis to occur moving away from the \(y\)-axis, starting point in the direction of rotation about the contour. This can be proven by substituting the value of \(\theta_i\) in the second derivative of \(E\) and noting that a negative quantity is always obtained; i.e., \(0 \leq \theta_i < \pi\).

The spatial rotation \(\psi_i\) is determined from the Fourier coefficients \(a_i^*\) and \(c_i^*\) that are correct for the starting point displaced \(\theta_i\) radians. Now

\[
\begin{bmatrix}
  a_i^* & c_i^*
\end{bmatrix} = \begin{bmatrix}
  \cos \theta_i & \sin \theta_i \\
  -\sin \theta_i & \cos \theta_i
\end{bmatrix}
\begin{bmatrix}
  a_i & c_i \\
  b_i & d_i
\end{bmatrix}
\]

and the point \((x_i^*, y_i^*)\) with elliptic locus is

\[
\begin{align*}
  x_i^*(t^*) &= a_i^* \cos \frac{2\pi}{T} t^* + b_i^* \sin \frac{2\pi}{T} t^*, \\
  y_i^*(t^*) &= c_i^* \cos \frac{2\pi}{T} t^* + d_i^* \sin \frac{2\pi}{T} t^*.
\end{align*}
\]

Since \(t^* = 0\) when the first harmonic phasor is aligned with the semimajor axis, \(\psi_i\) is readily obtained as

\[
\psi_i = \arctan \frac{y_i^*(0)}{x_i^*(0)} = \arctan \frac{c_i^*}{a_i^*}, \quad 0 \leq \psi_i < 2\pi.
\]

Furthermore, the magnitude of the semimajor axis is

\[
E^*(0) = (x_i^*(0)^2 + y_i^*(0)^2)^{1/2} = (a_i^2 + c_i^2)^{1/2}.
\]

The classification can be made independent of size by dividing each of the coefficients by the magnitude of the semimajor axis, and independent of translation by...
ignoring the bias terms $A_0$ and $C_0$. It should be noted that the first harmonic content of the size-normalized classification is always characterized by $a_1^{**} = 1.0$, $b_1^{**} = 0.0$, $c_1^{**} = 0.0$, and $|d_1^{**}| < 1.0$.

An example of the elliptic classification procedure is shown for the tank on a slope in Fig. 8. In Fig. 8a the image and the first harmonic ellipse are shown and in Fig. 8b the 30th harmonic approximation of the tank is given. In Fig. 8c the two possible classifications involving the 30th harmonic approximation are shown by solid and dotted lines, respectively, as generated by the normalized coefficients.

5.2. Classifications for Circular 1st Harmonic Locus

A contour classification for this case is obtained in a manner analogous to the elliptical case except that the starting-point and spatial rotations cannot be made to a semimajor axis. Instead, the rotations are made to the line emanating from the bias point $(A_0, C_0)$ to the point on the contour most distant from the bias point. If several such maximal points on the contour are equidistant from $(A_0, C_0)$ then a like number of classifications will be obtained. Working with the previously described chain code representation of the contour the candidate distances $E_p$ ($1 \leq p \leq K$) will be among the bias point $(A_0, C_0)$ and the heads of the chain links $a_p$. Each distance $E_p$ is

$$E_p = \left( (A_0 - x_p)^2 + (C_0 - y_p)^2 \right)^{1/2}.$$

The indices $p$ corresponding to equally large maxima are stored and a classification is required for each one. The starting-point rotation $\theta_p$ for a classification corresponding to index $p$ is

$$\theta_p = \frac{2\pi p}{T}, \quad 0 < \theta_p < 2\pi,$$

and the spatial rotation angle $\psi_p$ is

$$\psi_p = \arctan \left[ \frac{y_p - C_0}{x_p - A_0} \right], \quad 0 \leq \psi_p < 2\pi.$$

The classification for index $p$ is then

$$\begin{pmatrix} \rho a^{**}_1 & \rho b^{**}_1 \\ \rho c^{**}_1 & \rho d^{**}_1 \end{pmatrix} = \begin{pmatrix} \cos \psi_p & \sin \psi_p \\ -\sin \psi_p & \cos \psi_p \end{pmatrix} \begin{pmatrix} a_0 & b_0 \\ c_0 & d_0 \end{pmatrix} \begin{pmatrix} \cos n\theta_p & -\sin n\theta_p \\ \sin n\theta_p & \cos n\theta_p \end{pmatrix}.$$

Size normalization of the classification is again accomplished by dividing each of the Fourier coefficients by $|a_1^2 + c_1^2|^{1/2}$, which is the radius of the first harmonic circle. Note, the first harmonic locus is a circle when

$$a_1^2 + b_1^2 + c_1^2 + d_1^2 = 2(a_1d_1 - b_1c_1).$$

If a contour can be rotated by $360^\circ/m$ (where $m$ is an integer $\geq 3$) so as to coincide with itself, it will have a circular first harmonic locus and only one unique classification. Examples of such contours are squares and pentagons, and hurricane-like figures with many identical, equispaced, swirling, S-shaped arms. An example of the classification procedure for a windmill blade is shown in Fig. 9. In Figs. 9a and b, the blade, the first harmonic circle, and the thirteenth harmonic approximation of the blade are given. In Fig. 9c, the classification involving the first thirteen harmonics is shown as generated from the normalized coefficients.

The circle-case normalization procedure can be modified to act as a substitute for the elliptic-case procedure by employing a different method of size normalization; i.e., by normalizing the magnitude of the coefficients against the maximal distance $E_p$.

6. RECOGNITION DECISIONS

The contour classifications are used in both a training (i.e., library cataloging) mode for known examples of classes and a decision mode for recognizing unknown images. The rotation and size normalized classifications stored for a known class $m$
A metric distance, $D_m$, between the known class $m$ and the unknown image is defined as the combined minimum over the classification indices $r$ and $p$.

$$D_m^2 = \min_{r=1,2,\ldots,R} \left[ \min_{p=1,2,\ldots,P} \sum_{n=1}^{N} D_n^2(r, p, m) \right],$$

where

$$D_n^2(r, p, m) = (a_n^{**} - a_{nm}^{**})^2 + (b_n^{**} - b_{nm}^{**})^2 + (c_n^{**} - c_{nm}^{**})^2 + (d_n^{**} - d_{nm}^{**})^2.$$

The expression for $D_m$ reduces according to the number of values of $p$ that are stored for class $m$ and the number of values of $r$ computed for the unknown image. For example, if only one value of $r$ is computed for the unknown image the expression reduces to a minimum over the $p$ index. And, if all values of $r$ are computed for the unknown image but only one value of $p$ is stored the expression reduces to a minimum over the $r$ index. The minimum of the distances $D_m(1 \leq m \leq M)$, among the unknown image and the known classes determines the class of the unknown image.

It is clear that in dealing with continuous, unquantized contours the Fourier descriptors will give unique, separable classifications as long as enough harmonics are included in the truncated Fourier series, and that the Fourier descriptors are therefore good for template matching applications. However, in sampling these contours some information is destroyed according to the coarseness of the sampling interval and the contours will, in general, be encoded differently for each particular orientation on the sampling grid. The result is a nonzero metric, $D$, among the normalized classifications of the same contour for different relative grid orientations and grid coarsenesses. The importance of these effects is of course extremely dependent on the application and the inherent separability of the classes of interest, and merits a case-by-case statistical examination in arriving at an overall system design. A simple example of the quantization effect on the metric is given for the airplane images in Fig. 10, each of which is derived from the same original unquantized image. The image shown at the top left of the figure has the highest resolution and consists of pixels of unit size on edge while the other images have progressively lower resolution and consist of respective pixel sizes of 2, 3, 4, and 5 units on edge, which are indicated in Roman numerals. Normalized image classifications at each level of resolution are shown for harmonic truncations $N = 7$, 14, 21, and 28. The metric matrices for harmonic truncations of $N = 7$, 14, 21, and 28 are shown in Table 2, and each matrix corresponds to its respective row $N$ of normalized classifications in Fig. 10. It is noted that the metric among different grid resolutions becomes greater as the harmonic content increases, as expected from inspection of the expression for $D$. What is surprising is that the metric among different resolutions does not necessarily increase as the separation among the resolutions increases. This experimental result is an indication that the Fourier-coefficient classifications will tend to cluster in the classification space for different pixel resolutions across an image.
7. RECOGNITION OF SOLID OBJECTS AT ARBITRARY ASPECT ANGLE

A recognition system for arbitrarily shaped, solid objects at arbitrary aspect angle that uses elliptic Fourier features is proposed here as an extension of the image recognition system already discussed. The system requires that detailed a priori knowledge be available about the shape of the object. The system assumes that aspect can be resolved into three components—roll, pitch, and yaw—and that the coordinate axes are located at the center of gravity of the object, with one axis in the observer's line of sight about which pitch changes.

The elliptic Fourier feature set is invariant with pitch, but for arbitrary bodies the variation as a function of yaw and roll is quite complicated. Therefore, the feature set must be represented in a \(4 \times N\) classification space as a toroidal surface, which can be approximated by a single closed line that itself consists of closed curves and connecting line segments. Each closed curve traces the feature set variation with 360° of roll for a particular yaw angle, and each connecting line segment traces the feature set variation with an incremental change of the yaw angle for a constant roll angle. The classification surface contour is traced out, starting at 0° roll and yaw, by following these roll and yaw curves in proper sequence and without repetition so that all are included.

8. CONCLUSION

A classification and recognition procedure has been described that is directly applicable to classes of objects that cannot change shape and whose images are subject to sensory-equipment distortions, but that may occur in different orientations, sizes and translations. The features used in the procedure are normalized Fourier coefficients derived from chain codes of the image contours. The normalization is performed according to various elliptic properties of the Fourier coefficients themselves.
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