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Feature Tracking 

• Tracking of “good” features & efficient 
search for subsequent positions. 

• What are good features? 

• Required properties: 

– Well-defined  
• (i.e. neigboring points should all be different) 

– Stable across views 
• (i.e. same 3D point should be extracted as feature for neighboring viewpoints) 

 

 



Feature point extraction 
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Simple matching 

• for each corner in image 1 find the corner in image 
2 that is most similar (using SSD or NCC) and vice-
versa 

• Only compare geometrically compatible points 

• Keep mutual best matches 

 



Feature matching: example 
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What transformations does this work for?   

What level of transformation do we need? 



Lowe’s SIFT features  

SIFT: Scale Invariant Feature Transform 

Recover features with change of position, 
orientation and scale 

 

(Lowe, ICCV99) 



Position 

• Look for strong responses of DOG 

filter (Difference-Of-Gaussian) 

• Only consider local maxima  

 



Scale 
• Look for strong responses of DOG filter 

(Difference-Of-Gaussian) over scale space 

• Only consider local maxima in both 

position and scale  

• Fit quadratic around maxima for subpixel 
accuracy 

 



Orientation 

• Create histogram of 
local gradient 

directions computed 
at selected scale 

• Assign canonical 
orientation at peak of 

smoothed histogram 

• Each key specifies 
stable 2D coordinates 

(x, y, scale, 
orientation) 
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SIFT descriptor 
• Thresholded image gradients are sampled over 

16x16 array of locations in scale space 

• Create array of orientation histograms 

• 8 orientations x 4x4 histogram array = 128 
dimensions 



 SIFT features 

• Scale-space DoG maxima 

 

• Verify minimum contrast and “cornerness” 

• Orientation from dominant gradient 

 

 

• Descriptor based on gradient distributions 

0 2 

0 2 



Minimum contrast and 
“cornerness” 



 



Free code available 

SIFT & SIFT ++ 

 
SIFT implementation by Andrea Vedaldi 

http://vision.ucla.edu/~vedaldi/code/sift/sift.html 

http://www.xmarks.com/site/vision.ucla.edu/~vedaldi/code/sift/

sift.html 

 

Ning Xu: http://xuning-cn.blogspot.com/2007/11/sift-

implementation_30.html 

(also SIFT, SURF, Keypoints etc.) 

 

David Lowe: Keypoints: http://www.cs.ubc.ca/~lowe/keypoints/ 

  


