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Material 

• Feature selection: SIFT Features 

• Tracking: Kalman Filter: 

• F&P Chapter 17 

• Greg Welch and Gary Bishop, UNC: 
http://www.cs.unc.edu/~welch/kalman/  

• Web-site (electronic and printed 
references, book lists, Java demo, 
software  etc.) 

• Course material SIGGRAPH: 
http://www.cs.unc.edu/~tracker/ref/s2001/kalman/index.html  

 

http://www.cs.unc.edu/~welch/kalman/
http://www.cs.unc.edu/~tracker/ref/s2001/kalman/index.html
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Feature Tracking 

• Tracking of “good” features & efficient 
search for subsequent positions. 

• What are good features? 

• Required properties: 

– Well-defined  
• (i.e. neigboring points should all be different) 

– Stable across views 
• (i.e. same 3D point should be extracted as feature for neighboring viewpoints) 

 

 



Lowe’s SIFT features  

SIFT: Scale Invariant Feature Transform 

Recover features with change of position, 
orientation and scale 

 

(Lowe, ICCV99) 



 SIFT features 

• Scale-space DoG maxima 

 

• Verify minimum contrast and “cornerness” 

• Orientation from dominant gradient 

 

 

• Descriptor based on gradient distributions 
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Dynamic Feature Tracking  

Tracking is the problem of generating an 
inference about the motion of an object 
given a sequence of images. 

 

The key technical difficulty is 
maintaining an accurate representation 
of the posterior on object position given 
measurements, and doing so efficiently. 

 

 





Kalman Filter 

• The Kalman filter is a very powerful tool when it 
comes to controlling noisy systems. 

• Apollo 8 (December 1968), the first human 
spaceflight from the Earth to an orbit around the 
moon, would certainly not have been possible 
without the Kalman filter (see 
www.ion.org/museum/item_view.cfm?cid=6&scid=5
&iid=293 ). 

• Applications: 

– Tracking 

– Economics 

– Navigation 

– Depth and velocity measurements 

– ….. 

http://www.ion.org/museum/item_view.cfm?cid=6&scid=5&iid=293
http://www.ion.org/museum/item_view.cfm?cid=6&scid=5&iid=293
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What is it used for? 

• Tracking missiles 

• Tracking heads/hands/drumsticks 

• Extracting lip motion from video 

• Fitting Bezier patches to point data 

• Lots of computer vision applications 

• Economics 

• Navigation 



Key Concept 

• Noisy process data 

• Estimate average 
trajectories 

• Smoothing: Sliding 
window for averaging 
(here size 64) 

• But: If horizontal axis is time? We know 
the past but not the future! 

• Time-dependent process: Modeling of 
process itself including noise estimates.   

 



Model for tracking 

• Object has internal state  

– Capital indicates random variable 

– Small represents particular value 

 

• Obtained measurements in frame i are 

– Value of the measurement    

iX

iY

iy

iX

ix



Linear Dynamic Models 

• State is linearly transformed plus 
Gaussian noise 
 

 

 

• Relevant measures are linearly obtained 
from state plus Gaussian noise 

 

 

• Sufficient to maintain mean and 
standard deviation 

 
idiii xDNx  ,~ 1

 
imiii xMNy ,~



General Steps of Tracking 

1. Prediction: What is the next state of 
the object given past measurements  

 

 

2. Data association: Which measures 
are relevant for the state? 

 

3. Correction: Compute representation of 
the state from prediction and 
measurements. 

 1100 ,,   iii yYyYXP 

 iiiii yYyYyYXP   ,,, 1100 



Concept Kalman Filtering 

predict correct 



• Only immediate past matters 

 

 

• Measurements depend only on current 
state 

 

 

Important simplifications  

 

Fortunately it doesn’t limit to much! 

Independence Assumptions 

   111 ,,   iiii XXPXXXP 

     ikjiiikji XYYPXYPXYYYP ,,,,,  



Spirit of Kalman Filtering: 
A really simple example 

We are on a boat at night and lost our position 

We know: 

• star position 



Fixed Position 

p is position of boat, v is velocity of boat
  

 

state is  

 

 

 

We only measure position so  

 

1 ii pp

 IDi 

  iiiii XXMYIM     ,

 ii pX 

1 iii XDX



Observer 1 makes a 
measurement 

14 12 10 8 6 4 2 0 -2 

, 

Conditional Density Function 

0y
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Then: Observer 2 makes a 
measurement 

Conditional Density Function 

14 12 10 8 6 4 2 0 -2 

, 1y
1m

?1 x

?1 

),(
11 myN 

How does second measurement affect 

estimate of first measurement? 



Combine measurements & 
variances: Kalman 

)( 12212 xyKxx 
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Combine Variances 

(statistics) 



Combine measurements & 
variances: Kalman 

14 12 10 8 6 4 2 0 -2 

Conditional Density Function 

),( 22 xN

2xx 
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2

2  

Original estimates updated (corrected) in the 

presence of a new measurement. 
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Predict  Correct 

KF operates by  

1. Predicting the new state and its 
uncertainty 

2. Correcting with the new measurement 

predict correct 
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A really simple example 
We are on a boat at night and lost our position 

We know: 

• move with constant velocity 

• star position 
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But suppose we’re moving 

• Not all the difference is error. 
Some may be motion 

 

• KF can include a motion model 

 

• Estimate velocity and position 

 

14 12 10 8 6 4 2 0 -2 
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Process Model 

• Describes how the state changes over 
time 

• The state for the first example was 
scalar 

• The process model was “nothing 
changes” 

• A better model might be constant 
velocity motion  

 
11 )(   iii vtpp

1 ii vv

 tvpX 
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Measurement Model 

 

“What you see from where you are”  

not 

“Where you are from what you see” 
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Constant Velocity 

p is position of boat, v is velocity of boat
  

 

state is  

 

 

 

We only measure position so  
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Multidimensional Statistics 

To be seen as a generalization of the scalar-valued 

mean and variance to higher dimensions. 

Source: Wikipedia 

2 variables:  
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State and Error Covariance 

• First two moments of Gaussian process 

Error Covariance 

Process State (Mean) 

ix

id
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The Process Model 

Uncertainty 
over interval 

State transition 

Process dynamics 

iiii wXDX  1

 
idi Nw ,0~

Difficult to determine 
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Measurement Model 

Measurement 
uncertainty 

Measurement 
matrix 

Measurement relationship to state 

 
imi N ,0~

iii XMY   
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Predict (Time Update) 


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Measurement Update (Correct) 

Kalman gain 

a posteriori state and error covariance 

   iiiii XMYKXX  

    iii MKI



ix



ix

i

i
Minimizes posteriori error 

covariance 



The Kalman Gain 

  1 
im

T

iii

T

iii MMMK

Weights between prediction and measurements to posteriori 

error covariance 

For no measurement uncertainty:  0
im

  111   iii

T

i

T

iii MMMMK

  iiiiiiii yMxMyMxx 11  

State is deduced only from measurement 
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The Kalman Gain 

Simple univariate (scalar) example 

m

K











a posteriori state and error covariance 

   iiii xyKxx

    ii K  1
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Summary 

PREDICT CORRECT 





  1iii xDx
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Example: Estimating a 
Constant 

The state transition matrix  ID 

iiiii wxwDxx  









11

iiiii xMxy   

The measurement matrix  IM 

Prediction 





  1ii xx

idii  





1
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Measurement Update 

imi

i
iK










   iiiii xyKxx

    iii K1
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Setup/Initialization 

510
id

00 
x

10 

Generate 50 samples centered around  

-0.37727 with standard deviation of  0.1 (var 

0.01). 
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State and Measurements 
 =0.12=0.01 

im

1.0
im

Filter was told the correct measurement variance. 
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Error Covariance (initially 1) 

2)(  i
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State and Measurements 
 = 1 
im

Filter was told that the measurement variance was 100 

times greater (i.e. 1) so it was “slower” to believe 

the measurements. 
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State and Measurements 
 = 0.012=0.0001 

im

Filter was told that the measurement variance was 100 

times smaller (i.e. 0.0001) so it was very “quick” to believe 

the noisy measurements. 



Demonstration own 
experiments 











2D Position-Velocity (PV) 



2D Position-Velocity (PV) 



Example: Hand Gesture 
Recognition and Tracking 
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Kalman Filter Web Site 

http://www.cs.unc.edu/~welch/kalman/ 
 

 

• Electronic and printed references 

– Book lists and recommendations 

– Research papers 

– Links to other sites 

– Some software 

• News 
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Java-Based KF Learning Tool 
• On-line 1D simulation 

• Linear and non-linear 

• Variable dynamics 

http://www.cs.unc.edu/~welch/kalman/ 
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KF Course Web Page 

http://www.cs.unc.edu/~tracker/ref/s2001/kalman/index.html  

( http://www.cs.unc.edu/~tracker/ ) 

• Java-Based KF Learning Tool 

• KF web page 

http://www.cs.unc.edu/~tracker/ref/s2001/kalman/index.html
http://www.cs.unc.edu/~tracker/
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Relevant References 

• Azarbayejani, Ali, and Alex Pentland (1995). 
“Recursive Estimation of Motion, Structure, and 
Focal Length,” IEEE Trans. Pattern Analysis and 
Machine Intelligence 17(6): 562-575. 

• Dellaert, Frank, Sebastian Thrun, and Charles 
Thorpe (1998). “Jacobian Images of Super-
Resolved Texture Maps for Model-Based Motion 
Estimation and Tracking,” IEEE Workshop on 
Applications of Computer Vision (WACV'98), 
October, Princeton, NJ, IEEE Computer Society. 

• http://mac-welch.cs.unc.edu/~welch/COMP256/ 



Extensions: Particle Filtering, 
Condensation 

A. Blake, B. Bascle, M. Isard, and J. MacCormick, 
Statistical models of visual shape and motion, in 
Phil. Trans. R. Soc. A., vol. 356, pp. 1283–1302, 
1998 

B. Isard, M., Blake, and A., Condensation — 
conditional density propagation for visual tracking, 
in Int. J. Computer Vision, vol. 28, no. 1, pp. 5–28, 
1998 

C. Blake, A., Isard, M.A., Reynard, and D., Learning to 
track the visual motion of contours, in J. Artificial 
Intelligence, vol. 78, pp. 101–134, 1995 

http://www.robots.ox.ac.uk/~misard/condensation.html  

http://research.microsoft.com/apps/pubs/default.aspx?id=65809
http://research.microsoft.com/apps/pubs/default.aspx?id=66183
http://research.microsoft.com/apps/pubs/default.aspx?id=66183
http://research.microsoft.com/apps/pubs/default.aspx?id=66183
http://research.microsoft.com/apps/pubs/default.aspx?id=66183
http://research.microsoft.com/apps/pubs/default.aspx?id=65805
http://research.microsoft.com/apps/pubs/default.aspx?id=65805
http://www.robots.ox.ac.uk/~misard/condensation.html


Condensation Algorithm (Blake et al. ) 
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