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Abstract

We presentanovel approachhatintegratesocclusionculling within

the view-dependentrenderingframewnork. View-dependentender

ing provides the ability to chang level of detail over the surface
seamlesslyand smoothlyin real-time. The exclusive useof view-

parameter$o performlevel-of-detailselectioncausegvenoccluded
regionsto berenderedn high level of detail. To overcomethis se-
rious dravback we have integratedocclusionculling into the level

selectionmechanism Becauseeompuing exactvisibility is expen-
sive andit is currently not possibleto performthis computationin

realtime, we usea visibility estimationtechniqueinstead.Our ap-
proachreducesdramaticallythe resolutionat occludel regions.

1 Introduction

Interactive renderingof large datasetss a fundamental issuefor
various applicationsin computergraphics. Although graphics-
processingoower is increasingevery day; its performarte hasnot
beenableto keepup with the rapid increasein datasetcomple-
ity. To addressthis shortcomimy, techniques,such as occlusion
culling andlevel-of-detailrendering,are beingdevelopedto reduce
the amountof geometrythatis requiredto be renderedwhile still
preservingmageaccurag.

The renderingtime of a given polygonal datasetis mainly de-
terminedby the numberof polygors sentto the graphicshardware.
Hence,renderingacceleratiomalgorithmshave tried to reducethe
numberof renderedoolygors. Thesealgorithmsincludegeonetric
simplification and occlusionculling, which achiese their speedip
throughthe decreasef thesetof polygors sentto thegraplics hard-
ware. Geometricsimplificationreduceghe numberof therendered
trianglesby reducingthe resolution(numberof trianglesper area
unit) of the datasetwhile occlusionculling managego reducethe
sizeof therendered-plygonssetby culling invisible polygons.

In a certainway geometricsimplification and occlusionculling
achieve their respectre speedps through orthogon operatiors.
Occlusionculling algorithmscull occludedtriangles but thesetech-
niquesstill rendersmall triangles,which might not contribute sig-
nificantly to thefinal image.Geometricsimplifications,on the other
hand,manageto reducethe numberof trianglesthat occupy small
regions,but they still renderinvisible triangles.The combinationof
bothapprachescanpotentiallyleadto greatreductionon the num-
berof renderedriangleswhile notcompromisingimagequality. To
our knowledge, the only other work that combineslevel-of-detail
selectionwith visibility determinationis the recentpaperby Andu-
jar etal. [2] (seesection?).

View-dependenrenderingprovidesdifferentlevel-of-detail over
differentregions of the samesurface. The selectionof appropiate
level of detailis basedon view-parametersuchasillumination and
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view position. To combire view-depen&nt renderingwith occlu-
sion culling we addvisibility asanotherparametein selectingthe
appropriatelevel of detail. The major technicalchalleng lies in

computingthe visibility parameterfastenoughasnotto harmthe
framerate. Performingexact visibility computatios is expensve,

andhardto achiee in real-time.In practice we maynotneedcom-
plete accurag, it would be sufficient to approimate visibility. At

eachframeandfor eachnodewe estimatethe probability of being
visible. The probablity of a node to be visible is inverselypropa-

tional to the density of the region betweenthe viewpoint and the
node. To estimatethe densityof theregion betweera nodeandthe
viewpoint we imposea grid over the given datasetThen,similar to

Klosowski andSilva[30,31], we assigra solidity valueto eachcell,

which is directly propational to the numberof polygons containg

within it. The probaility thata given cell is invisible is a function
thatdepenlson the solidity of the cellswhich intersecthe segment
thatconrectsthe centerof the cell andthe viewpoint.

2 Previous Work

We build on previous work in the areaof view-dependentsimplifi-
cationandocclusionculling, which we now review.

2.1 View-Dependent Simplification

The vast majority of previous work on geometricsimplification
for level-of-detail-basedenderinghasconcentrate@n computinga
fixedsetof view-indepen@ntlevels of detail. At runtimeanappro-
priatelevel of detailis selectedbasedon viewing parametersWe
refer the interestedreaderto the recentsuney and comparisonby
Cignonietal. [6].

Recentadvanas on generatingmultiresolutionhierarchiestake
adwantag of the temporalcoherenceio adaptvely refine or sim-
plify the polygonal datasetsrom one frameto the next in a view-
dependat manner In particular adaptve levels of detailhave been
usedin terrainsby Grosset al. [22] and Lindstrom et al. [32].
Gross et al. define wavelet spacefilters that allow changs to
the quality of the surface approximationsin locally-definedre-
gions. Lindstrom et al. definea quadtree-bsedblock datastruc-
ture that provides a continuots level of detail representationand
Duchaineauet al. [11] developed real-time optimally adapting
meshegROAMing) for terrains. However, theseappro@hespro-
vide elegantsolutionsfor terrainsandotherdatasetshataredefined
onagrid.

Progressie mesheshave beenintroducedby Hoppe[25] to pro-
vide a continuots resolutionrepresentatiorof polygoral meshes.
Progressie meshesare basedupon two fundamentaloperators—
edgecollapseandits dual, the vertex split, asshovn in Figure 1.
A polygonal meshM = M* is simplifiedinto successiely coarser
meshesV* by applyinga sequenc®f edgecollapses.Onecanre-
trieve the succesively higherdetailmeshedrom the simplestmesh
MP by using a sequene of vertex-split transformations. The se-
quence( M°, {splito, split, ..., splity_1}) is referrecto asapro-
gressivemeshrepresentation.

Xia etal. [42] developedthe Merge Treesasa datastructurebuilt
upon progressie meshego enablereal-timeview-dependentren-
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Figurel: Edgecollapseandvertex split.

dering of an object. Thesetreesencodethe vertex splits andedge
collapsesfor an objectin a hierarchicalmanner Hoppe[26] has
indepemlently developeda view-depemlentsimplificationalgorithm
thatworkswith progresgze meshesThis algorithmuseshescreen-
spaceprojectionand orientationof the polygonsto guide the run-
time view-depenlentsimplifications. Luebke and Erikson[33] de-
fine a tight octree over the verticesof the given modelto gener
atehierarchicaliew-dependentsimplifications.If the screen-space
projectionof a givencell of anoctreeis too small,all theverticesin
thatcell arecollapsedo onevertex.

De Floriani etal. [10] have introducel multi-triangulation(MT).
Decimationandrefinementn MT areachieved throughasetof local
operatorghat affect fragmentsof the mesh. The depenénciesbe-
tweenthesefragmentsarethenusedto construt¢ a directedagyclic
graph(DAG) of thesefragments. Gueziecet al. [23] demongrate
a surface partition schemefor a progressie encodingschemefor
surfacesin the form of a DAG. Klein et al. [29] have developed
anillumination-degndentrefinementalgorithmfor multiresolution
meshes.Schilling andKlein [36] have introduceda refinemental-
gorithm that is texture depenént. El-Sanaet al. [14] have devel-
oped Skip Strip, a data-structureghat efficiently maintainstriangle
stripsduring view-dependentrendering.View-depen@ntrendering
schemesequirethe existenceof the entiredatasetn mainmemory
To overcone the memory size dravback El-Sanaand Chiang [5]
have developedan externalmemoryview-dependentsimplification.
Shamiret al. [38] have developel a view-depen@nt approat that
handlesdynamicenvironmentswith arbitraryinternaldeformation
They have alsointroducedthe T-DAG datastructureto suppat their
approach

2.2 View-Dependence Trees

The View-Dependace Treewasintroducedby El-Sanaand Varsh-
ney [15,16] asacompactmultiresolutionhierarchicadata-structure
that supportsview-depen@nt rendering. In fact, for a giveninput
datasetheview-depen@ncetreeconstructioroftenleadsto aforest
(setof trees)sincenot all the nodescanbe memgedtogetherto form
onetree. View-depeneéncetreesare constructecbottom-upby re-
cursively applyingthe vertex-pair collapseoperation(seeFigurel).
Theorderof thecollapsess determinedy thesimplificationmetric.
This datastructure(tree) differs from other previous work [26,42]
in thatit enablegopology simplification,doesnot storeexplicit de-
pendewies,andhandesnon-manifold casesAt run-timetheview-
depen@ncetreeis usedo guidetheselectiornf theapprgoriatelevel
of detail basedon view-parametersuchasview positionandillu-
mination.

To enabe topology simplification, pair of verticesthat are not
conneted by an edgeare allowed to collapse. This allows meg-
ing of uncannectedcomporents. Sucha vertex pair is saidto be
conneted by a virtual edge, while the original modeledgesarere-
ferredto asreal edges To handlenon-manifold casesa moregen-
eral schemeis usedso that when a vertex split occurs,morethan
two new adjacenttrianglescan be addedthat sharethe newly cre-
atededge(in the caseof a manifold eachedgeis sharedoy no more
thantwo triangles).

2.3 Visibility Culling Algorithms

Occlusionculling is a techniqguewhosegoal is to determinewhich
geometryis hiddenfrom the viewer by othergeomery. Suchoc-
cludedgeoméry neednot be processd by the graphicshardware
sinceit will notcontributeto thefinalimageproducednthescreen.
Occlusionculling, also known as visibility culling, is especially
effective for sceneswith high depth compleity, due to the large
amountof occlusionthatoccurs.In suchsituationsmuchgeometry
can often be eliminatedfrom the renderingprocess. Startingwith
thepioneeringwork of Airey etal. [1] andTellerandSéquin[41] on
precompting lists of potentiallyvisible geometryfrom cells, visi-
bility culling grew into animportantareaof researchn computer
graphics. We refer the interestedreaderto the recentsuneys by
Cohen-Oretal. [7] andDurand[12].

Roughly speaking there are several classesof occlusionalgo-
rithms (for amorecompleteclassificationse€[7]):

— image-precisioralgorithms,which are generallyclassifiedas
thosewhich performvisibility computationsith imagepreci-
sion,i.e. usingdepthvalues[3,21,37] or occlusionmaps[44];

— object-precisioralgorithms,which performvisibility compu-
tationswith objectprecision,usuallyby finding a setof large
occluderswvhich canbeusedto determinaf otherobjects(or a
hierarchyof objects)in ascenearevisible [9, 28];

— andfrom-region algorithms,which performvisibility compu-
tationsnot for a singleviewpoint, but insteadcomputethe set
of potentially visible cells for a whole region. Thesetech-
nigueshave beenthe sourceof consideableresearchrecently
[8,13,35].

Occlusionculling techniquesareusuallyconserative, produdng
imagesthat areidenticalto thosethat would resultfrom rendering
all of the geometry However, they canalso be approximatetech-
niques[20, 30,31,44] that produe imagesthat are mostly correct,
in exchang for evengreatelevelsof interactvity. Theapproimate
approacksare more effective whenonly a few pixels arerendered
incorrectly limiting ary artifactsthatarepercevable to the viewer.

Along the sameline as our work, Andujar et al. [2] proposea
hybrid techniquewvhich combines level-of-detailrenderingwith vis-
ibility. In their work, they definethe term “hardly visible sets”
(HVS), which are subsetsof the potentially visible cells that con-
tributesonly a smallnumberof pixelsto the overall picture. Then,
they proposea stratified renderingframewvork which usesa user
definederrorboundto choosdrom afixedsetof level-of-detailrep-
resentationbasedon the HSV errorestimates.

Another approachto approximatevisibility is basedon usinga
volumetricrepresentationthatis, insteadof performinggeometric
visibility computationspnecancomptte avolumewhich hasintrin-
sic propertiesrelatedto the “density” of geometryin the environ-
ment,andapproxmatethe visibility betweerregionsby compuing
the volume opacitybetweerregions. This approachwvaspioneeed
by Sillion [39] in the context of speedingup visibility compuations
for aradiositysystem.lt is extendedin [40] into a multi-resolution
framawork. Volumetricvisibility wasindependatly developed by
Klosowski andSilva[30,31] in their PLPsystem(seebelow), where
it is usedto roughly estimateheorderof projectionof thegeometry

2.4 Time-Critical Algorithms

Several authorshave addressedhe problemof achiezing constant
frame processingof very large datasetdor differentgraphicsand
geometryalgorithmg[4,17,19,27,34,43].

Funkhouse and Séquin [18] propcse an adapive display algo-
rithm for renderingcomple virtual ervironments. Their rendering



algorithmachiezesa nearconstanframerateby adaptingthe level
of detail of eachobjectby using a constrainedoptimizationalgo-
rithm, which tries to generatehe “best” imagepossiblewithin the
allowable time budget. In their technique they usethe occlusion
culling algorithmof Teller and Sequin[41] to avoid renderingge-
ometrywhich is not visible throughthe portals. At a high-level our
techniguecanbe seenasa finer grain versionof their work. There
aretwo maindifferences:

— we employ view-dependent level-of-detail algorithmswhich
generatesmoothtransitions,and essentiallyprovides contin-
uousmodels;

— the occlusion-cullingtechniquewe useis only approxmate,
but it canaccountfor alargerclassof occlusiontypes.In par
ticular the modelsdo not needto be composéd of only cells
andportals.

The Prioritized-LayeredProjection(PLP) algorithm, introduced
by Klosowski andSilva[30,31], is anapproximatecclusionculling
technigue Ratherthanperforming(expensve) conservatie visibil-
ity determinationsPLPis anaggressie culling algorithmthatesti-
matesthe visible primitivesfor a givenviewpoint, andonly renders
thoseprimitivesthatit determinedo be mostlikely visible, upto a
userspecifiedbudget. Conseqgently, PLPis suitablefor generating
partially correctimagesfor usein atime-critical renderingsystem.
PLP works by initially creatinga partition of the spaceoccupied
by the geometricprimitives. Eachcell in the partition is then as-
signed,during the renderingloop, a probablistic value indicating
how likely it is thatthe cell is visible, given the currentviewpoint,
view direction,andgeometryin the neightoring cells. Theintuitive
ideabehindthe algorithmis thata cell containingmuchgeometryis
likely to occlucke the cellsbehindit. At eachpoint of thealgorithm,
PLP maintainsa priority queue also calledthe front, which deter
mineswhich cell is mostlikely to bevisible andthereforeprojected
next by the algorithm. As cells are projected the geoméry associ-
atedwith thosecellsis rendereduntil the algorithmrunsout of time
or reachests limit of renderedprimitives. At the sametime, the
neighbaing cellsof therenderectell areinsertednto thefront with
appropriateprobabilistic values. It is by schediling the projection
of cellsasthey areinsertedin the front thatPLPis ableto perform
effective visibility estimation.

3 Our Approach

Renderingvery large polygoral datasetsitinteractve ratesis oneof
the fundamentaproblemsof computergraphics.The time spentin
renderinga polygond dataseis (mostly) proportioral to the num-
ber of trianglessentto the graphicshardware* Thereforereducing
thenumberof trianglessentto thegraphicshardware acceleratethe
renderingof polygonal datasetsSuchreductionshoud be achieved
without noticealte lossof fidelity. Several solutionshave beende-
velopedto addresshis problemsuchas geometricsimplification,
occlusionculling andimage-basedendering

Level-of-detail renderingand occlusionculling techniqueshave
successfullyreducel the numberof trianglessentto the graphics
hardwarewhile preservinghevisualappearaoe of therendered3D
polygonal sceneslt is importantto notethatthesetwo appro@hes
have reduca the numkber of trianglesin two orthogoral ways(refer
to sectionl).

Our approachs basedon integratingthesetwo fundametal ap-
proaches- level-of-detailrenderingandocclusionculling —into one

*In somecases, the rasterkzation phasecan also be the bottlened (e.g.,
volumerendeing basedon texture mapping),andif a numberof very large
polygons aresentto the graphics hardware the rasteization costcanpoten-
tially limit theframerate.

algorithm in a simple and intuitive fashion We have developed

analgorithmthat successflly integratesview-depenéntrendering
with occlusionculling. Our occlusionculling algorithmis an ap-
proximateocclusionculling techniqwe. Insteadof performingex-

pensve conserative occlusionculling, our algorithm estimateoc-
clusionprobaility by usinganapproximateocclusionculling tech-
nigue similar to the prioritized-layeredprojection(PLP) algorithm
(referto section2). Sincethe occlusionculling algorithmis inte-

gratedin the view-depemnlentframenork, it achiezesadditionalre-
duction that contributed by low level-of-detail for far-from-viewer
regions. Furthermorethe useof view-depenlentrenderingavoids
the generatiorof “black” regionsin PLP resultingof a shortagen

trianglebudget. Insteadof remaoving hiddentriangles,asin typical
occlusionculling algorithms,our algorithmreduceghe level of de-
tail in differentregions proportionalto the occlusionprobabhlity of

theseregions.

4 Estimating Visibility

Our approah is basedon estimatingvisibility of a region from a
givenviewpoint. Suchapproximatiorshouldbe asaccurateaspos-
siblewith thetime limit betweerntwo conseutive framesatinterac-
tiverates.It is importantto notethatwe have choserto approcimate
visibility becaus it is quite hard (andat this time compuationally
intractableYo compue exactvisibility within thegivenlimited time.

For a givenviewpoint p anda region » we computeanocclusion
factorbetween0.0 and1.0 thatdetermineshe degreeof occlusion
of the region r with respectto the viewpoint p. To determinethe
occlusionfactor we first imposea three-dimensioal uniform grid
over the boundingbox of the given scene. The dimensionsof the
grid dependon the depthcompleity of the scene. Thenwe com-
putevisibility of a cubiccell from a givenviewpointin way similar
to computingopadty of cell in volumetric representation.There-
fore, for eachcell, which includestriangles,we needto definean
attribute equivalentto opacityin volumetricrepresentationSimilar
to Klosowski andSilva[31] we shallreferto this attributeassolidity
ofacell.

4.1 Solidity of a Cell

We would like to definea solidity of a cell asanindicatorfor how
this cell occludesothercells of the imposed3D grid. It is obvious
that the more primitives containedwithin the cell the moreit may
occludeothercells. Therefore we useclutter asthe basicfactorin
determiningsolidity of a cell.

Let usconsidershootingaray r throughthecell ¢;. Sincewe are
consideringopaaie polygonsa ray » may or may not leave the cell
¢;. If arayr thatentersthe cell ¢c; manags to leave it we saythat
r passes;. Determiningwhetheraray passes cell could bevery
expensve andmaynotbefeasiblewithin adurationof oneframefor
largedatasetsThereforewe compue aprobabilitythataray passes
acellinsteadof exactexpensve determination.

The solidity of a cell is inverselyproportion to the probalbility
thatary ray passeghatcell. Sinceour apprachdealswith static
scenewve have choserto computesolidity in a preprocessingtage.
Thereforewe do not have thetime limits constraintsasin real-time
interaction.

A ray r passes cell ¢; if it doesnot hit any polygon insidethe
cell ¢;. Using this principle we have developel two approacksto
computethe solidity of a cell. Oneis basedon projectingthe poly-
gonsinsidethe cell on its sides;andthe otheris basedon shooting
ray acrosghecell. Next we shalldescribethesetwo appro@hes:

— Faceprojection. This techniqueis basedon projectingpoly-
gonson the six facesof a cell. We refer to the six images
createdby projectinga polygon on the six facesof a cell as
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Figure2: Computingsolidity usingorthogmal projection:two faces
of a2D cell.

the projectionarea of a polygon. Thenwe computethe solid-
ity of a cell asthe ratio betweenthe union of the projection
areasof all polygors insidea cell andthetotal areaof the six
facesof thecell. Sincewe are using parallelprojection,it is
enoudh to projecteachpolygon on threeorthogoral facesand
thencompue the solidity with respecto the selectedaces.If
poly(c;) is the setof polygoninsideacell ¢;, face(c;) is the
setof thethreeorthogon&facesof ¢;, andproj_area(t) is the
projectionareaof a polygon ¢ then

Ut epoty(e;) Proj-area(t)

lidity(c;) =
solidity(c;) Zfeface(ci) arealf)

@

— Rayshooting In this techniquewe shoota numberof rays
into a cell andcompue the numter of raysthat passthe cell.
Thenwe compue the solidity asthe ratio betweerthe number
of raysthatdo passthe cell andthe total numberof rays(the
“shotrays”) asin Equation2. To provide a meanindul solid-
ity value for a cell we would like to shootraysin a uniform
fashion.Thereforewe boundthe cell we intendto compue its
solidity valuewith a sphereyirtually subdvide the surfaceof
the sphereinto uniform regions, and then shootone random
ray througheachregion. As resultof the symmetryof spheres,
it is enoughto shootraysfor half of the boundirg sphere.

Shot Rays — Passed Rays

solidity(c;) = Shot Rays @
_ Passed Rays
=10 Shot Rays ©

4.2 Visibility of a Cell from Viewpoint

We would like to estimatevisibility from a viewpoint. Therefore,
we needto estimatethe probalility for avertex v; to bevisible from
a givenviewpoint p. Our estimationis basedon the solidity of the
cells betweenthe viewpoint p andthe vertex v;. In thefirst stepof
our algorithmwe determinehesetof cells s, thatcontrituteto com-
putingthevisibility of thevertex v; from theviewpointp. We define
the sets. asthe cells that intersectthe line segmentthat connects
theviewpoint p with thevertex v;. Computingthevisibility of acell
from aviewpointwasinspiredby renderingvolumedata.
Therenderingof a volume datacanbe dore by traversinga ray
from viewpoint into the volumedatasein a front-to-backor back-
to-front fashion. In back-to-frontrendering,eachvoxel occludes

Ray

;Z ;EBounded Cell

Figure 3: Computingsolidity by shootingray through boundng
sphere.

the precedingone in propation to its color and opacity Opaque
voxels contribute moreto the final pixel thanthe transparehones.
Front-to-backraversaluseshe samebasicprocessut traverseshe

voxels from the viewpoint to the voxels. The benefitof the front-

to-backtraversalis thatoncethe maximumopacityfor thatpixel is

reachedthetraversalprocessanstopwithout traversingthe restof

thedataset.

In our approachwe treatsolidity asopacityvalue and usefront-
to-backtraversalto computethe visibility (occlusion)of a cell. We
initialize the occlusionprobability to 0.0, thenwe traversethe cells
of the sets, in orderfrom the viewpoint p(= wvo) to the vertex v;.
For eachvisited cell we compued the accumulatingsolidity along
the sggmentpy; (asshavn in Equation 4). The contrikution of a
visitedcell to the solidity alonga segmentdeperms on thefollowing
two factors:

(1) Thesolidity p of thevisitedcell: Cellswith high solidity have
higherprobalility to occludecellsbehindit.

(2) Theportion of the sggmentpw; thatlies within thatcell: cells
thatincludelongerportionscontribute morethancellsthatin-
cludesmallerfractionsof the sgment. Eachsegmentw;—1v;
contributesa certain“transparenyg”, which is usedfor attenu-
ation:

ti = (1= plei))e” 27,

wheree~27¥7k+1 s normalizedby the maximumcell diago-
nal,sot; < 1. (Notethatif a cell hassolidity equalto one,its
transparengis zero.)

i j-1
occlusion_probability(v;) = Zp(c]-) H t, 4)
j=0 k=0

5 Adaptive Level of Detalil

Oncetheview-depemencetreeshave beenconstructeaff-line, it is
possibleto constructanadaptve level-of-detailmeshrepresentation
atrun-time.Real-timeadaptve meshreconstructiomequireshede-
terminationof alist of verticesandthelist of triangulationamongst
them.Wereferto theverticesselectedor displayatagivenframeas
displayverticeslist andtrianglesfor displayasdisplaytriangleslist.
The determinatiorof the displaylists is controlledby the selection
of the activenodesof the view-dependencdrees.Thelist of active
nodesis a subsebf nodesof theview-dependencereesthatformsa
breadthcut of theview-dependencereesasshawvn in figure4. In the
active nodedist, low resolutiongin termof triangles)areassociated
with nodes thatarecloseto the top of the treeandhigh resolutions
areassociateavith thenodeghatarecloseto thebottomof thetrees.
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Figure4: Active nodedist in view-dependencdrees.

Theselectiorof active nodess basenview-parameterandoc-
clusionculling which aremainly determineddy the viewpoint. On
eachchangeof the view-parametersve scanthe active nodeslist.
For eachvisited nodewe determinewhethera noderequiresanin-
creasereduction or no changeon its resolution. We increasethe
resolutionfor a nodeby performingsplit operation,andreducethe
resolutionby performingmeige operation. To simplify the expla-
nation, we shall refer to the no-chame operationasnop. The two
adaptoperationssplit/mege change the activenodeslist thatinflu-
encegshedisplayverticesanddisplaytriangleslists.

The split operationinvolves remoring the nodefrom the active
nodeslist and insertingits two childreninto the active nodeslist.
In addition,we needto updde the active triangleslist, by inserting
the newly createdadjacenttrianglesdueto this split. The added
trianglesareobtainedby looking atthe adjacemtrianglelists stored
in thetwo childrennodes(referto [15]). Themege operationis the
dualoperationandit alsorequiresanupdateof the active nodedlist
accordingy.

5.1 View-Parameter Influence

In view-depenént rendering,we would like to representobjects
with respecto their visual importancein the final renderedmage.
Exceptfor silhouetteswe would like to representegionsin ares-
olution (in termsof polygons count)on the 3D spaceproportiona
to their contritution in the final renderedimage. Hence,regions
thatareclose-to-viever andvisible would enjoy high level of detail
while occludedor far-from-viewer regionswould be representedh
low resolution.

The decisionon the next adaptoperation(split, meige, or nop)
for anodedepend on the currentresolutionof the node the view-
parametersandocclusionprobability of thenodewith respecto the
currentviewpoint. We computethe contrikbution of view-parameters
by consideringthe currentviewpoint and the set of currentlight
sources.Eachfactor (viewpoint or light source)determinesappro-
priate level of detail thatis computedby taking into accoun dis-
tancefrom the nodeandthe differencebetweerits direction(view-
direction, or light direction)andthe normalof the inspectedview-
depen@ncenode

The target level of detail for a nodeis the lowestlevel of detall
amongthe variouslevel of detail compued by viewpoint andlight
sources. In our level-of-detail determinationscheme regions that
arefar from the viewpoint have lower level of detail, andclosere-
gionshave higherlevel-of-detail. The differencebetweerthe view-
direction(or light direction)andthe nodenormalresultsin highres-
olution for regionsfacingthe viewer and coarselevel of detail for
back-fcing regions. Silhouetteregionsarehanded separately

5.2 Level of Detail Selection

The selectionof level of detailthatis basedon view-parameterss-
signs high resolutionto close nodesthat are not visible from the
currentviewpoint. To avoid suchseriousdravbackwe incorporate

occlusionculling in the abare scheme The occlusion-cilling factor
cannotincreaseresolution;it canonly reduceit. Thisis animme-
diateresultof the fact that occludedcloseregions are represented
in moretrianglesthantheir contribution to thefinal renderedmage.
Therefore we determinethe level of detail at a nodeby compting
its view-parametersontritution and estimateits occlusionproba-
bility. For occlusionprobaility 0.0, the selectedevel of detail is
theonedeterminedy the view-parametersandfor occlusionprob-
ability 1.0 we would like to selectthelowestlevel of detailpossible.
Hence the probability value canreducethe level of detailatanode
from the level of detail determinedby the view-parametergo the
lowestpossibleoneasexpressedn Equation5.

Note that in Equation5 LODy;n.; is the final level of detail,
LOD, ey is the level of detail determinedby view parameters,
LODjqes: is the lowest possiblelevel of detail, and OP is the
occlusionprobabilityat theinspectechode.

LODfinal = (1 —_ OP) * LODvieu) + OP * LODlowest (5)

We have found out thateventhoughour occlusionculling is nei-
ther exact nor conservatie, we have achieved very high fidelity
while greatlyreducingthe numbe of triangles. This is a resultof
theuseof dependenesamongnodeson the view-depen@ncetrees.
Thesedepemences(implicit and explicit) were introducedto pre-
vent fold-overs in run-time level-of-detail selectionby preventing
thesplitor memgeof nodesbeforeothers.Hence thesedependencies
often restrictthe refinementof nodes,which might have otherwise
refinedto comply with the visual fidelity or error metric. Suchbe-
havior seemdo improve ourocclusionprobabilityappro@hasresult
of:

— Dependeniespreventonenodethatinaccuratelyassignedigh
occlusionprobabilityto selectvery low resolution.

— We give high priority for high resolutionto overcomeinaccu-
ragy in computingthe occlusionprobablity .

6 Implementation Details

We have implementedour algorithm in C/C++ on Unix (and
GNUJ/Linux) operatingsystems.In our currentimplementationwe
have carefully selectecefficient datastructures put have not fully
optimizedour code.

Our approachis aimed at rendering large three-dimesional
datasets.Therefore we reducethe memoryrequirementf view-
dependacetreeshy assigninghe geometryof a parentnodeto one
of its childrengeometry Suchschemeof theview-dependencarees
storesgeometryinformation such as vertex position, normal, and
color on the leaves of the tree,andinternalnodeskeeppointersto
appropriateaddressewheretheirgeometnyis stored.Thesechangs
reducethe overheadf storingtheview-dependencereeto only 2/3
timesmorethanthe 3D representationf the original mesh.

We computethe occlusionprobability by traversingthe line seg-
mentsthat connectthe viewpoint andthe inspectechode. We have
implementedanalgorithmsimilar to Bresenhans algorithm,which
is basedon integer increments. The algorithm startsthe traversal
from the viewpoint, and proceed to the inspectednode. It stops
whentheocclusionprobability valueexceedsl .0 or it hasvisitedall
the cells intersectingthe traversedsegment. In our currentimple-
mentationwe computethe occlusionprobability alongthe segment
that conrectsthe centerof the cell thatincludesthe viewpoint and
the centerof the cell thatinclude the inspectechode. In addition,
we assignthe sameocclusionprobalility for the view-depemence
nodesthat belongto the samecell. We have also managedo re-
ducethetime spenton estimatingocclusionprobablity by avoiding



unnecessaryre-computation.We achieve this by using a one-byte
counterfor eachcell. We updatethis counterto be equalto the cur-
rentframecounteraftereachtime we computethe occlusionproba-
bility for a cell. We recomputeocclusionprobaility for a cell only
if its one-bytecounteris differentfrom the currentframecounter

7 Results

We have testedour unogimizedimplementatioron variousdatasets
andhave receved encouragingesults.In this sectionwe reportand
analyzesomeof theseresults.

View-dependetrenderingalgorithmsareknown for their ability
to take advantage of coherencdetweernconseative frames.Hence,
it makesmoresenseo compareits performanceover sequenesof
framesandnotoveroneisolatedframe. Thereforeall theresultswe
reportwereobtainedusinga sequaceof frames.

Theresultswereachiezed usinga Pentium-Ill machinewith 512
MB of memoryand an Nvidia GeForce graphicscard. In Table 1
we report the averagenumberof splitymege operations number
of trianglesat eachframe, and the averagetime for a frame. As
can be seen,we have achieved interactve frame rateseven for
large datasets. To evaluae the improvementof integrating oc-
clusionculling with view-depen@nt renderingwe have performed
teststhat comparethe performanceof our currentalgorithm (view-
depen@ntrenderingthat suppats occlusionculling) with previous
view-depemlentrenderingalgorithm[15]. In thesetestswe consider
two factors— imagequality andframerates.

For eachdatasetve recorda pathwhich includesthe camergpa-
rametersandillumination. Then,we comparethe performarce of
the two algorithmsover the samepath for eachdataset. For each
datasetwe comparethe averageframeratesandthe averagequal-
ity of thetwo algorithms.lIt is easyto compute the framerateafter
measuringthe run time of the entire sequence Measuringthe im-
agequality is not that simple. For eachframe,the imagequality is
determinedby the setof renderedtriangleswhich are constructed
from the selectedevel-of-detail. For the samesimplificationmet-
ric, the cameraparameterandillumination determinethe selected
level-of-detail. Comparingheimagequality couldbedoneby either
comparingthe two imagespixel-to-pixel or by comparingthe setor
trianglesthatcontributeto therenderedmages.We choseto usethe
secondappro&h becauseomparingthe imagespixel-to-pixel may
not be accurateasresultof the floating-pointcalculationduring the
renderingprocess. In the last three columnsof Table 1 we report
resultsof comparingthe averageframetime andimagequality for
thetwo algorithmsusingdifferentdatasetsThe columntitied VDR
includesthe averagetime per frame for view-depementrendering
(without occlusionculling), andthe columnVDR+OC includesthe
averagetime per framefor view-dependentrenderingusing occlu-
sion culling to reducethe numker of renderedriangles. For these
resultswe have usedthe first approach- Face projection— to ap-
proximatethe solidity of the cells. The time to estimatethe occlu-
sion probability (in real-time)depenls primarily on the size of the
imposed3D grid.

Figure8 shavsthreeimageqa, b, andc) of afour sphereslataset.
Figure8ashavsthefour-sphereslatasetfFigure8b shavs thesolid-
ity valuesof eachcell representetly the sizeof the blue points,and
Figure8c depictsthe occlusionprobatility alongthe segmentAB.
The saturationof the red color indicatesthe occlusionprobablity
value. We have assigneded color for occlusionprobadbility 0.0 and
bladk for value1.0. As canbe seenin theseimagesclutteredcells
wereassignedarge solidity values(largerblue pointsin Figure8b)
andoccludedcellswereassignedarge occlusio probability values
(blacksegmert colorin Figure8c).

Figure6 depictsthe influenceof occlusionprobability on the se-
lectedlevel of detail. Figure6 shavs two imagesof nestedspheres.
Figure 6a shaws the final imagesand Figure 6b shavs the outer

spherdn wire-framein orderto shav theinnersphereln Figure6b
we depictthereductionof theresolutionof the occludedregions.

il 1

B

Figure5: A closeview of themodelSect01A(Power Plant).

The imagesin the Figures7, 9, and 10, and comparethe per
formanceof view-depementrendering,in termsof resolution,with
andwithout the useof occlusionculling. Thetop row in Figure9
shawvs threeimagesof the Car Enginemodelfrom the sameview-
point: (a) full resolution, (b) view-dependentrendering,and (c)
view-depen@ntrenderingwith occlusionculling. In the bottomrow
we shav a sideview of eachinstancein wire-framemodeto depict
thetrianglereduction. Theseimagesshav thatwe gaina consicer
able reductionin the numberof trianglesby integrating occlusion
culling with view-depeneént. Note that the two top imagesFig-
ure9b and 9c differ in lessthat0.05%o0f the visible triangles.Fig-
ure 10 shavs imagesof the Section01Amodel(of the Power Plant
datasef24]). Theseimageswere generatedn the sameapproat
thatwe useto producethe imagesin Figure9. The differencebe-
tweenthe top imagesin Figure 10b and 10c is lessthat 0.1% of
the visible triangles. Sincethe imagesin Figure 10 do not depict
well the compleity of the Section01Amodel,we show it in abetter
detailin Figure5. Figure7 shaws full resolution,view-depenént
rendering,andview-depementrenderingwith occlusionculling of
Section16of the Powver Plantmodel.

8 Conclusion and Future Work

We have presenteda novel approachfor incorporatingocclusion
culling within the framework of view-depemlentrendering Our ap-
proachmanags to reducethe numberof trianglessentto the graph-
icshardwarewithoutcompromisingmagequality. Ourideais based
on estimatingocclusionprobalbility ratherthan performingexpen-
sive conservatie visibility determinations To appro<imate visibil-
ity weimposea 3D uniformgrid overtheboundingbox of thescene.
Thenwe assigna solidity valuefor eachgrid-cell baseconthepoly-
gonsincludedin thatcell. We computethe occlusionprobability for
a nodeby traversingthe cells along the segmentthat connets the
nodewith the viewpoint. The computedocclusionprobalility and
the view-parametersre usedto determinethe appropriatdevel of
detailfor eachframe.

We seethe scopefor future work in designingocclusionculling
algorithmsthat cantake adwvartageof coherere betweenconseu-
tive frames. Suchalgorithmscanprovide betterperformancevhen
incorporatednto view-depementrenderingframenork.

Ourcurrenttechniquedor approxmatingvisibility arequitesim-
ple, andarelikely not optimalones.Also, thereareseveral approx-
imationsthat we are performingin the calculationswhich do not



Dataset Original VDR+OC Average/frame | Averag Time(ms)/frame| ImageQuality
Vertices | Triangles| Triangles| Split‘tMerge(K) | VDR VRD+0OC A Trianglest)
Hiding Bunry 38K 75K 30K 14K 55 39 0.0
CarEngine 70K 140K 52K 2.1K 93 51 0.23
GeometryObjs | 95K 190K 63K 2.4K 91 54 0.25
Section16 597K 366K 69K 2.9K 96 52 0.5
Terrain 262K 522K 71K 3.1K 110 61 0.01
Dragon®am 320K 650K 74K 4.8K 115 64 0.5
Section01A 507K 748K 81K 5.1K 120 75 0.3

Tablel: Runtime over a sequene of framesfor variousdataset®y differentview-depen@ntrenderingalgorithms.

(@)

Figure6: Occlusionprobability contritute to thelower resolutionof theinnersphere.

necessarilycapturethe correctphysicalphenongna. An interesting
avenuefor future work is to develop more accuratetechniquedor
approximaing visibility.
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a) 140K triangles (b) 86K triangles (c) 24K triangles

Figure9: Car Engine: a) Full resolutionmodel, b) View-dependat rendering,and c) View-dependentenderingwith occluding culling
suppot.
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(a) 748K triangles (b) 474K triangles (c) 66K triangles

Figure 10: Section01Aof Pawver Plant: a) Full resolutionmodel, b) View-dependentendering and c) View-dependehrenderingwith
occludingculling support.



