
Telecommunication networks and services
generate tens of gigabytes of data every

day. These data record various characteristics of the
networks. Visualizing massive data at full scale and at
different levels of abstraction provides an effective
means of analyzing network, customer, and service
behaviors. Interactive visualization tools and high-res-

olution displays are crucial in pre-
senting this information properly.

Figure 1 is a photograph of a large
display wall at the AT&T Global Net-
work Operations Center in Bedmin-
ster, New Jersey. Data from the
networks are continuously received,
processed, and displayed on the wall.
The large wall provides the required
real estate to display various charac-
teristics of the data coming from dif-
ferent parts of the network.

At the AT&T InfoLab, we’ve been
investigating various visualization

techniques for managing and displaying network data.
For our experiments, we built a rear-projected display
wall, or InfoWall, consisting of a 4 × 2 LCD projector sys-
tem with a resolution of more than 10 million pixels. We
initially configured the InfoWall to be driven by an SGI
Onyx with two InfiniteReality1 graphics pipes. Howev-
er, to provide a more affordable, scalable architecture,
our research currently focuses on building displays using
a cluster of PCs.

Applications and software tools
Our experiments focus on visualizing massive data

sets from AT&T’s networks and services. These networks
include long-distance voice networks, multiservice asyn-
chronous transfer mode (ATM) networks, Internet pro-
tocol (IP) networks, access and service networks, and
wireless and broadband cable TV networks. All these
networks generate massive usage data sets. For exam-
ple, the long-distance network alone issues 300 million
call events per day. To generate any kind of real-time
visual display of a network requires collecting and pro-

cessing all this data as quickly as
possible. We developed a toolset,
called Swift-3D,2 which provides
comprehensive support for data
exploration, integrating large-scale
data visualization with querying,
browsing, and statistical evaluation.
It can collect data from many differ-
ent sources and process the data in
real time. Data processing proceeds
incrementally and the visualization
tools can safely access the data files
while they are being updated. To
minimize transmission and storage
requirements, Swift-3D can com-
press massive data sets two or three
times more than state-of-the-art
general-purpose compressors.

All the input data of various
sources get converted to a self-
describing format, which consists of
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data schema in its header followed
by the actual data. This lets most of
the Swift-3D tools remain data inde-
pendent. The most commonly used
tools in Swift-3D are

� filtering,
� aggregation,
� splitting, and
� sorting.

According to the network instan-
tiation and application require-
ments, these tools can be selectively
used to construct data processing
pipelines that operate on the data
quickly and efficiently and avoid sav-
ing temporary data to files. In addi-
tion to efficient algorithms, we also
use several techniques to make these
pipelines run as fast as possible: just-
in-time compilation, direct I/O,
memory mapping, and multireader
pipes. These pipelines can operate
incrementally, since we receive the
data in real time every day. We use
the data these pipelines generate for
analysis and visualization.

A critical decision in visualization
is to select appropriate visual
metaphors for abstract entities such
as networks. Although some aspects
of these networks have certain phys-
ical representations (such as trunks
of a network), many interesting con-
cepts are completely virtual, such as
a phone call in a voice network or a
virtual circuit in a data network.
Visualizing abstract entities is hard
to do well, but at the same time, not having to simulate
specific physical objects (such as an automobile or an
airplane) allows more freedom in coming up with new
visual representations.

We experimented with various visual metaphors,
ranging from abstract to physical, and found that geog-
raphy is one of the few physical representations that
prove useful in network representations. Figure 2 shows
a photograph of the InfoWall. The left half of the display
shows a representation of a voice network. The various
bars on top of the map represent the volume of calls out
of each location. This representation makes it clear
where most of the volume comes from—big cities. Many
abnormal events on networks also cluster around spe-
cific locations. Using the tools in Figure 2, we discovered
that many calls out of New York City failed because of
busy signals (by observing a large concentration of bars
around New York). This occurred because a NYC radio
station had a mass call-in from its listeners.

Texture maps, such as the one shown on the right half
of the display in Figure 2, can also be used to provide
additional geographic clues such as cities, counties,
mountains, and lakes.

Figure 3 shows a large packet-data network. On the
geographic map, the green lines between locations cor-
respond to collections of virtual circuits. Their opacity
and intensity correspond to the volume of traffic. In the
abstract graph view on the left, we see a layout of the cir-
cuits in the selected area drawn as an undirected graph.
Queries can be performed through the graphical user
interface to explore the connectivity of the various ele-
ments, as shown in the two graph views on the bottom.

Showing these large networks in full detail and
through multiple views effectively requires displays with
a large amount of pixels (resolution). We designed Swift-
3D for these large displays. The physical size of the wall
plays an important role too. It allows a group of people
to collaborate better by looking at a single display. We
soon realized that using a conventional mouse for input
seems difficult and unintuitive. We’re currently explor-
ing 3D pointers and gesture recognition as alternatives.

A goal shared by several research groups is to move
from a rear-projection InfoWall driven by an SGI graph-
ics server to a more affordable, scalable architecture
using clustered PCs and commercially available tiled
flat-panel displays. Some features of SGI graphics
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3 A Swift-3D
display of a
large-packet
data network.



servers that we rely on aren’t yet easily replicated on
clustered PCs, even using a special-purpose 2D array of
frame buffers (see http://www.dexonsystems.com).

Building scalable displays
We’re interested in efficient and cost-effective ways

to build the software and hardware for high-resolution
scalable displays, such as those shown in Figure 1. Here
we present our approach based on a cluster of PCs.

One potential solution is to use a high-end SGI
Onyx2. These machines can be configured with a large
number of rendering pipes, several CPUs, and lots of
memory. Irix supports a shared-memory programming
model on these machines, which makes it possible to
develop scalable Iris Performer applications. However,
this approach has a few drawbacks. First, the prices on
SGI Onyx2 start very high, making it hard to develop
cost-effective, smaller configurations. For very large
displays, we get into a different problem—there is a
hard ceiling on the number of InfiniteReality pipes that
can go into one Onyx2. Another problem is the fact that
the R12K processors currently offered on these
machines lag behind the performance of other CPUs,
such as the Intel Pentium III and AMD Athlon, which
run at over 1 GHz. The same performance trend also
appears on the graphics subsystem, where Nvidia
graphics chips (see http://www.nvidia.com) approach
InfiniteReality performance at a fraction of the cost.3

Thus an Onyx2 solution has the problems of scalabili-
ty (both cost and display size) and performance
(including CPU and graphics).

To leverage the cost and performance advantages of
commodity PCs, our work focuses on using PC clusters as
an alternative architecture for driving scalable displays.
The basic hardware components of such a system include

� Workstation-class PCs. For our purposes, a worksta-
tion PC consists of a machine with support for accel-
erated graphics port (AGP) and peripheral
component interconnect (PCI) boards, high-band-
width memory, one or more high-end Intel Pentium
IIIs or AMD Athlons, and a high-end graphics card
(such as Nvidia GeForce).

� Fast interconnect network. For instance, Giganet’s
cLAN is a good example of a fast network. The Giganet
cLAN runs at over 1.25 Gbps, and since it uses the Vir-
tual Interface Architecture (VIA; see http://www

.viarch.org) as the communication protocol, it can
bypass TCP/IP (transmission-control protocol/Inter-
net protocol) overhead and achieve point-to-point
bandwidths upwards of 100 Mbytes per second
(essentially limited by a 32-bit PCI).

It’s important to notice the subtle difference between
PC clusters for graphics and other Beowulf systems. A
Beowulf system4 is designed to run high-performance
computing tasks with a cluster of PCs, interconnected
by a private high-speed network. In addition, a PC clus-
ter for graphics needs to have AGP support and high-
end graphics accelerators to achieve high-performance
graphics rendering. Most Beowulf configurations don’t
have such options. In fact, all the clusters currently sold
by major vendors don’t suit graphics well. In addition,
most Beowulf systems are not suitable for graphics
applications because of their real-time high-bandwidth
requirements.

We’re primarily using Linux as the underlying oper-
ating system for our development. We chose Linux
mainly because it provides a stable platform and lets us
leverage several advantages of open-source, particular-
ly access to kernel and low-level networking. Giganet
provides open-source Linux drivers for its equipment.
Also, a commercial message-passing interface (MPI)
implementation runs on top of Giganet hardware.

On the graphics end, XFree86, a freely redistributable
implementation of the X Window system, is available
with hardware-accelerated support for several acceler-
ator cards, including the Nvidia GeForce. (XFree was
recently redesigned for faster 3D graphics support.) SGI
has also made high-end graphics available in Linux.
They released (as open source) several key components
that help bring state-of-the-art graphics technology to
Linux. They released both the GLX (OpenGL extensions
to X) and the OpenGL sample implementation. It’s also
important that Iris Performer supports Linux (actual
support is only available on SGI Linux machines, but it
runs fine on other machines that have OpenGL support),
although no source-code distributions exist.

In what follows, we describe our work in providing
one uniform, seamless display.

X environment for the tiled display
A major stumbling block in using PC clusters for scal-

able displays is that the vast majority of software we
use doesn’t work on a tiled display. This proves true for
most of the in-house software and for virtually all of the
third-party visualization applications (such as
Geomview or Wolfram Research’s Mathematica). To
create the illusion of a single, large screen, we use a soft-
ware package developed at AT&T Cambridge Labs
called Virtual Network Computing (VNC).5 VNC lets
users access their computers remotely, making their
console’s physical location irrelevant. For this, VNC’s
developers created a lightweight protocol for sending
events (keyboard, mouse, and so on) and images over
the network.

However, VNC has no standard feature for tiling dis-
plays. Because of this we had to modify the source code.
The VNC package comes with a modified X server
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(based on Xfree source code), Xvnc,
that runs with a virtual frame
buffer. That is, you can allocate a
screen that’s as large as the server’s
memory allows. To see the current
state of Xvnc’s frame buffers, you
must use the VNC protocol to query
the Xvnc server. The protocol is
quite straightforward. First, the
client handshakes with the server
and agrees on a set of allowed
image formats. Then the client spec-
ifies to the server a particular region
of interest of the overall screen,
which the server sends incrementally to the client every
time a change occurs. A particularly nice feature is that
the server only encodes portions that have changed and
transmits them to the client, thus lowering the neces-
sary network bandwidth. On each client machine, we
run a modified VNC client, which updates its portion
of the display.

Figure 4 shows the InfoWall’s left 2 × 2 projectors dri-
ven by four Pentium II PCs running Linux. It provides a
unified and seamless display for user applications out of
multiple machines. However, it requires a fast commu-
nication network and protocol to accommodate the
application, which generates results and displays them
on remote machines. For example, if we use 2 × 2 PCs
with a total resolution of 2,560 by 2,048 and run a full-
screen 3D animation program in Geomview, the pixel
data that must be transferred across the network (we
used Ethernet as the underlying network for our pre-
liminary experiments) from the server to a display
machine can be over 3.8 Mbytes per frame. Clearly, the
network bandwidth can’t meet such requirements.

To reduce the network traffic, we also ran the
Geomview 3D animation application by taking advan-
tage of the most efficient compression scheme, Hextile
RRE32 (Runs-and-Run-length Encoding), available in
the VNC protocol.5 We measured the size and the num-

ber of packets transferred from the server to each client
PC for 30 frames. Table 1 lists the average data across
the network to each PC.

If the update rate is 10 frames per second, the net-
work control must sustain the bandwidth of at least 1.8
Mbytes per second with about 400 4- to 5-Kbyte pack-
ets. Even if we had a machine with negligible compu-
tation cost for compressing and decompressing data,
the capacity of Ethernet still can’t transfer the amount
of data required for moderate-sized 3D applications.

Future work
One of the problems with a PC cluster system is that

an application that starts running on one machine is
responsible for the distribution of relevant work to other
PCs for display. This application node serializes the
application processing. A challenging issue is to devel-
op a parallel API that uses multiple PCs to achieve bet-
ter performance.

We’re also extending the VNC protocol to handle 3D
primitives. We aim to use the server to execute the X
operations in the way VNC currently works and relay
the GLX protocol to the client. To accomplish this
requires several changes to the software. First, Xvnc has
to be upgraded to the new version of Xfree, which has
GLX support. We also have to extend the VNC client to
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Table 1. Data (in bytes) and packets received by the four Linux PCs
per frame on average.

Number Data per
Node Data of Packets Packet

1 47,771 11.17 4,276
2 46,800 10.96 4,267
3 46,857 8.78 5,338
4 47,534 8.96 5,306

All 188,962 39.87 4,796
Node 1 is the top-left quarter portion of the screen; Node 4 is the bottom-right
quarter portion of the screen.

4 A snapshot of the InfoWall with a
PC cluster running on the left half
of the wall. With one seamless
display on the PC cluster, we can
run existing applications without
modification. On this particular
screen, we have Geomview, Gnu-
plot, Netscape, and Adobe Acrobat
running.



support the new protocols. In doing so, we’re almost
changing the complete implementation of the VNC
client, currently based on the X protocol.

We’re also interested in working on resource sharing
across multiple display walls. The InfoWall has a dedi-
cated T1 connection to the Display Wall at Princeton
University.6 This provides us a great opportunity for
exploring remote collaboration, visualization, and inter-
actions with large displays. �
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