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ABSTRACT 
 
Collaboratively monitoring and analyzing large scale 
simulations from petascale computers is an important 
area of research and development within the scientific 
community. This paper addresses these issues when teams 
of colleagues from different research areas work together 
to help understand the complex data generated from these 
simulations. In particular, we address the issues when 
geographically diverse teams of disparate researchers 
work together to understand the complex science being 
simulated on high performance computers. Most 
application scientists want to focus on the sciences and 
spend a minimum amount of time learning new tools or 
adopting new techniques to monitor and analyze their 
simulation data. The challenge of eSimMon, our web-
based system is to decrease or eliminate some of the 
hurdles on the scientists’ path to scientific discovery, and 
allow these collaborations to flourish.. 
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1.  INTRODUCTION 
  
Leadership class computing offers an extraordinary 
amount of computing power to scientists at three different 
DOE centers: Argonne National Laboratory (ANL), Oak 
Ridge National Laboratory (ORNL), and the National 
Energy Research Scientific Computing Center (NERSC). 
For example, in  2010, The Leadership Computing 
Facilities at Argonne and Oak Ridge National 

Laboratories will provide over one billion processor hours 
to the INCITE program. As the complexity of the 
computers increases so does the complexity of the physics 
they simulate. For most of the simulations we are working 
with, this translates into an increase in the amount of data 
the simulations generate. For example, simulations 
produced by the GTC [1] code generated over 60 TB of 
data, which took months of analysis to gain insight into 
turbulence transport in tokamaks.  Monitoring and 
analyzing results from large simulation runs often 
involves several research institutions and teams of 
scientists with diverse backgrounds including physics and 
computer science.  
 
Our data management team’s main goal is to accelerate 
the scientific discovery process by developing 
middleware and dashboards that allow users to generate 
fast metadata-rich I/O, and then perform the mundane 
tasks needed to present physicists with meaningful 
scientific results. To that end, we built the Framework for 
Integrated End to End Scientific Data Management 
Technologies for Applications (FIESTA) shown in Figure 
1. The foundation components of FIESTA are: 1) fast 
adaptable I/O, 2) workflow management, and 3) a 
collaborative portal we refer to as the eSimMon [2] 
dashboard. FIESTA’s auxiliary components are 
components for code coupling, provenance and metadata 
capture, wide-area data movement, and visualization. 
 
The adaptable I/O System (ADIOS) [3] provides access to 
a variety of data transport mechanisms and data formats. 
The primary benefit of using ADIOS is that it provides 
portable metadata-rich output along with very fast, 
scalable I/O. The Kepler workflow system [4] 



 

 

orchestrates parallel tasks on multiple computer platforms 
and feeds a multitude of output to the dashboard 
including: images, movies, input files, performance data, 
and source code. We have integrated ADIOS and Kepler 
by providing a custom transport method in ADIOS that 
can talk to Kepler’s provenance database. This 
information is accessible by eSimMon to be presented to 
users using provenance metadata to make data access fast 
and efficient. 
 
In this paper, we focus on the front-end of the framework 
and describe how it is used to monitor jobs on the 
supercomputers to facilitate analysis by teams of 
scientists working in cooperation on a specific project. 
We describe our experience with a number of theoretical 
scientists, which is the driving force behind eSimMon’s 
development. Understanding the way scientists work and 
where they most need our help is key in delivering a tool 
they will actually use. In Section 2, we describe in more 
details the motivation for this work; in Section 3 we cover 
related work. Section 4 emphasizes the relationship 
between user feedback and feature development. Section 
5 describes the eSimMon dashboard and the supporting 
systems behind the Graphical User Interface (GUI). In 
Section 6, we describe the current infrastructure in place 
for analysis at ORNL followed by the different analysis 
methods currently available on the dashboard. Section 7 
contains the summary of this work and conclusions. 
 

 
Figure 1. The Framework for Integrated End to End 

Scientific Data Management Technologies for 
Applications (FIESTA) 

 
2. MOTIVATION  
 
The supercomputers at ORNL, NERSC and ANL allow 
scientists to generate complex and massive output for 
extended periods of time; however, taking full advantage 
of the infrastructure is still a major challenge. The 
eSimMon dashboard, shown in Figure 2, is a user-
centered tool developed specifically in an attempt to 
overcome obstacles encountered by simulation scientists. 
It’s continued development requires an understanding of 

potential users and answering two essential questions: 
who are the users and how do they currently work? [5] 
 
 
Typically, simulation scientists do not work alone: 
theoretical physicists need to work alongside 
computational scientists, I/O experts, performance 
experts, data management and workflow scientists, 
applied mathematicians and visualization experts in order 
to do their research. As computers increase in 
computational power, scientists are able to look at multi-
physics, which requires codes to be coupled, since each 
code makes different assumptions and approximations. 
By coupling codes, scientists can explore larger ranges in 
the spatial and temporal domains, allowing for greater 
understanding of the science being examined. However, it 
also implies that experts in one code need to collaborate 
closely with experts in another code.  
 
The eSimMon dashboard allows scientists to work 
together using one single tool for analysis, visualization, 
and data movement. Our key contribution is in using 
provenance information as our backbone, allowing 
researchers to talk about simulation variables, such as 
temperature, and not about files. Data movement tracking 
is a powerful feature of the dashboard. For example, we 
have seen cases where fusion scientists have seen 
performance graphs on the dashboard showing that their 
simulation was running poorly. The application scientist 
told a performance engineer to look at a particular run on 
the dashboard. By saving the entire system provenance, a 
code snapshot, and performance information, the engineer 
was able to compare that particular run to other runs, 
which led to finding the problem and fixing the code. This 
illustrates the point of effective collaboration: by saving 
enough information and having different people focusing 
on distinct aspects of the data, a group can work together, 
solving problems in different areas of expertise. 
 
3. RELATED WORK 
 
eSimMon allows for diverse international collaborations 
to occur easily, since we use the Adobe Flash framework 
for efficient Web 2.0 information exchange. For instance, 
the ITER [6] project is an international collaborative 
effort to establish fusion as an energy source for the 
future. Most frameworks related to the eSimMon and 
FIESTA at ORNL assume grid-based infrastructure which 
is a slightly more open environment than is used in DOE 
supercomputer centers. The ESMF [7] is similar 
framework for earth sciences applications. In our case, 
collaborators do not necessarily have direct access to the 
supercomputers, yet most of them need access to parts or 
all of colleagues’ data to contribute to the project. Such 
access is granted through our web portal. 



 

 

  
  

 
Figure 2. The eSimMon Dashboard 

 

Another framework for the dissemination of scientific 
data is the Earth System Grid (ESG) [8]. ESG was 
established in 2000 to advance climate science by 
developing computational resources for accessing and 
managing model data physically located in distributed 
multi-platform archives. Users are given a file-based 
(NetCDF) view of the data, and scientists around the 
world are allowed to download climate community 
datasets. A similar aspect of eSimMon is that scientists 
want to process data where the data lives, and then move 
the reduced data to local resources. ESG is working on 
capabilities within their web portal to provide more 
powerful analysis and visualization capabilities.  
 
The Cactus framework, originally designed for relativity 
simulations, has also emerged as a modular, portable 
programming environment for High Performance 

Computing [9, 10]. The Cactus team provides scientists 
with a complete environment. Depending on the 
applications, users may or may not need to put some 
effort into adapting to a new work environment. Cactus 
accomplishes remote visualization by streaming data 
using HTTP connections. This is not always scalable, as 
we found out with eSimMon. We are moving towards 
using the Flash Media Server for better scalability and 
performance when streaming our Flash video format 
movies.  
 
There are powerful sophisticated software tools available 
to simulation scientists for visualization and analysis, 
such as ParaView [11], VisTrails [12], VisIt [13], VTK 
[14] and AVS [15]. However, it’s important to note that 
these require a level of expertise that is not trivial to 
acquire. Physicists usually learn one tool and the try to 



 

 

use it for all their work. This makes it difficult for them to 
collaborate given that other scientists may be used to 
another software package, and there is not currently a way 
to combine or integrate most of these analysis and 
visualization tools. A key feature of the eSimMon 
dashboard is that our users do not have to be experts in 
any one tool; the work is done for them at the back-end, 
using a collection of available software. All they have to 
do is to describe which analysis they want to apply to 
their data from our user-friendly interface.  
 
The most prominent similar attempt to create a 
collaborative visualization portal is Many Eyes [16] by 
IBM. It shows the advantages in providing users with 
tools to share analysis methods and datasets on a simple, 
accessible Web environment. The main differences with 
the eSimMon are: the size of datasets and the types of 
complex analysis users apply. While we like the approach 
and believe that creating this type of scientific social 
network is the new, more flexible approach to 
collaborative visualization, our users would not be able to 
upload their large datasets, nor would they be able to 
upload their various, diverse customized analysis routines 
in Many Eyes. By having an analysis cluster close the 
users’ data and enabling them to upload their analysis 
written in their favorite language, we intend to add a level 
of flexibility to the collaboration.  
 
4. USER FEEDBACK 
 
The composition of the team already gives clues as to 
how these scientists work. Members of the computer 
science team try to assist the computational scientists by 
providing powerful I/O, data management, data archiving, 
analytics and other tools. Performance engineers focus on 
the performance data: which modules were loaded, what 
were the inputs, how many processors did the simulation 
run on etc. In contrast, the visualization experts work on 
methods to show more details through graphics results. 
Meanwhile, analytics specialists may want to improve 
errors on these same results. Concurrently, 
experimentalists attempt to validate the data by 
comparing results to experimental data. From this insight 
and supporting scenarios, another key requirement of the 
dashboard beyond connecting users, is to provide a single 
point of access to all of available tools, codes, and data.  
 
Simulation scientists perform the following task when 
working on large-scale high performance computers: 1) 
submit a job to a supercomputer, 2) monitor the status of 
the simulation, 3) list the output files, 4) visualize some of 
the initial results, 5) wait for the job to finish and start 
analyzing the output data. Sometimes users write their 
own customized analysis routines, other times they simply 
rely on the experts in visualization and analytics. They 

also may compare data from one simulation output to 
another. This sharing includes the comparison of the 
source code, the input parameters, the output variables, 
and derived products from the analysis of this data. Users 
might also want to compare the performance data from 
one simulation to another. 
There are other implied requirements that emerge from 
profiles of eSimMon users. Because users come from 
different backgrounds and sometimes specialize into 
distinct domains within the same general science field the 
eSimMon dashboard should not be too detailed at its top 
level. Users should be able easily get to different tools or 
data sources and the dashboard should make these 
maneuvers seem effortless by doing the heavy lifting in 
the background. Ease of use is a must when dealing with 
scientists who routinely use a pencil and paper approach 
to solving problems and who are not necessarily computer 
savvy.  
 
We have created a direct feedback system, where users 
send us notes/emails when there is a problem or request 
for the dashboard. We promptly answer the request and 
try to focus on working with the user community to aid 
the application scientist research. Our design method is to 
prototype a system, then get the initial feedback from the 
fusion community. We follow a continuous 360 design 
model, where the dashboard features evolve with 
submitted comments and requests. Some feedback 
reinforces our initial assumptions, while other comments 
provide new insights into the way scientists work and 
what they expect. One S3D researcher mentioned that his 
international collaborators found web access to his 
simulation runs very appealing and was anxious to be able 
to do more than simply viewing his results [17]. We also 
have the case of an XGC [18] user and his supervisor: the 
latter can easily check the former’s results on the 
dashboard. A potential fusion scientist tells us he will use 
the software only if it incorporates a complete list of tools 
to run tests he routinely runs on his results. Some current 
dashboard features were directly requested from XGC 
users. For instance the ability to search through the 
occasionally lengthy list of variables was added upon 
such request. The feedback usually amounts to delivering 
simple and effective methods to monitor and analyze 
simulation runs. Indeed, we are dealing with the type of 
users who will often give a single try to new software but 
are eager to go back to their own ways of doing things 
even when these can be much less efficient. They want 
something that is easy to learn and that simply works!   
 
Positive feedback and constructive criticism are necessary 
in order to produce good software. Choosing the right 
beta users is also important in order to avoid having some 
users abandon the system before it is in production. Our 
preliminary investigation and users comments are 



 

 

combined and summarized into two simple facts: they 
desire a collaborative tool for themselves and their team 
members as well as a tool that provides access to a range 
of tasks that they routinely execute. They want an easy 
way to do all of the above and stay as close as possible to 
their habitual ways of working which is what we 
undertake to provide in the eSimMon dashboard. 
 
5. OVERVIEW OF FIESTA  
 
As previously mentioned, eSimMon itself is a front-end to 
a more involved framework whose goal is to help 
scientists run, debug, monitor and analyze their 
simulations from any location through a web browser. 
The system we designed involves a tight integration of all 
of the components used in FIESTA.  
 
Central to our work is the provenance capturing system.  
By saving all types of provenance information, including: 
1) system, 2) workflow, 3) process, and 4) data 
provenance, we can allow scientists to interact more 
easily with a large simulation ran on a supercomputer. 
System information includes all of the information about 
where the simulation and analysis routines were 
compiled, and ran on; including all of the libraries they 
were built from. The workflow provenance information 
indicates which components ran at different times. This 
information can be used to debug workflows. Process 
provenance information is a vital tool for profiling 
simulation performance. Finally, data provenance tracks 
data history,  starting from ADIOS [3], which captures 
provenance information about data being produced by the 
simulation, and continues to trace the data during 
analysis. While provenance tracking is hidden from users, 
it is the key to collaboration on the dashboard. It is by 
consistently recording and tracking data lineage and user 
activity that we can make accurate connections between 
groups of scientists and their data.  
 
The workflow coordinates and executes all the mundane 
simulation tasks (moving files, converting formats, 
producing images and movies etc.), recording its every 
step in the “Data Store” accessible from the dashboard: it 
is the eSimMon “data feeder”. 
 
The dashboard homepage is an overview of ORNL and 
NERSC supercomputer status. Users can quickly 
determine which systems are up or down, which are busy 
and where they would like to launch a job. Users can also 
view the status of their jobs and of their collaborators’ 
jobs. A significant feature is the consistent listing of past 
jobs and whether they are still on disk or on tape (HPSS 
archive); users can always go back and explore past jobs. 
From the home page they can select a particular job and 
view the data generated by this simulation. This view 

presents users with a tree view of variable names which 
they can drag-and-drop on the main canvas to visualize 
(see Figure 2). When a job is running, the user can view 
images as they are being generated. When a job is 
finished, these images, which represent physical variables 
at different time steps of the simulation, are encoded into 
a movie. Using the workflow provenance recording 
component of the workflow and its integrated provenance 
tracking system [19], the dashboard can straightforwardly 
trace images and movies back to original raw data files 
used to generate them. This functionality can be used for 
downloads or for analysis. More importantly from a 
user’s point of view, it can be used to avoid the intricacies 
of dealing with directories, files, file formats etc. When 
looking at lists of variable names and 1D, 2D or 3D 
graphics they can directly think of the sciences. In the 
simulation monitoring view, users can animate pre-
processed movies; they can scribble notes on the 
simulation or directly on the graphics, then new questions 
arise: what else can they do? Can they interact more with 
the data and create their own analysis, their own graphics? 
To meet this need we have been integrating more analysis 
into the dashboard. Our analytics tools are either built-in 
or hook into server-side analysis/visualization software, 
including 3D visualization modules.  
 
6. ANALYSIS  
 
Our newest focus of eSimMon is to go beyond monitoring 
the viewing the initial simulation to emphasize 
visualization and analytics. Attempts to solve this 
problem include building in tools such as the eSimMon 
Calculator and interfaces to external tools, specifically the 
statistical analysis software package R, in order to help 
scientists perform basic operations on simulation 
variables.  
 
The first questions users ask when they see outputs 
generated by the workflow on eSimMon are usually: 
“How do you generate these plots?” and “Can I generate 
my own?” Performing analysis on massive amount of data 
is not a small undertaking. Often times it involves moving 
the data across to an analysis cluster or moving the 
analysis closer to the High Performance Computing 
environment, converting file formats, extracting slices of 
data and plotting variables at different time steps etc. In 
other words, it involves series of cumbersome steps that 
the workflow routinely executes to output preprocessed 
dashboard movies. Therefore we developed a couple of 
tools to put our plotting utility at the disposition of the 
scientists to generate their own movies. The eSimMon 
Calculator is one way to do so. Users on the dashboard 
initially look at pre-generated movies from plots of 
variables over time (Figure 2); the Calculator allows users 
to generate their own plots and movies, for example by 



 

 

adding two variables. New movies are generated simply 
by selecting variables and operators and requesting a new 
movie. The plotting utility is called on the server to create 
new output. Similarly, if users want to adjust the axis 
ranges on the original plots, a rescaling widget is used to 
generate a slightly different movie of the same variable 
over time.  
 
Our observations of scientists’ work habits led us to the 
following conclusion: application scientists a priori do not 
care what tool is used; they may have learned one 
software and do not want to “waste” time learning 
another; they are not visualization experts. If a user wants 
to compute an FFT for instance, as long as they can 
specify input parameters and options, whether it’s done in 
R or Matlab or another software package is not their 
primary concern. Therefore our approach is to provide 
access to a few software tools that perform a number of 
common analysis routines. We started with R: on the 
front-end, users select variables and statistical functions 
such as the Maximum, Minimum or Mean, and the back-
end generates a new movie on demand.  
 
Feedback from these two approaches has increased our 
understanding of scientists and has given more insight 
into how they operate. The latest emphasis on the 
dashboard is to address our findings about their work. 
First, it is not unusual for researchers not to know exactly 
what regions or sections of data they would like to focus 
on before the simulation runs. For example, the S3D team 
performs analysis and tests to narrow their area of focus. 
These steps vary from simulation to simulation and are 
not predictable. They cannot always be automated; neither 
do they need to be recorded. This leads to the first 
conclusion that the dashboard should provide a certain 
level of interactivity with the data before further analysis 
can be done. Second, when the time comes to do more in-
depth data analysis, generic software tools are not always 
suitable for the needs of the scientists, who often have 
customized tools that they or someone in their team of 
collaborators use on a regular basis. Hence, there is a need 
to securely and conveniently exchange and run 
customized users’ analysis scripts or programs. Third, we 
need to develop analysis workflows to allow users to 
better collectively explore their simulation results.  
 
6.1. Interaction with the Data  
 
Currently, there are two types of interactive GUI on the 
eSimMon dashboard: vector graphics popup windows for 
2D variables and the contour tree widget for 3D variables.  
 
6.1.1. Vector Graphics  
Physicists, specifically fusion scientists in the following 
case examine a considerable number of 2D trends. In 

XGC, the most common plots show the evolution of one 
physical quantity over time. Before applying complex 
analysis on the data, users want to zoom in and out, pan, 
and vary x-y axes or time ranges. They may overlay or 
compare associated variables by placing them on the same 
graph. All of these intermediate tasks do not 
automatically need to be recorded. As one scientist put it, 
these maneuvers are futile unless the software is able to 
capture the thought process of the actor at the time; they 
simply guide scientists to the next task, to the next 
specific operation that leads to useful and/or publishable 
data. Only then is it useful to record activity provenance 
and users’ notes for later use. Figure 3 shows a vector 
graphics cell on eSimMon. Another useful vector graphics 
feature the dashboard provides is the ability to place 
several variables side by side on a canvas and vary the 
axis in all sub-windows at the same time. An alternative 
vector graphics widget allows users to add rows and 
columns on demand, drag and drop more variables into 
newly added cells and overlay two variables within one 
cell. Users have the option to show or hide titles, legends 
and axis labels. Other features include formatting plot line 
colors, symbols and widths. 
 

 
Figure 3. Single Cell Vector Graphics Window 

 
Once again scientists are oblivious to what is done on the 
server. Flex (development framework for building Flash 
applications) native support for vector graphics and 
powerful back-end tools that extract XML data from large 
data files make the process on the front-end seem as 
simple as moving an x-axis slider or dragging and 
dropping items on a designated canvas. The data is moved 

 
 



 

 

to the client side which makes the GUI fast and 
responsive to users’ request.  
 
6.1.2. Contour Tree Widget 
Demand for online, interactive tools to explore and 
identify useful regions in 3D data has been growing 
among eSimMon users. To meet this demand, we 
introduced the Contour Tree widget (Figure 4), which 
allows users to explore 3D simulation variables efficiently 
in simply connected volumes with scalar data. 
The widget has three main components (Figure 4): the 3D 
View, the Contour Tree View and the Complexity Slider.  
The 3D View shows a Flash movie of precomputed views 
from multiple camera angles of an isosurface set extracted 
from a simulation variable that is navigable by clicking 
and dragging the mouse. The Contour Tree View displays 
the contour tree (usually a simplified version of the 
complete contour tree) of the current dataset. 
 
A contour is a connected component of the scalar field’s 
level set. A contour tree is a Reeb graph without loops 
[20]. The contour tree summarizes the topological 
structure of a scalar field and can be used to identify 
useful features. To construct the contour tree data 

structure, we extract the isosurfaces, or level set of the 
dataset’s scalar field. Each isosurface may contain 
multiple components. The contour tree is an index to the 
components in the scalar field the tree has a node 
corresponding to each contour, where the node’s y 
coordinate corresponds to its value in the scalar field [20].  
Branching in the tree corresponds to critical points in the 
scalar field. The simplified tree shows only the most 
significant features in the scalar field. 
 
The three horizontal lines, colored blue, green and yellow 
in the Contour Tree View, correspond to default isovalues 
of the three isosurfaces displayed in the 3D View 
rendered in the same colors. Each line crosses every tree 
arc at most once. Selecting an arc in the tree highlights in 
magenta the component in the isosurface corresponding to 
the median value in the arc. The S3D turbulent flow  
temperature dataset, which was our initial case study and 
is shown in Figure 4 contains six components in the blue 
isosurface, three components in the green isosurface and 
thirteen components in the yellow isosurface in Figure 4; 
these are exactly the number of crossings of the colored 
horizontal lines with the contour tree in the Contour Tree 
View [20].

 
 
 
 

 
Figure 4. Detailed View of the Contour Tree Widget 

 



 

 

Simple algorithms can be used to compute multi-scale 
representations of the contour tree allowing for the 
creation of a hierarchy of contour trees, where the small 
details are progressively removed and the major features 
are progressively highlighted.  The Complexity Slider 
allows the user to choose the contour tree’s level of 
complexity and therefore the size and number of features 
in the displayed isosurfaces [20]. 
 
6.2. Running User-Customized Analysis 
 
6.2.1. GSI-SSH Infrastructure for Analysis  
At ORNL, the security infrastructure requires 
authentication of the user with One Time Password (OTP) 
using an RSA SecurID each time the user accesses a 
resource at ORNL. This prohibits creating services that 
could submit jobs on behalf of a user. With help from 
security and system administration personnel, we 
designed and installed a secondary infrastructure based on 
the GSI-SSH and MyProxy servers that allows user 
authentication with grid certificates within ORNL,  
allowing eSimMon, a service inside ORNL, to access 
machines and run jobs on behalf of the user.  
The key components of the infrastructure are shown in 
Figure 5: the GSI-SSH servers installed on Jaguar 
supercomputer and on the Ewok cluster, the modified 
MyProxy server on a dedicated machine, the Globus 
software installed on each machine and the user’s grid 
certificates. The GSI-SSH server is a modified OpenSSH 
server that handles authentication with grid certificates 
and is part of the Globus package. These servers are 
running as secondary SSH servers on Ewok and Jaguar 
and are accessible only from selected machines inside 
ORNL (including the machine running eSimMon).  
 

 
Figure 5. GSI Infrastructure at ORNL 

A MyProxy server primarily stores proxy certificates 
created from user’s certificates available from the server. 
The requester must authenticate with a pass phrase 

defined by the user when uploading the proxy certificate 
to the server. The MyProxy server at ORNL is modified 
to require the OTP authentication of the user when 
downloading the proxy certificate. This ensures that only 
the user can download it. Moreover, the MyProxy server 
extends the proxy certificate with special attributes; and 
the GSI-SSH servers accept only certificates with these 
attributes. This ensures that no other proxy certificates of 
undefined origin can be used for authentication.  
 
The dashboard can submit an analysis job on the Ewok 
cluster on behalf of a user in three steps. First, the 
dashboard has to upload a primary proxy certificate to the 
MyProxy server. The grid certificate is encoded with a 
pass phrase that must be entered by the user, which 
should  only be necessary once a year when a grid 
certificate is renewed. Second, the dashboard downloads a 
proxy certificate with the extended attributes from the 
MyProxy server which requires that the user authenticates 
again using the OTP. Finally, the dashboard can connect 
to Ewok and authenticate with the downloaded proxy, this 
time without the need for the presence of the user. Jobs 
can be submitted and checked on as long as the proxy 
certificate is valid (typically for a couple of hours). 
 
6.2.2. Upload/Run Custom Analysis.  
Using the infrastructure described in the previous section, 
it is possible to run a real, pre-prepared Matlab job from 
eSimMon. However a developer’s assessment is not a 
user’s evaluation. The difficulty lies in transforming a 
user-customized routine into a ready to use routine for 
collaborators. First we must get the user to conveniently 
and accurately describe his or her routine, the input 
parameters, and the expected output. Without these 
crucial steps, effective sharing analysis between 
collaborators is unlikely. The script upload interface 
should be easy to use to avoid discouraging users from 
sharing their code, yet the dashboard should ask enough 
questions to be able to later appropriately run the script 
for the owner or the owner’s collaborators.  
 
The first GUI prototype was developed using XGC 
Matlab analysis routines altered to eliminate hard coded 
input variables and automatic popup results. Instead, input 
parameters are passed to the script from the command 
line. Some constraints are put on the output as well. 
Results should consist of a single image, a series of 
images that can be encoded into a single movie for 
consistency or ASCII text. Based on these assumptions, 
the Upload Widget inquires about the number of inputs, 
and then accordingly creates fields to be filled by the user 
such as input names and types. The dashboard also 
encourages users to enter a description of the script they 
are uploading as guidance for their collaborators. This 
information can be retrieved anytime another user wishes 

 
 



 

 

to run an analysis routine. User names, analysis routines, 
input parameters and path to results are recorded on the 
back-end each time the widget is used. Since the imposed 
output types are already use throughout the dashboard, 
users can use the same methods to display data as they do 
for preprocessed workflow movies, images and text files.  
 
6.2.3. Running Analysis Workflows  
Running customized analysis routines from the dashboard 
can prove to be even more complex than running a single 
program and getting its output. Scientists often run their 
analytics in series of sub-tasks; reconstructing the steps 
that produce final post-processing simulation results is 
often equivalent to building an analysis and visualization 
pipeline. There are many research and implementation 
challenges involved in correctly building such pipelines. 
The Common Component Architecture (CCA) [21] 
promotes collaboration of independently developed 
software by moving component-based software 
engineering (CBSE) and creating a plug-and-play 
environment for high performance computing. Advanced 
Visual Systems (AVS) commercial software allows users 
to build a sequence of components (modules) to create a 
visualization pipeline [15]. VisTrails [12] is a scientific 
workflow management system with provenance support 
that also allows the creation of visualization and other, 
more general pipelines, in a similar manner. The Kepler 
[22] framework is another workflow system that captures 
the process from raw data to publishable simulation 
results. These examples require a considerable amount of 
work to carefully describe pipeline module or component 
inputs and outputs. We took a similar approach via web 
browser, which eliminates the need to set up a server-
client environment and the need for running X windows 
or other setup for remote visualization. Furthermore, we 
propose to go further in this context by having a 
metadata-rich file format and data store in order to filter 
input parameters. We want to prevent processing corrupt 
data specifically for collaborators who are somewhat 
removed from the theoretical sciences. We can have the 
application scientists set temporal and special limits for 
variables, in other words, describe a reasonable and valid 
value. Using this information and the statistical data 
stored in the footer of our BP [3] file format, we can filter 
out invalid inputs for a particular module. This allows any 
user, including those who are not physics experts such as 
experimentalists and visualization specialists, to generate 
compelling results. 
 
7. CONCLUSION 
 
Our first version of the eSimMon dashboard had been 
used in concert with a workflow-provenance system to 
monitor simulations running on supercomputers. As 
scientists started using eSimMon, the need for more 

collaborative analytics tools became apparent and is now 
our main focus. Researchers can perform basic analysis 
on their data using built-in tools or external software 
while focusing solely on science as the dashboard hides 
IT overhead. In this paper, we have introduced new ways 
to provide users with swift access and efficient 
interactivity with their data in an environment that 
facilitates sharing and exchanges of analysis results and 
routines.  
 
We currently have results from interactive front-end and 
computational back-end analyses. Further exploration of 
using one versus the other and the difference in 
performance will be an interesting challenge. We are also 
working toward a modularized, collaborative plug-and-
play environment for running more complex analysis 
workflows from the dashboard. The opportunities for 
expansion are numerous. We have yet to add “live” 
collaboration and improve scalability, which will become 
more important as the number of users increases. Our 
main goal is to constantly investigate ways to improve the 
user experience on the dashboard and to facilitate 
collaboration between scientists, whose field of expertise, 
customized analysis scripts, preferred methods, and 
familiar tools prevent them from efficiently sharing 
visualization and analysis. Balancing enhancements and 
need for production ready software often leads to 
simplifications and custom-fit analysis. We need to keep 
exploring a more general and easily modifiable model to 
accommodate more codes. 
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