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Analysis
• High Order Simulation
• Uncertainty Quantification and Visualization
• Topological Data Analysis

Large-Scale Visualization Challenges



Formula-1 Racing & Simulation
Nektar++: an open-source
scalable C++ software library 
for high-order Finite Element
methods.

See:  www.nektar.info

Mike Kirby and Spencer Sherwin



Filtering for High-Order FEM Visualization

Mike Kirby and Bob Haimes
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Uncertainty Visualization
When is the last time you’ve seen an error
bar on an isosurface?



Contour Box Plots

Whitaker, Mirzargar, Kirby, IEEE Transactions on Visualization and 
Computer Graphics, Vol. 19, No. 12, pp. 2713--2722, 2013.
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Ensemble Curved Boxplot

M. Mirzargar, R. Whitaker, R. M. Kirby. “Curve Boxplot: Generalization of Boxplot for Ensembles of Curves,”
IEEE Transactions on Visualization and Computer Graphics, Vol. 20, No. 12, IEEE, pp. 2654-63. December, 2014. 





Topological Data Analysis and Visualization



Topological Data Analysis for Astronomical Data Cubes

Analysis of cosmic voids

Yulong Liang, Vikranta Kamble, Helion Dumas Desbourboux, Lin Yan, Mengjiao Han, Kyle Dawson, Nicholas Boardman, Gail 
Zasowski, Anil Seth, Joel Brownstein, Paul Rosen, Juna A. Kollmeier, Guillermo Blanc, Bei Wang

Using Contour Trees in the Analysis and Visualization of 
Radio Astronomy Data Cubes 



Scalability
• High Dimensional Visualization
• In Situ and Streaming Visualization
• Hierarchy

Large-Scale Visualization Challenges



Large Multivariate Networks



Juniper

juniper.sci.utah.edu

juniper.sci.utah.edu



Pathfinder: Visual Analysis of Paths in Graphs

C. Partl, S. Gratzl, M. Streit, A. Wassermann, H. Pfister, D. Schmalstieg, A. Lex. “Pathfinder: Visual Analysis 
of Paths in Graphs,” In Computer Graphics Forum (EuroVis '16), Vol. 35, No. 3, pp. 71-80, 2016. 
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– Secondary ViSUS server in Utah
– Clients connect remotely
– Work without additional HPC resources

Workflow
• Data creation
• Data Management

Scalable Deployment: Exploration of 3.5PB of NASA Weather/Climate 
Data in Real Time

• 7km GEOS-5 “Nature Run”
• 1 dataset, 3.5 PB
• theoretically: openly accessible
• practically: precomputed pics

Distributed Resources
– 3.5 PB of data store in NASA
– Primary ViSUS server in LLNL

– Processing
– Analysis
– Visualization Simulation

Servers



High Performance Data Movement for Real-Time 
Monitoring of Large Scale Simulations



DOE PSAAP2 Simulations of GE  Clean(er)  Coal Boilers
• Large scale turbulent combustion needs mm scale grids  

10^14 mesh cells 10^15 variables (1000x more than now)
• Structured, high order finite-volume discretization
• Mass, momentum, energy conservation 
• LES  closure, tabulated chemistry
• PDF mixing models
• DQMOM (many small linear solves)
• Uncertainty quantification

60m

• Low Mach number approx. (pressure Poisson solve up to   
10^12    variables. 1M patches 10 B variables
• Radiation via Discrete Ordinates – many hypre solves 

Mira (cpus) or ray tracing Titan (gpus strong and weak 
scaling via AMR).
• FAST I/O needed PIDX for scalability



LAMMPS In-Situ Rendering with OSPRay



AMR Data Visualization
• Block-structured AMR • Tree-based (unstructured) AMR

COSMOS
Black Holes 

Merge

NASA ExajetNASA LandingGear



NASA Exajet - 1.3B Cells



Interactive Visualization of Large-Scale Datasets
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Progressive sampling
• Hierarchical representation
• On-demand loading
• Independent data-streaming

threads
• Visualize coarse data as a 

approximate and gradually 
refine it 

Ray-guided Progressive Rendering



Users and Usability 
• Interactivity
• Collaboration
• Design
• Reproducible Visualization

Large-Scale Visualization Challenges







OpenSpace Team

http://openspaceproject.com





VisTrails



Reproducibility in Computational Workflows



NIH Center Software

www.sci.utah.edu/sci-software.html
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