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Exploring Neural Networks 
with Activation Atlases

https://distill.pub/2019/activation-atlas/

https://distill.pub/2019/activation-atlas/


Activation Atlas

Use feature inversion to visualize millions of activations from an 
image classification network
An explorable activation atlas of features the network has learned 
which can reveal how the network typically represents some 
concepts



https://distill.pub/2019/activation-atlas/







InceptionV1: a convolutional network



Visualize how the network sees an image
Feed the image into the network and run it through to the layer of 
interest.
Collect the activations —  the numerical values of how much each 
neuron fired. Positive activation value if a neuron is excited by the 
input.
Use feature visualization that transform vectors of activation values 
to an idealized image of what the network thinks and sees. 
Starting with an activation vector at a particular layer, we create an 
image through an iterative optimization process.



https://distill.pub/2017/feature-visualization/appendix/

https://distill.pub/2017/feature-visualization/appendix/


How the network sees different parts of an image



Aggregation multiple images







SUMMIT: Scaling Deep Learning 
Interpretability by Visualizing Activation and 

Attribution Summarizations

https://arxiv.org/abs/1904.02323

https://distill.pub/2019/activation-atlas/






GAN Lab: Understanding Complex Deep 
Generative Models using Interactive Visual 

Experimentation
https://arxiv.org/abs/1809.01587

https://distill.pub/2019/activation-atlas/


https://www.youtube.com/watch?v=eTq9T_sPTYQ
https://poloclub.github.io/ganlab/

https://www.youtube.com/watch?v=eTq9T_sPTYQ
https://poloclub.github.io/ganlab/


Visual Analytics in Deep Learning
Survey

https://arxiv.org/abs/1801.06889

https://distill.pub/2019/activation-atlas/








WHY Visualize Deep Learning 

Interpretability & Explainability 
Debugging & Improving Models 
Comparing & Selecting Models 
Teaching Deep Learning Concepts 



Network Dissection: Quantifying interpretability of 
deep visual representations 

https://www.youtube.com/watch?v=Xy6RcjXMa2c
https://www.youtube.com/watch?v=62O10xo4REA

https://arxiv.org/abs/1704.05796

https://www.youtube.com/watch?v=3BhkeY974Rg
https://www.youtube.com/watch?v=62O10xo4REA
https://arxiv.org/abs/1704.05796


Visualization for Classification in Deep Neural Networks

https://vadl2017.github.io/paper/vadl0101_new.pdf

https://www.youtube.com/watch?v=3BhkeY974Rg
https://www.youtube.com/watch?v=62O10xo4REA
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Visualization for Classification in Deep Neural Networks

https://vadl2017.github.io/paper/vadl0101_new.pdf

https://www.youtube.com/watch?v=3BhkeY974Rg
https://www.youtube.com/watch?v=62O10xo4REA


Teachable machines

https://www.youtube.com/watch?v=3BhkeY974Rg

https://www.youtube.com/watch?v=3BhkeY974Rg


Visualizing MNIST

http://colah.github.io/posts/2014-10-Visualizing-MNIST/

http://colah.github.io/posts/2014-10-Visualizing-MNIST/


From MATLAB (commercial tools)
Interactively Build, Visualize, and Edit Deep Learning Networks 

https://www.youtube.com/watch?v=vX9rw6KIMa8

http://colah.github.io/posts/2014-10-Visualizing-MNIST/


Thanks!
You can find me at: beiwang@sci.utah.edu

Any questions?

mailto:beiwang@sci.utah.edu?subject=
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