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L09-S01Differential Equations

The DE

y1pxq “ fpx, yq, ypx0q “ y0,

cannot be solved analytically (with pencil and paper yielding an explicit
formula for ypxq) for general f .

However, we can approximate the solution using an algorithm.

We will present three algorithmic ways to approximate the solution ypxq at a
discrete set of x values:

the Euler method
the Improved Euler method
a Runge-Kutta method
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L09-S02The Euler method
Recall that for the DE

y1pxq “ fpx, yq,

we can plot a slope fields that visually approximate DE solutions:

The idea behind the Euler method is straightforward from this picture: we
will use lines whose slopes are defined by the slope field to trace out a(n
approximate) solution.
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L09-S03The Euler method algorithm
The Euler method algorithm is as follows: let h ą 0 be a fixed stepsize. We
will travel h units in the x direction along a line in the slopefield:

ypx0q “ y0 ùñ ypx0 ` hq « y0 ` hfpx0, y0q.

Let us give our approximation to ypx0 ` hq some notation:

x1 :“ x0 ` h

y1 :“ y0 ` hfpx0, y0q « ypx1q

Note that y1 ‰ ypx1q! One is an approximation, the other is the exact value.

106 Chapter 2 Mathematical Models and Numerical Methods

2.4 Numerical Approximation: Euler’s Method

It is the exception rather than the rule when a differential equation of the general
form

dy

dx
D f .x; y/

can be solved exactly and explicitly by elementary methods like those discussed in
Chapter 1. For example, consider the simple equation

dy

dx
D e!x

2

: (1)

A solution of Eq. (1) is simply an antiderivative of e!x
2
. But it is known that every

antiderivative of f .x/ D e!x
2

is a nonelementary function—one that cannot be
expressed as a finite combination of the familiar functions of elementary calculus.
Hence no particular solution of Eq. (1) is finitely expressible in terms of elementary
functions. Any attempt to use the symbolic techniques of Chapter 1 to find a simple
explicit formula for a solution of (1) is therefore doomed to failure.

As a possible alternative, an old-fashioned computer plotter—one that uses an
ink pen to draw curves mechanically—can be programmed to draw a solution curve
that starts at the initial point .x0; y0/ and attempts to thread its way through the slope
field of a given differential equation y0 D f .x; y/. The procedure the plotter carries
out can be described as follows.

" The plotter pen starts at the initial point .x0; y0/ and moves a tiny distance
along the slope segment though .x0; y0/. This takes it to the point .x1; y1/.

" At .x1; y1/ the pen changes direction, and now moves a tiny distance along
the slope segment through this new starting point .x1; y1/. This takes it to the
next starting point .x2; y2/.

" At .x2; y2/ the pen changes direction again, and now moves a tiny distance
along the slope segment through .x2; y2/. This takes it to the next starting
point .x3; y3/.

Figure 2.4.1 illustrates the result of continuing in this fashion—by a sequence
of discrete straight-line steps from one starting point to the next. In this figure we
see a polygonal curve consisting of line segments that connect the successive points

x

y

Solution
curve

(x0, y0) (x1, y1)
(x2, y2)

(x3, y3)

FIGURE 2.4.1. The first few steps in
approximating a solution curve.

.x0; y0/; .x1; y1/; .x2; y2/; .x3; y3/; : : : However, suppose that each “tiny distance”
the pen travels along a slope segment—before the midcourse correction that sends
it along a fresh new slope segment—is so very small that the naked eye cannot
distinguish the individual line segments constituting the polygonal curve. Then the
resulting polygonal curve looks like a smooth, continuously turning solution curve
of the differential equation. Indeed, this is (in essence) how most of the solution
curves shown in the figures of Chapter 1 were computer generated.

Leonhard Euler—the great 18th-century mathematician for whom so many
mathematical concepts, formulas, methods, and results are named—did not have a
computer plotter, and his idea was to do all this numerically rather than graphically.
In order to approximate the solution of the initial value problem

dy

dx
D f .x; y/; y.x0/ D y0; (2)

we first choose a fixed (horizontal) step size h to use in making each step from
one point to the next. Suppose we’ve started at the initial point .x0; y0/ and after
n steps have reached the point .xn; yn/. Then the step from .xn; yn/ to the next
point .xnC1; ynC1/ is illustrated in Fig. 2.4.2. The slope of the direction segment

Slope

(xn, yn)

(xn+1, yn+1)

f (xn, yn) f (xn, yn)h

(xn+1, yn)h

FIGURE 2.4.2. The step from
.xn; yn/ to .xnC1; ynC1/.
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L09-S04The Euler method algorithm
The Euler method iterates this procedure: with

xn :“ x0 ` nh,

then yn`1 is computed by assuming that ypxnq “ yn and using the slope
field there:

ypxn`1q « yn`1 :“ yn ` hfpxn, ynq.
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Note that this is an algorithm and can (should) be programmed.
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L09-S05Euler’s method

Example (Example 1, section 2.4)
Apply Euler’s method to approximate the solution of the initial value problem

y1pxq “ x`
1

5
y, yp0q “ ´3.

First use h “ 1 for x P r0, 5s, and then use h “ 0.2 on x P r0, 1s.

108 Chapter 2 Mathematical Models and Numerical Methods

(a) first with step size h D 1 on the interval Œ0; 5!,
(b) then with step size h D 0:2 on the interval Œ0; 1!.

Solution (a) With x0 D 0, y0 D !3, f .x; y/ D x C
1

5
y, and h D 1 the iterative formula in (3) yields

the approximate values

y1 D y0 C h " Œx0 C
1

5
y0! D .!3/C .1/Œ0C

1

5
.!3/! D !3:6;

y2 D y1 C h " Œx1 C
1

5
y1! D .!3:6/C .1/Œ1C

1

5
.!3:6/! D !3:32;

y3 D y2 C h " Œx2 C
1

5
y2! D .!3:32/C .1/Œ2C

1

5
.!3:32/! D !1:984;

y4 D y3 C h " Œx3 C
1

5
y3! D .!1:984/C .1/Œ3C

1

5
.!1:984/! D 0:6192; and

y5 D y4 C h " Œx4 C
1

5
y4! D .0:6912/C .1/Œ4C

1

5
.0:6912/! # 4:7430

at the points x1 D 1, x2 D 2, x3 D 3, x4 D 4, and x5 D 5. Note how the result of each
calculation feeds into the next one. The resulting table of approximate values is

x 0 1 2 3 4 5

Approx. y !3 !3:6 !3:32 !1:984 0.6912 4.7430

Figure 2.4.3 shows the graph of this approximation, together with the graphs of the
Euler approximations obtained with step sizes h D 0:2 and 0.05, as well as the graph of the
exact solution

y.x/ D 22ex=5 ! 5x ! 25

that is readily found using the linear-equation technique of Section 1.5. We see that decreas-
ing the step size increases the accuracy, but with any single approximation, the accuracy
decreases with distance from the initial point.

x

Exact solution

h = 0.05

y

50 1 2 3 4
–5

–3

10

5

0

h = 0.2

h = 1

FIGURE 2.4.3. Graphs of Euler approximations with step sizes h D 1,
h D 0:2, and h D 0:05.

(b) Starting afresh with x0 D 0, y0 D !3, f .x; y/ D x C 1

5
y, and h D 0:2, we get the

approximate values

y1 D y0 C h " Œx0 C
1

5
y0! D .!3/C .0:2/Œ0C

1

5
.!3/! D !3:12;

y2 D y1 C h " Œx1 C
1

5
y1! D .!3:12/C .0:2/Œ0:2C

1

5
.!3:12/! # !3:205;

y3 D y2 C h " Œx2 C
1

5
y2! # .!3:205/C .0:2/Œ0:4C

1

5
.!3:205/! # !3:253;

y4 D y3 C h " Œx3 C
1

5
y3! # .!3:253/C .0:2/Œ0:6C

1

5
.!3:253/! # !3:263;

y5 D y4 C h " Œx4 C
1

5
y4! # .!3:263/C .0:2/Œ0:8C

1

5
.!3:263/! # !3:234

Demo: euler_demo.ipynb
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L09-S06Errors committed using Euler’s method

We have seen that using the stepsize h with Euler’s method results in some
errors.
A relatively benign error is that committed at each step, the local error:

110 Chapter 2 Mathematical Models and Numerical Methods

Approx v Approx v Actual

t with h D 1 with h D 0:1 value of v
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FIGURE 2.4.5. Euler approximations in Example 2 with step sizes
h D 1 and h D 0:1.

is the amount by which the tangent line at .xn; yn/ departs from the solution curve
through .xn; yn/, as illustrated in Fig. 2.4.6. This error, introduced at each step in
the process, is called the local error in Euler’s method.

The local error indicated in Fig. 2.4.6 would be the total error in ynC1 if the
starting point yn in (6) were an exact value, rather than merely an approximation
to the actual value y.xn/. But yn itself suffers from the accumulated effects of all
the local errors introduced at the previous steps. Thus the tangent line in Fig. 2.4.6
is tangent to the “wrong” solution curve—the one through .xn; yn/ rather than the
actual solution curve through the initial point .x0; y0/. Figure 2.4.7 illustrates this
cumulative error in Euler’s method; it is the amount by which the polygonal step-
wise path from .x0; y0/ departs from the actual solution curve through .x0; y0/.

x

y

xn xn + 1

(xn + 1, yn + 1)

(xn , yn)

Local error

FIGURE 2.4.6. The local error in
Euler’s method.

x0 x1 x2 x3 xn

Exact values

Approximate
values

x

y

(x0, y0)

(x1, y1)

(xn, yn)

Cumulative error

FIGURE 2.4.7. The cumulative error in Euler’s method.
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L09-S07Errors committed using Euler’s method

Far more troublesome is the fact that we approximate future values using
current values, which are already approximate. This is a global or cumulative
error.

110 Chapter 2 Mathematical Models and Numerical Methods
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L09-S08Convergence of the Euler algorithm

One of the main reasons why Euler’s algorithm is useful is that the computed
solutions converge to the real solution as h Ó 0.

Theorem
Consider the differential equation

y1pxq “ fpx, yq, ypaq “ y0,

Suppose this IVP has a unique solution ypxq for x on the interval ra, bs.
Further assume that ypxq has continuous second derivative on this interval.
Then for all h ą 0, there is a constant C such that

|yn ´ ypxnq| ď Ch,

for all n ě 0 such that xn :“ a` nh ď b, and yn is the Euler algorithm
approximation to ypxnq computed using the stepsize h.
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L09-S09"Better" algorithms
The Euler algorithm, despite its apparent use, is rarely used in practice.
It is less "stable", less "efficient", and less "accurate" than alternative
methods.
Many algorithms improve on Euler by observing that the slope of the line,
fpxn, ynq, can be changed for improvement.

A simple improvement is the so-called improved Euler algorithm.

un`1 “ yn ` hfpxn, ynq,

yn`1 “ yn ` h

„

1

2
fpxn, ynq `

1

2
fpxn`1, un`1q

˙

120 Chapter 2 Mathematical Models and Numerical Methods

x

y

Euler point (xn + 1, un + 1)

Improved Euler point
(xn + 1, yn + 1)

xn

(xn, yn)

xn + 1 xn + 2

Slope k1 = f (xn, yn)

Slope k2 = f (xn + 1, un + 1)

(k1 + k2)Slope 1
2

FIGURE 2.5.3. The improved Euler method: Average the slopes of the tangent lines at
.xn; yn/ and .xnC1; unC1/.

Remark The final formula in (5) takes the “Euler form”

ynC1 D yn C h ! k

if we write

k D
k1 C k2

2

for the approximate average slope on the interval Œxn; xnC1!.

The improved Euler method is one of a class of numerical techniques known
as predictor-corrector methods. First a predictor unC1 of the next y-value is com-
puted; then it is used to correct itself. Thus the improved Euler method with step
size h consists of using the predictor

unC1 D yn C h ! f .xn; yn/ (6)

and the corrector

ynC1 D yn C h !
1

2
Œf .xn; yn/C f .xnC1; unC1/! (7)

iteratively to compute successive approximations y1, y2, y2, : : : to the values y.x1/,
y.x2/, y.x3/, : : : of the actual solution of the initial value problem in (4).

Remark Each improved Euler step requires two evaluations of the function f .x; y/, as com-
pared with the single function evaluation required for an ordinary Euler step. We naturally
wonder whether this doubled computational labor is worth the trouble.

Answer Under the assumption that the exact solution y D y.x/ of the initial value problem
in (4) has a continuous third derivative, it can be proved—see Chapter 7 of Birkhoff and
Rota—that the error in the improved Euler method is of order h2. This means that on a given
bounded interval Œa; b!, each approximate value yn satisfies the inequality

jy.xn/ " ynj 5 Ch2; (8)

where the constant C does not depend on h. Because h2 is much smaller than h if h itself is
small, this means that the improved Euler method is more accurate than Euler’s method itself.
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L09-S10Convergence of improved Euler

Theorem
Consider the differential equation

y1pxq “ fpx, yq, ypaq “ y0,

Suppose this IVP has a unique solution ypxq for x on the interval ra, bs.
Further assume that ypxq has continuous third derivative on this interval.
Then for all h ą 0, there is a constant C such that

|yn ´ ypxnq| ď Ch2,

for all n ě 0 such that xn :“ a` nh ď b, and yn is the improved Euler
algorithm approximation to ypxnq computed using the stepsize h.

Note that if h is small, say h “ 0.01, then

(improved Euler error) h2 ! h (Euler error).

This is one main motivation for using improved Euler.
Demo: improved_euler_demo.ipynb
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L09-S11A standard, ubiquitous algorithm

Euler and improved Euler are actually special cases of a family of algorithms
called Runge-Kutta methods.

A particular, popular Runge-Kutta method is "Runge-Kutta 4", and is based
on Simpson’s Rule for numerical approximation of integrals. Recall that

ż h

0

fpxqdx «
h

6

„

fp0q ` 2f

ˆ

h

2

˙

` 2f

ˆ

h

2

˙

` fphq



.

This is Simpson’s rule for approximating integrals.

This is relevant for DE’s since

y1 “ fpx, yq ` ypx0q “ y0 ùñ ypx0 ` hq “ ypx0q `

ż x0`h

x0

fpx, ypxqqdx.

(This is the Fundamental Theorem of Calculus.)
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L09-S12Runge-Kutta 4
The Runge-Kutta 4 algorithm applies Simpson’s rule for integration at every
time step, using approximations to estimate intermediate slopes.

k1 “ fpxn, ynq,

k2 “ f

ˆ

xn `
h

2
, yn `

h

2
k1

˙

k3 “ f

ˆ

xn `
h

2
, yn `

h

2
k2

˙

k4 “ f pxn ` h, yn ` hk3q ,

yn`1 “ yn `
h

6
rk1 ` 2k2 ` 2k3 ` k4s .

Under appropriate assumptions (y is several times differentiable), then the
error committed by the Runge-Kutta 4 algorithm is

|yn ´ ypxnq| ď Ch4,

Again, h4 ! h2 ! h for small h, motivating the use of this algorithm.

Demo: runge_kutta_demo.ipynb, numerical_converence.ipynb
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