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Evaluating the Effectiveness of Orientation Indicators
with an Awareness of Individual Differences
TINA ZIEMEK, SARAH CREEM-REGEHR, WILLIAM THOMPSON, and
ROSS WHITAKER, University of Utah

Understanding how users perceive 3D geometric objects can provide a basis for creating more effective tools for visualization
in applications such as CAD or medical imaging. This article examines how orientation indicators affect users’ accuracy in
perceiving the shape of a 3D object shown as multiple views. Multiple views force users to infer the orientation of an object and
recognize corresponding features between distinct vantage points. These are difficult tasks, and not all users are able to carry
them out accurately. We use a cognitive experimental paradigm to evaluate the effectiveness of two types of orientation indicators
on a person’s ability to compare views of objects presented in different orientations. The orientation indicators implemented
were colocated, which shared a center-point with the 3D object, or noncolocated with (displaced from) the 3D object. The study
accounts for additional factors including object complexity, axis of rotation, and users’ individual differences in spatial abilities.
Our results show that an orientation indicator helps users in comparing multiple views, and that the effect is influenced by the
type of aid, a person’s spatial ability, and the difficulty of the task. In addition to establishing an effect of an orientation indicator,
this article helps demonstrate the application of a particular experimental paradigm and analysis, as well as the importance of
considering individual differences when designing interface aids.
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1. INTRODUCTION

Three-dimensional (3D) visualization systems allow users to view the projections of three-dimensional
objects on two-dimensional (2D) displays. Typically, information about object shape is conveyed using
standard pictorial cues such as shading, perspective, and interposition, but may also involve anima-
tions depicting motion. Extracting relevant information from 3D visualizations in applications such
as computer-aided design (CAD) and medical imaging is a difficult task for some users, and there is
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evidence suggesting that not everyone may benefit from the advantages of 3D visualization as they
are currently designed [Keehner et al. 2008; Khan et al. 2008]. This article addresses one aspect of the
perception of 3D visualizations, namely the problem of accurately perceiving visualizations that are
shown in multiple, simultaneous views. Multiple static views allow users to simultaneously view an
object from different viewpoints and allow features to be seen that would otherwise be occluded [Tory
2003]. While technology advances have enabled widespread use of dynamic and interactive visualiza-
tions, there are numerous circumstances in which users rely on multiple static views. For example,
designers, architects, and engineers rely on multiple views in several state-of-the-art 3D software
applications, including Unity 3D. In Unity 3D, in order to accurately place or position a camera or
in-scene object, users must correctly interpret the spatial relationships of a scene that are shown from
multiple 2D projections. Interfaces of this sort, where projections at different angles must be reconciled
against other views or a mental model, are found in a range of applications in design, engineering, and
medicine. Given that the images are not inherently 3D, a series of cognitive tasks are needed for the
viewer to form an accurate mental representation of the object or space. These tasks include establish-
ing a correspondence between perspectives and keeping track of an object’s features between views.
It can also be difficult to see when object features have changed in morphology from one data set to
another, and this can be extremely challenging if the viewpoints also have changed. Understanding the
relative orientation in a pair of views may help with this complexity. Findings from basic research in
perceiving object constancy show that individuals do understand the identity of multiple noncanonical
views of objects, but that object recognition of different views can be difficult, particularly given rota-
tions in depth that lead to occlusion of parts and foreshortening of the object [Lawson and Humphreys
1998].

The goal of the present work is to examine how two types of orientation indicators could be used to
improve a user’s ability to compare and comprehend multiple views of a 3D visualization. Orientation
indicators are in-scene graphical aids that illustrate rotational changes of an object and the user’s
current viewing direction [Khan et al. 2008]. Prior research has raised awareness of the difficulties
that individuals may have when working in a virtual space [Fitzmaurice et al. 2008; Tory 2003; Tory
and Möller 2004], and orientation indicators are one solution to help viewers maintain orientation in
a desktop environment [Khan et al. 2008; Stull et al. 2009]. Orientation indicators may provide users
with cognitive support, which can be defined as assistance from an artifact to help a user to think
and solve problems [Walenstein 2002], and free cognitive resources that modeling and visualization
applications may unnecessarily impose. This view follows a theory of distributed cognition [Zhang
and Norman 1994] that external representations in the environment are a critical counterpart to the
internal processes of the mind.

We contribute to the existing work on graphical aids for visualization by focusing on the importance
of evaluation, as there is no guarantee that users will benefit from even the most well-intentioned
and technically developed tools [Tory and Möller 2005]. This article presents an evaluation of orien-
tation indicators with an established cognitive experimental paradigm, mental rotation [Shepard and
Metzler 1971; Vandenberg and Kuse 1978]. Decades of work in spatial cognition has demonstrated
that visuospatial thinking and mental representation can be systematically evaluated [Shepard and
Metzler 1971; Shepard and Cooper 1982; Zacks and Michelon 2005; Hegarty and Waller 2005]. Mental
rotation tasks are most commonly used to examine the mechanisms underlying spatial reasoning and
the internal construct of mental imagery, however many researchers have had success in using the
mental rotation paradigm to evaluate the perception of computer graphics (e.g. [Barfield et al. 1988;
Bülthoff and Edelman 1992; Rizzo and Buckwalter 1997; Tarr 1995; Hubona et al. 1997; Ziemek et al.
2008]). This methodology allows us to use objective, controlled experimentation to evaluate the influ-
ence of an orientation indicator on the perceived orientation of a 3D object. This paradigm also allows
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Fig. 1. (a) Noncolocated orientation indicator, applied to an anatomical-like object; (b) noncolocated orientation indicator, ap-
plied to a mechanical part; (c) and (d) colocated orientation indicators applied to the same objects.

us to examine several task factors that may influence the effectiveness of an orientation indicator.
We specifically examine the effectiveness of orientation indicators that can be noncolocated (displaced)
from the object or colocated with the target object (see Figure 1).

2. BACKGROUND

Research has shown that techniques can be implemented to address the challenges that arise when
using computer graphics software, such as the development of haptic displays [Brooks, Jr. et al. 1990];
the addition of multiple viewpoints [Tory 2003]; and the augmentation of existing navigation tools
[Fitzmaurice et al. 2008]. The use of orientation indicators as aids to 3D visualization has received
some, but limited, attention. Khan et al. [2008] implemented an orientation indicator in CAD software,
but did not compare task-performance between conditions when the indicator was present and when it
was not present. More recently, Stull et al. [2009] found that orientation references helped individuals
learn anatomy from a 3D visualization. Orientation indicators have been implemented in medical
imaging software in the forms of bounding boxes, virtual human figures, and aids that depict the
left, right, anterior, and posterior sides of an object [Cox 1996; Gering et al. 2001]. However, these
orientation indicators have not been quantitatively assessed.

2.1 Variables that May Affect 3D Visualizations

Despite the enthusiasm regarding the use of computer generated images, research on how users per-
ceive digital representations and the information users gain from a 3D visualization is to date limited
and inconsistent [Huk 2006; Keehner et al. 2008]. Some research has shown that the presence of a
3D visualization is beneficial [Garg et al. 2001; Keehner et al. 2008], whereas other research shows
that sometimes 3D visualizations do not provide extra information that is used effectively, such as
in anatomy learning tasks [Garg et al. 1999; Huk 2006]. Previous research has indicated that when
individuals from a broad population were assigned a shape-related task that entailed interaction with
a 3D visualization, failure correlated with the inability to find an appropriate orientation from which
to view the data [Keehner et al. 2008]. It is possible that some individuals cannot access information
from a visualization because they get disoriented when working in an abstract virtual environment.
The concepts and tools needed to maintain orientation in a computer-generated environment may be
difficult to learn, and some users have even rejected using 3D computer graphics applications [Fitz-
maurice et al. 2008; Khan et al. 2008]. Keehner et al. [2008] found that not all users were able to
find the most “informative view”; that is, the view that gives key information within a visualization.
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Similarly, Velez et al. [2005] reported that some individuals thought the most “informative view” was
always the back projection of the object even if it was a side or bottom view.

There are a variety of possible factors that influence task-performance with a 3D visualization. Task-
goals may influence the cognitive processes used. For example, recalling a view of a familiar object may
involve different mechanisms of memory and attention compared to a task requiring the detection or
comparison of a specific feature of a complex object. The nature and complexity of the models used
is also likely an important factor. While most research that has evaluated visualization and human
performance has tested only one category of model, such as carpal bones [Garg et al. 1999, 2001]
or vertebrae [Stull et al. 2009], Velez et al. [2005] found that complexity of a 3D object (quantified
by counts of object surfaces, object edges, and object vertices) affected 3D object comprehension. Fi-
nally, user interaction with an application is a factor that has received some attention. While it may
seem intuitive that interactivity would help in 3D visualization tasks, several studies have found that
individuals with interactive control perform the same or worse than individuals with an animated
visualization which they cannot control [Hegarty 2004; Keehner et al. 2008; Sando et al. 2009].

Individual spatial abilities may also affect the utility of a 3D visualization. The term spatial abil-
ities refers to a broad range of skills involving the mental representation and manipulation of infor-
mation about geometric entities. Research has shown there is a natural variation between people in
their spatial abilities; individual differences have been found in a variety of tests of visuospatial abil-
ities [Hegarty and Waller 2005]. There are several possible alternatives for how spatial ability might
influence the use of a 3D visualization [Hegarty 2004; Huk 2006; Keehner et al. 2008]. First, it may
be that high spatial ability is a necessary prerequisite to using a 3D visualization. There is some evi-
dence that high spatial ability is correlated with accuracy with a 3D visualization [Velez et al. 2005]. A
three-dimensional tool improved learning for high spatial ability individuals [Garg et al. 2001], but put
low spatial ability individuals at a significant disadvantage [Garg et al. 1999]. Huk [2006] found that
only students with high spatial abilities benefited from 3D objects. Those with low spatial abilities also
had more difficulty with complex geometric objects than those with high spatial abilities. Velez et al.
[2005] reported that low spatial ability participants could only solve simple geometric objects such as
cubes and cones. A second alternative is that those with low spatial ability would benefit most from
3D visualizations; if these individuals find it difficult to construct internal models, they might benefit
from the structure of an external model. The work of Stull et al. [2009] supports this claim, showing
that spatial understanding of 3D objects by low spatial individuals can be improved to near that of
high spatial individuals with the use of cognitive aids [Stull et al. 2009]. A third possibility is that 3D
visualizations will benefit everyone equally.

Several researchers have argued for the importance of considering individual differences in the de-
sign of human computer interaction systems [Dillon and Watson 1996; Chen et al. 2000; Modjeska and
Chignell 2003; Dünser et al. 2006]. For instance, an investigation of gender differences in 3D com-
puter graphic applications concluded that the purported poor performance of women compared to men
in navigating virtual environments disappeared if users were provided with a wide field of view dis-
play [Czerwinski et al. 2002]. Moreover, it has been found that features added to make 3D computer
graphic applications more accessible are not only popular with novice users but experienced users as
well [Fitzmaurice et al. 2008]. Work to date on designing other forms of software with an awareness
of the effects of individual differences is also limited [Huff 2002; Beckwith et al. 2005; Beckwith et al.
2006].

2.2 Tasks Where Multiple Views Could Challenge Users

Multiple views are both common and useful, but they also present the user with additional challenges
by introducing additional complexity over a single view [Baldonado et al. 2000]. Previous research
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Fig. 2. Computer-aided design and visualization applications are often done using multiple views of a 3D model. Noncolocated
orientation indicators used in the application Unity 3D, shown in left image, and colocated orientation indicators in application
3D Slicer, shown in right image, to indicate object’s orientation. Unity 3D image courtesy and copyright Unity 3D. 3D Slicer
image courtesy and copyright of David Gering.

has evaluated multiple views for information visualization [North and Shneiderman 2000; Baldonado
et al. 2000], whereas the present research specifically addresses multiple views of the sorts of 3D
objects common in CAD systems and in scientific and medical visualizations. Examples of some specific
applications are described below.

2.2.1 Mechanical CAD. An important trend in mechanical CAD is the move towards 3D design
software. Prior to the advent of CAD software, mechanical designs of individual parts and objects
were typically specified by drafting on paper a set of orthographic views (sometimes called multiview
drawings), representing the parallel projection of the object from various viewing directions. Viewing
directions were typically separated by 90◦ and aligned in some natural way with the object. Modern
mechanical software automates this drafting process, but the base representation can now be a 3D
object (as shown in Figure 2).

These applications allow users to create, edit, and view 3D objects and scenes on traditional two-
dimensional displays [Khan et al. 2008]. Viewpoints that are difficult to achieve in the real world,
such as a bird’s eye view, are easily attainable in 3D computer graphic applications. Users can view
objects from any angle and orient the part in any position. However, controlling the virtual viewpoint
and understanding the position of the virtual camera in relation to an object is a challenging task for
those new to virtual environments [Khan et al. 2008]. Another consequence is that users may have to
maintain an association and track object features between views. This problem may become even more
complicated when designers are working with complex objects. Multiple views are used in CAD and
modeling software such as Unity 3D and Autodesk’s AutoCAD, Maya, and 3D StudioMax.

2.2.2 Medical Visualizations. Certain subsets of the medical community have adopted 3D visual-
izations into clinical practice [Gering 1999; Golland et al. 1998]. Several medical imaging and visual-
ization software packages allow for multiple views of data. Multiple views are used in visualization
software such as OsiriX, 3D Slicer, Anatomy Browser, Seg3D, and ImageVis3D. Figure 2 shows one
way a volume can be oriented in 3D Slicer [Gering 1999]. These tools can be used for education, image-
guided therapy, and also presurgical planning and reference [Anderson et al. 1998; Golland et al. 1998;
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Hata et al. 2001; MacLeod et al. 2008; Tokuda et al. 2010]. For instance, the application 3D Slicer is
used in image-guided surgery and allows the surgeon to view 3D surface models of key anatomical and
functional structures [Gering et al. 2001] from preoperative data in the interventional context.

Medical education has already made a dramatic shift towards using 3D visualizations and digital
representations of anatomy in academic curricula [Keehner and Khooshabeh 2002]. Educators are
recommending digital representations for the study of anatomical structure, function, and spatial re-
lationships [Silen et al. 2008]. Medical professionals rely on a detailed understanding of spatial struc-
tures in the human body [Hegarty et al. 2007], but medical students have difficulties in achieving
this level of understanding [Silen et al. 2008]. It is believed that realistic 3D objects will enhance a
student’s learning experience [Garg et al. 1999]. There have been major initiatives such as the Visible
Human Project to acquire spatial data from human organs and create 3D objects which are used for
teaching and learning gross anatomy [Jastrow and Vollrath 2006].

3. EXPERIMENTAL EVALUATION

The purpose of providing users with an orientation indicator is to help them understand, identify, or
recognize a viewed object when presented in different orientations. Our main goal was to test the ef-
fectiveness of the orientation indicator using two versions of the mental rotation paradigm [Shepard
and Metzler 1971; Vandenberg and Kuse 1978]. To assess whether orientation indicators affect par-
ticipants’ performance, we created a series of four computer-based experiments. We tested whether
mental rotation performance would change as a function of the orientation indicator and whether ef-
fects would differ depending on spatial ability and several task factors including the class of object
(mechanical or biological) and the axes of rotation.

3.1 General Methods
Across all experiments, we measured accuracy (and response time in Experiment 3 and 4) on con-
gruency judgments of 3D objects presented in different orientations, as a function of (a) two types of
orientation indicators; (b) two classes of 3D objects; (c) two axes of rotation; (d) the influence of in-
dividual differences in visuospatial abilities; and (e) two different tasks. The first type of orientation
indicator did not share a center point with the 3D object, and is referred to as noncolocated; the second
type of orientation indicator did share a center point with the 3D object, and is referred to as colo-
cated. Both the orientation indicators and 3D objects were always displayed as static pictures. In each
experiment, the class of objects, axes of rotation, and the presence/absence of the orientation indica-
tor were manipulated within-subjects, whereas visuospatial ability was necessarily a between-subjects
factor. The type of orientation indicator and the type of task performed was constant within a single
experiment and between-experiment comparisons of the effect of the orientation indicator type were
performed later.

We predicted that both types of graphical aids could improve an individual’s ability to make same/
different judgments on 3D objects shown in different orientations, however, we did not have a priori
predictions about which might be more effective. It could be that a noncolocated aid would provide
a frame of reference for the object that could be used to facilitate the object judgments without dis-
tracting from the object features themselves. It could also be that the colocated aid would be effective
because, when superimposed on the object, users could more directly perceive the correspondence be-
tween objects. We predicted that spatial ability may also influence an individual’s performance on the
tasks. Spatial ability has been a factor in prior research regarding the effectiveness of 3D visualiza-
tions, showing mixed results depending on the task. Given the varied findings, we considered whether
the orientation indicator might be used in a different way by low versus high spatial groups. For exam-
ple, those lower in spatial ability may be able to take advantage of a colocated aid because it does not
ACM Transactions on Applied Perception, Vol. 9, No. 2, Article 7, Publication date: June 2012.
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require an additional transformation of the aid to the object, but would not be able to effectively use
the noncolocated aid. Or, the additional complexity associated with the aid could prohibit low spatial
users from benefiting from the aid at all. For those higher in spatial ability, the aid could facilitate their
mental transformations for instances that are difficult for them, for example a complex object or large
degree of rotation, or it might go unused if these individuals adequately perform the task without it.

Two different experimental designs were used, both of which have been employed extensively in past
studies of mental rotation. The first of these, which we refer to below as the choose-two-of-four task,
presented a target object and four possible matches. Participants had to pick the two correct matches
from the four possibilities [Vandenberg and Kuse 1978]. Although the choose-two-of-four task is time-
limited overall, there is no time limit on individual trials. This design was used in Experiments 1 and 2.
The second design was a same/different task [Shepard and Metzler 1971] in which participants decided
on each trial whether a pair of objects was the same or different. The same/different task was time-
limited per trial, which allows response time to be measured on individual trials. This design was used
in Experiments 3 and 4. The choose-two-of-four task emphasized accuracy, while the same/different
task emphasized both accuracy and response time. Performance on the same/different paradigm can be
used to make inferences about applications where there is time pressure, and can also provide evidence
as to whether the orientation indicator increases response time. Lastly, it can be used to evaluate
whether response time is linear with respect to degrees of rotation; this data cannot be determined
using the choose-two-of-four mental rotation task. Across all experiments we assessed two axes of
rotation, the vertical axis: parallel to the image plane and the horizontal axis parallel to the image
plane.

In the experiments involving colocated aids, small object translations were applied to the object
models when needed to insure that the center of the aid was within the interior of the object. Half of
the rendered objects in Experiments 2 and 4 were affected. This had the unintended consequence of
causing slight shading differences compared to the same object in the same orientation when presented
in Experiments 1 and 3, with the main effect being that certain shadows were darker in Experiments
1 and 3. In a few cases, these translations also resulted in differences in where the objects were placed
in the display window between equivalent colocated and noncolocated conditions. However, the critical
within-subjects variable was the presence/absence of the aid, and this comparison was unaffected by
the way in which objects were centered on the colocated aids.

Participants in each experiment were University of Utah students who were given either psychology
course credit or compensation of $10 for their participation. Participants were not allowed to partici-
pate in multiple experiments. Because the orientation indicators rely on color perception, participants
self-reported color blindness. Only one participant in all five experiments reported an inability to dis-
cern colors. The participant reported that his color blindness did not effect his ability to do the task or
use the aid because there were enough colors he could perceive accurately.

Participants’ spatial visualization ability was measured using two paper-and-pencil tests: the Paper
Folding Test [Ekstrom et al. 1976] and the Mental Rotation Test [Vandenberg and Kuse 1978]. Each
test had 20 questions, and consisted of two parts that were timed for three minutes each. The paper-
folding test was scored by awarding one point for every correct answer minus three-quarters of a point
for every incorrect answer. The mental rotation test was scored by awarding two points for every correct
answer minus two points for every incorrect answer. Penalizing participants for incorrect answers was
done to prevent them from guessing in both spatial ability tests, and is a standard scoring method.
Standardized scores (z-scores) were calculated for the two paper-and-pencil tests, which were combined
to create an aggregate measure for each participant across all four experiments (160 participants
total: 88 females, 72 males). Participants were classified as high spatial ability or low spatial ability
based on a natural break in the distribution of scores (z = .151) that was very close to the median
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(z = .221). This resulted in 78 participants in the low spatial ability group (z-score range −6.022
to .085) and 82 participants in the high spatial ability group (z-score range .216 to 4.150). A Pearson
correlation showed a strong positive relationship between the scores on the two paper-and-pencil tests,
r = .609, p < .01 (two-tailed). Additional analyses for each experiment were conducted with spatial
ability classified by median splits for each of the tests separately. These analyses did not qualitatively
differ in the main effects and interactions reported below for each experiment, and so are not reported.

3.2 Experiment 1

Experiment 1 tested the presence of noncolocated orientation indicators to on-screen 3D geometric
objects. A mental rotation task, the choose-two-of-four task, was used to assess the effectiveness of the
orientation indicators. Participants were shown a target object and four possible matches. Participants
had to pick the two correct matches from the four possibilities [Vandenberg and Kuse 1978].

3.2.1 Participants. Experiment 1 tested 40 participants (21 females, 19 males). The high spatial
ability group (z-score range .216 to 2.823) had 23 participants (8 females, 15 males, mean age = 21.9
years, SD = 3.9). The low spatial ability group (z-score range −5.621 to .038) had 17 participants (13
females, 4 males, mean age = 27.5 years, SD = 9.5). Refer to Section 3.1 for how the participants’
spatial visualization ability was measured.

3.2.2 Stimuli. Object stimuli were shown either with a noncolocated orientation indicator, or no
orientation indicator. Noncolocated orientation indicators were placed above the object stimuli with
the origin of the rotation displaced from the objects that they corresponded with. The indicator was
shown rotated in the same axis and amount as the object, and both remained static images.

We based the look of the orientation indicator off of the coordinate system icons often used in CAD
programs, but felt additional colored markers would help users who are not experienced with 3D CAD
and visualization applications. The indicator had six markers, each with a unique color. Participants
were not given instruction on how the aid could help to solve the tasks; they were only told the aid
rotated the same amount and direction as the object.

Two classes of objects were used, since object complexity has been shown to affect task performance
with 3D visualizations. One class of objects was mechanical parts that were constructed of distinct
pieces; the other class of objects was anatomical structures that represent blood vessels, an aneurysm,
or organism that is composed of abstract parts. These two classes of objects stem from the 3D object
perception experiment conducted by Cole et al. [2008], which used models in which people could easily
infer shape, did not have a lot of self-occlusion, were not too familiar, and were somewhat simple with-
out much fine-scale detail [Cole et al. 2008]. We believe this criteria is well suited for both the mental
rotation paradigm and also the application areas of 3D CAD software and medical visualizations; see
Figure 4 for the ten 3D object stimuli. All object stimuli were positioned such that the object fit within
the clipping window. The anatomical structures were assembled using digital embryos [Brady and
Kersten 2003]. The mechanical structures were assembled using 3D models from 3D Content Central
(http://www.3dcontentcentral.com). All models were modified and rendered with Autodesk’s Maya
software version 8.5. The type of lighting used were area lights with Blinn shading. The visual extent
of the image (target object plus four object choices) presented on each trial had a width subtending
27.6◦ and a height subtending 8.3◦.

3.2.3 Experimental Design and Procedure. Experiment 1 tested a noncolocated orientation indica-
tor with the choose-two-of-four task using object rotations about the vertical axis parallel to the image
plane and rotations about the horizontal axis parallel to the image plane. Although participants were
told to perform as quickly and accurately as possible, the choose-two-of-four task emphasizes accuracy.
ACM Transactions on Applied Perception, Vol. 9, No. 2, Article 7, Publication date: June 2012.
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Fig. 3. Example trial for Experiment 1, involving a noncolocated orientation indicator: Choose which two of the four objects on
the right match the target object on the left.

Fig. 4. Ten stimuli used in the experiment. Mechanical parts on top, anatomical structures below. Each stimulus shown in 0◦
orientation.

In this task, participants were shown four objects and they were to decide which two of the four objects
matched a target object (see Figure 3). Two of the four objects were mirror images of the target object,
and thus were not congruent in shape to the target object.

Experiment 1 included rotations about the vertical axis parallel to the image plane, hereafter ver-
tical axis, and rotations about the horizontal axis parallel to the image, hereafter horizontal axis. In
trials with rotation about the vertical axis, mirror objects were made by reflecting the object about the
horizontal axis such that the left and right of the object were reversed. In trials with rotation about
the horizontal axis, mirror objects were made by reflecting the object about the vertical axis such that
the top and bottom of the object were reversed. Mirror objects were made in this manner to prevent
participants from being able to use strategies other than mental rotation to solve the task. Figure 4
shows each object in its original 0◦ position from which reflections and rotations were based. Mirrored
objects were also rotated from the initial position.

There were 40 trials total, of these trials, half presented an aid and half did not. Within each aid/no
aid condition, half of the trials had objects rotated about the vertical axis and half had objects rotated
about the horizontal axis. Within each axis condition, half of the trials had mechanical object stimuli
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and half had anatomical object stimuli. The target objects were positioned at 0◦, 15◦, 345◦, 30◦, and
330◦. The four objects were positioned at 285◦, 300◦, 315◦, 330◦, 345◦, 0◦, 15◦, 30◦, 45◦, 60◦, and 75◦. We
tested five different degrees of disparity between the target object and the four objects: 15◦, 30◦, 45◦,
60◦, and 75◦. Each degree of disparity between the target and four possible target object choices was
used two times in each condition (i.e., presence of aid, class of object, and axis of rotation). The trials
for anatomical objects were setup exactly the same as the trials for mechanical objects except the order
of the four target object choices was rearranged. Furthermore, each of the ten objects was used in four
trials (i.e., horizontal rotation no aid, vertical rotation no aid, horizontal rotation aid, vertical rotation
aid). Trials with the orientation indicator were setup using the same rotational disparities between
the target image and the object choices as the trials without the orientation indicator. The degrees of
disparity between the four choices were also the same between orientation indicator and no indicator
conditions.

Participants performed four blocks of trials; two blocks showed the orientation indicator, and two
blocks did not have the indicator present. Two blocks were mechanical parts and two blocks were
anatomical structures. We counterbalanced the order of the aid condition and object type condition
across participants and gender to prevent performance differences attributed to practice effects. Par-
ticipants were given four minutes to complete each block of trials, with three short breaks in between
blocks. The breaks came after the first, second, and third blocks and lasted one minute, two minutes,
and one minute, respectively. Each block had 10 trials. It was possible for a participant to time out
and not finish a block of trials. They were also permitted to skip trials, and if time allowed they were
given another chance to answer skipped trials. Instructions emphasized the importance of accuracy
over response time and did not explicitly mention the manipulation of the class of objects or the axes
of rotation.

Accuracy on the task was scored by giving two points for every correct answer and subtracting two
points for every incorrect answer. This scoring method corrects for guessing and follows the conven-
tional scoring method for Vandenberg and Kuse mental rotation tests [Vandenberg and Kuse 1978;
Stull et al. 2009]. These scores were then normalized on a scale of zero to one. The orientation indica-
tor variable, along with the class of objects and axis of rotation was varied within subjects to test for
differences within the individual. Spatial ability was variable between subjects.

Participants performed the experiment individually in a controlled experiment room where lighting
was held constant. The experiment was controlled using E-Prime and viewed on a 19-inch monitor.
Viewing position was also held constant, with the observer’s head located approximately 31 inches
from the monitor. Although participants were instructed to remain seated in one location, head move-
ment was not controlled for. Participants responded with a button box. For the four object choices,
buttons were spatially mapped to the object choices on the monitor. During the breaks, participants
read articles from the popular press to prevent them from devising cognitive strategies to solve the
task. At the end of the computer portion of the experiment, participants were given a written sur-
vey regarding the experimental task similar to the one given in Peters et al. [1995]. Participants’
spatial visualization ability was measured using the two paper-and-pencil tests mentioned
before.

3.2.4 Results and Discussion. A 2(orientation indicator) × 2(class of objects) × 2(axis of rotation) ×
2(spatial ability) ANOVA was performed on the mean scores for Experiment 1. Partial eta squared
(η2

p) is used as an indication of effect size, reflecting the amount of variance accounted for by the
independent variable. Experiment 1 showed no effect of the noncolocated indicator, F(1,38) = .5, p =
.5, η2

p = .01. Participants performed nearly the same with the aid (.77) versus without the aid (.76).
One possibility for the lack of overall effect of the orientation indicator is that it was not attached to the
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Fig. 5. Example trial for Experiment 2, involving a colocated orientation indicator: Choose which two of the four objects on the
right match the target object on the left.

object. The noncolocated indicator could have led the user to solve the task first for the aid, and then
transform the information about rotation to the object. Thus, users may have had difficulty recovering
information from the aid and translating it to the object.

The indicator effect was modulated by the axis of rotation, as shown in the indicator × axis inter-
action, F(1,38) = 8.4, p < .01, η2

p = .18, with the presence of the noncolocated indicator leading to
increased accuracy for objects rotated about the horizontal axis (.77 versus .73, p < .05), but no dif-
ference for the vertical axis (.76 versus .79, p = .20). Some specific instances of objects may have had
characteristics making them more difficult to comprehend given rotations around the horizontal axis,
and so more likely to benefit from an aid. While no obvious differences in self-occlusions or other ap-
pearance effects occurred between cases rotated around the horizontal and around the vertical axes,
some subtle properties of object shape may have had an effect [Lawson and Humphreys 1998]. Intrin-
sic differences in that difficulty of comprehending rotations around the two different axes may also
have played a role [Parsons 1987].

In addition, there was a significant effect of the class of objects, F(1,38)= 26.6, p < .01, η2
p = .41.

Participants performed better on mechanical objects (.81) versus anatomical objects (.72). Partici-
pants may have improved performance with mechanical parts because they were comprised of distinct
shapes, whereas anatomical parts were not. Participants may also have been able to identify a particu-
lar feature on the mechanical objects and use that feature to determine a correspondence between two
objects. In addition, the mechanical objects had distinct vertical or horizontal axes that were aligned
with the axis of rotation; in contrast, the anatomical objects did not have this property, which may
have led to more difficulty in the decisions about these objects. Finally, there was an overall effect of
spatial ability group, F(1, 38) = 14.15, p < .01, η2

p = .27, showing superior performance for the high
versus low ability group.

3.3 Experiment 2

Because the noncolocated orientation indicator in Experiment 1 did not increase participants’ accuracy
in the mental rotation task, Experiment 2 tested the effect of a colocated orientation indicator. A
colocated indicator could eliminate the need for a user to transfer the information about rotation from
a noncolocated aid to the object. Thus the information about rotation from a colocated aid may be more
accessible. The same mental rotation task, the choose-two-of-four paradigm, was used to assess the
effectiveness of the colocated orientation indicators. The only difference between Experiments 1 and 2
was the orientation indicators used (see Figure 5).

ACM Transactions on Applied Perception, Vol. 9, No. 2, Article 7, Publication date: June 2012.



7:12 • T. Ziemek et al.

0.4

0.5

0.6

0.7

0.8

0.9

1.0

High Spa�al Low Spa�al

A
cc

ur
ac

y 
Sc

or
e 

Colocated Aid

No Aid

Fig. 6. Mean accuracy score, normalized from 0 to 1, as a function of presence/absence of a colocated aid and spatial ability in
Experiment 2. The choose-two-of-four paradigm was used to evaluate performance. Error bars are +/- 1 SE.

3.3.1 Participants. Experiment 2 tested 40 participants (24 females, 16 males). The high spatial
ability group (z-score range .220 to 3.312) had 21 participants (9 females, 12 males, mean age = 22.5
years, SD = 4.7). The low spatial ability group (z-score range −3.082 to −.415) had 19 participants
(15 females, 4 males, mean age = 23.7 years, SD = 7.3). Refer to Section 3.1 for how the subjects’
spatial visualization ability was measured.

3.3.2 Stimuli. Object stimuli were shown with either a colocated orientation indicator or no ori-
entation indicator. The colocated indicator was a larger scaled version of the noncolocated indicator
(see Section 3.2.2). Colocated indicators rotated in the same coordinate system as the objects that they
corresponded with, with the center of that coordinate system at the center of the object. Each indicator
was shown rotated in the same axis and amount as the object. The 3D object stimuli were identical to
those used in Experiment 1.

3.3.3 Experimental Design and Procedure. The experimental design and procedure was identical
to Experiment 1; refer to Section 3.2.3.

3.3.4 Results and Discussion. A 2(orientation indicator) × 2(class of objects) × 2(axis of rotation) ×
2(spatial ability) ANOVA was performed on the mean scores for Experiment 2. Experiment 2 showed
a facilitatory effect of the colocated indicator on performance, F(1,38) = 8.5, p < .01, η2

p = .18. Par-
ticipants showed an increase in accuracy with the aid (.76) versus without the aid (.73). Participants
appeared to be able to better utilize the information about rotation that the colocated aid provided.

Furthermore, the colocated indicator effect was modulated by spatial ability, as shown by the indi-
cator × spatial ability interaction, F(1,38) = 10.1, p < .01, η2

p = .21. As Figure 6 shows, the effect of
the indicator in Experiment 2 was driven by low spatial learners. The low spatial group showed an
increase in accuracy with the aid (.69) versus without the aid (.62), p < .01, whereas the high spa-
tial group showed no change (.83) for both conditions. Given the overall superior performance in the
high spatial group, F(1,38) = 51.06, p < .01, η2

p = .57, this interaction provides initial support for the
hypothesis that supplemental tools would be particularly effective for individuals who have difficulty
with a task.

As with the results in Experiment 1, the indicator effect was modulated by the axis of rotation, as
shown by the indicator × axis interaction, F(1,38) = 18.3, p < .01, η2

p = .33, with presence of the
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indicator leading to increased accuracy for objects rotated about the horizontal axis (.79 versus .71,
p < .01), but no difference for the vertical axis (.73 versus .75, p = .34).

Similar to the results of Experiment 1, there was a significant effect of the class of objects, F(1,38) =
47.1, p < .01, η2

p = .55, showing that participants performed better with mechanical objects (.79) versus
anatomical objects (.70). Finally, there was an overall effect of spatial ability, F(1, 38) = 51.05, p < .01,
η2

p = .57, showing superior performance for the high versus low ability group.

3.3.5 Combined Analysis of Experiments 1 and 2. A 2(experiment) × 2(orientation indicator) ×
2(class of objects) × 2(axis of rotation) × 2(spatial ability) ANOVA was performed on the mean scores
for Experiment 1 and Experiment 2 combined. This analysis was conducted to determine if the colo-
cated indicator used in Experiment 2 increased accuracy more than the noncolocated indicator used
in Experiment 1. There was no main effect of Experiment, F(1,76) = 1.6, p = .2, η2

p = .02, nor any
interactions with Experiment and the other variables. Across the two experiments, there remained an
effect of the orientation indicators on accuracy, as demonstrated in Experiment 2, F(1,76) = 5.6, p <

.05, η2
p = .07. However, the reduced size of the effect compared to Experiment 2 alone suggests that the

effect was driven by the larger effect of the colocated indicator in Experiment 2.

3.4 Experiment 3

Experiments 3 and 4 were carried out to provide additional information about participants’ perfor-
mance when shown orientation indicators using a different mental rotation task, the same/different
task, emphasizing both response time and accuracy. Response time in the same/different task is mea-
sured on each individual trial; thus we can assess whether the degree of rotation and/or the orientation
indicator leads to increased response time. Although similar conceptually to the previous task, the bi-
nary forced-choice and emphasis on speeded responses is distinct and could possibly lead to differences
in strategies or task performance.

Experiment 3 assessed performance using a noncolocated orientation indicator using the same/
different paradigm.

3.4.1 Participants. Experiment 3 tested 40 participants (21 females, 19 males). The high spatial
ability group (z-score range .325 to 3.571) had 19 participants (4 females, 15 males, mean age = 23
years, SD = 4.7). The low spatial ability group (z-score range −2.823 to .085) had 21 participants
(17 females, 4 males, mean age = 22.4 years, SD = 7.6). Refer to Section 3.1 for how participants’
spatial visualization ability was measured.

3.4.2 Stimuli. Object stimuli were shown either with a noncolocated orientation indicator, or no
orientation indicator. The stimuli were identical to those used in Experiment 1; refer to Section 3.2.2.
The visual extent of the image presented on each trial (the pair of objects) had a width subtending 11.3◦

and a height subtending 8.3◦. The choose-two-of-four images were wider than same/different images
because there were more objects; an individual object’s size did not differ between the two paradigms.

3.4.3 Experimental Design and Procedure. In this task, participants were shown two objects to
decide whether these two objects were the same object, but shown in different orientations, or whether
they were different objects. If they were different objects, one object was a mirror image of the other.
Mirror objects were made using the same procedure as in Experiment 1 (refer to Section 3.2.2), see
Figure 7 for example trials.

There were 160 trials total. Of these trials, half presented an aid and half did not. Within each aid/no
aid condition, half of the trials had objects rotated about the vertical axis and half had objects rotated
about the horizontal axis. Within each axis condition, half of the trials had mechanical object stimuli
and half had anatomical object stimuli. Within each object stimuli condition, half of the trials had
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Fig. 7. Four different example trials: Are the objects the same object shown in different orientations, or are they different
objects?

same objects and half had different objects. Objects were positioned at 285◦, 300◦, 315◦, 330◦, 345◦, 0◦,
15◦, 30◦, 45◦, 60◦, and 75◦. Between the two objects there were five possible degrees of disparity, 15◦,
30◦, 45◦, 60◦, and 75◦. Each degree of disparity was used two times in each condition (i.e., presence of
aid, class of object, axis of rotation, and the same/different pair). The trials for anatomical objects were
setup similarly to the trials for mechanical objects, except the order of the two objects was rearranged.
Trials with the orientation indicator were setup using the same rotational disparities between the
objects as the trials without the orientation indicator. Furthermore, each of the 10 objects was used
16 times.

Participants were given two blocks of trials, and within these two blocks, aid and no aid trials were
presented randomly. We counterbalanced the two blocks across participants and gender. Participants
were given 12 seconds per trial; if they exceeded this time limit they were not given a chance to respond
and were presented with the next trial. Participants were not allowed to skip a trial. Instructions
emphasized the importance of both accuracy and response time. Participants were given a two minute
break between blocks of trials. During this break they read articles from the popular press to prevent
them from devising cognitive strategies to solve the task. At the end of the computer portion of the
task, participants completed the same written survey taken in Experiment 1 (see Section 3.2.3). The
experiment took place in the same controlled experiment room used in Experiment 1.

Accuracy on the same/different task was scored by awarding one point for every correct answer.
These scores were then normalized on a scale of 0 to 1. The orientation indicator, class of objects, and
axis of rotation were varied within subjects. Spatial ability was a between subjects variable. Note that
Experiment 3 scores should not be directly compared to Experiment 1 scores because of the intrinsic
difference in the how the two experiment tasks are scored.

3.4.4 Results and Discussion. A 2(orientation indicator) × 2(class of objects) × 2(axis of rotation) ×
2(spatial ability) ANOVA was performed on the mean accuracy scores for Experiment 3. Experiment 3
showed a facilitatory effect of the noncolocated indicator, F(1,38) = 18.1, p < .01, η2

p = .32. Participants
increased in accuracy with the aid (.74) versus without the aid (.69).
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Fig. 8. Mean accuracy score on Experiment 3, normalized from 0 to 1, as a function of presence/absence of a noncolocated aid
and spatial ability. The same/different paradigm was used to evaluate performance. Error bars are +/− 1 SE.

Furthermore, the effect of the noncolocated indicator was driven by the high spatial ability group,
as shown in the spatial ability × indicator interaction, F(1,38) = 6.1, p < .05, η2

p = .14. As Figure 8
shows, the high spatial group showed an increase in accuracy with the aid (.81) versus without the aid
(.73) p < .01, whereas the low spatial group showed a smaller and insignificant increase with the aid
(.67) versus without the aid (.65) p = .19. It is interesting to note the effect of the noncolocated aid in
this experiment compared to the lack of effect in Experiment 1. It may be that the increased difficulty
associated with the time-pressure or the forced-choice paradigms in this task led to the effective use of
the indicator, particularly for the high spatial ability participants.

The axis of rotation also had an effect on accuracy, F(1,38) = 4.4, p < .05, η2
p = .10. Participants

performed better with object rotation about the vertical axis (.73) versus the horizontal axis (.70).
In Experiments 3 and 4, trials involving rotation around the horizontal axis had somewhat more in-
stances of self-occlusion than did trials involving rotations around the vertical axis.

Lastly, there was a significant effect of the class of objects, F(1,38) = 38.7, p < .01, η2
p = .51. Similar

to the results of prior experiments, participants performed better with mechanical objects (.76) versus
anatomical objects (.67). Finally, there was an overall effect of spatial ability, F(1,38) = 29.0, p < .01,
η2

p = .43, showing superior performance for the high versus low spatial ability group.
A 2(orientation indicator) × 5(degree of rotation) × 2(spatial ability) ANOVA was performed on

response time from the correct-only “same” trials. The class of objects and axis of rotation could not be
analyzed because the majority of participants did not get at least one of these trials correctly for each
degree of rotation. Participants showed increased response time with the aid (4.79 sec) versus without
the aid (4.17 sec), F(1,38) = 31.3, p < .01, η2

p = .45. Participants also showed increased response
times with a greater disparity, F(4,152) = 8.6, p < .01, η2

p = .19. A planned linear contrast confirmed
a linear increase in response time with disparity, F(1,38) = 19.13, p < .001, η2

p = .45. This result
could be interpreted as increasing time needed to mentally rotate one object to match the other, or
it could be an indication of an overall increase in difficulty with greater disparity. A main effect of
spatial ability, F(1,38) = 5.6, p < .05, η2

p = .13, showed that the high spatial group (4.93 sec) was
overall slower to respond compared to the low spatial group (4.09 sec). It is noteworthy that the high
spatial group performed more accurately overall (and with even greater accuracy given the aid), and
were correspondingly slower than the low spatial group. These results suggest that the use of the
noncolocated aid led to longer processing time, and could only be used effectively by those with high
spatial abilities.

ACM Transactions on Applied Perception, Vol. 9, No. 2, Article 7, Publication date: June 2012.



7:16 • T. Ziemek et al.

0.4

0.5

0.6

0.7

0.8

0.9

1.0

High Spa�al Low Spatial

A
cc

ur
ac

y 
Sc

or
e 

Colocated Aid

No Aid

Fig. 9. Mean accuracy score on Experiment 4, normalized from 0 to 1, as a function of presence/absence of a colocated aid and
spatial ability. The same/different paradigm was used to evaluate performance. Error bars are +/- 1 SE.

3.5 Experiment 4

Experiment 4 was created to test whether the improvement in accuracy with the colocated aid seen
in Experiment 2 and with the noncolocated aid in Experiment 3; would replicate with the colocated
aid used in the same/different task. Furthermore, we could assess the effects on response time concur-
rently.

3.5.1 Participants. Experiment 4 tested 40 participants (22 females, 18 males). The high spatial
ability group (z-score range .221 to 4.150) had 19 participants (9 females, 10 males, mean age = 22.8
years, SD = 3.9). The low spatial ability group (z-score range −6.022 to −.036) had 21 participants
(13 females, 8 males, mean age = 23.8, SD = 7.7). Refer to Section 3.1 for how participants’ spatial
visualization ability was measured.

3.5.2 Stimuli. Object stimuli were shown either with a colocated orientation indicator, or no orien-
tation indicator. The stimuli were identical to those used in Experiment 3, refer to Section 3.4.2.

3.5.3 Experimental Design and Procedure. The experimental design and procedure was identical
to Experiment 3, refer to Section 3.4.3.

3.5.4 Results and Discussion. A 2(orientation indicator) × 2(class of objects) × 2(axis of rotation)
× 2(spatial ability) ANOVA was performed on the mean accuracy scores for Experiment 4. Experiment
4 showed a strong facilitatory effect of the colocated indicator, F(1,38) = 41.5, p < .01, η2

p = .52.
As Figure 9 shows, the colocated indicator helped both spatial ability groups. Participants showed
an increase in accuracy with the aid (.75) versus without the aid (.67). The colocated aid may have
helped more generally in this experiment because information about rotation is more accessible when
superimposed on top of the actual object. In addition, as part of the object, the colocated aid may be
more automatically attended to and more difficult to ignore.

As with the results in Experiments 1, 2, and 3, the indicator effect was modulated by the axis of
rotation, as shown by the indicator × axis interaction, F(1,38) = 5.4, p < .05, η2

p = .12, with presence
of the indicator leading to increased accuracy for objects rotated about the horizontal axis (.75 versus
.64, p < .001, η2

p = .48), but a smaller difference for the vertical axis (.75 versus .69, p = .001, η2
p =

.24). As in the previous experiments, this difference in the effectiveness of the aid may be explained by
overall differences in difficulty for different axes of rotation.
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As in the other experiments, there was a significant effect of the class of objects on accuracy, F(1,38) =
67.3, p < .01, η2

p = .64. Participants performed better on mechanical objects (.77) versus anatomical
objects (.65). Finally, there was an overall effect of spatial ability, F(1,38) = 23.76, p < .01, η2

p = .38,
showing superior performance for the high versus low spatial ability group.

A 2(orientation indicator) × 5(degree of rotation) × 2(spatial ability) ANOVA was performed on
response time from correct-only “same” trials. As in Experiment 3, this analysis collapsed over class of
objects and axis of rotation. Participants showed increased response time with the aid (5.64 sec) versus
without the aid (4.50 sec), F(1,38) = 147.5, p < .01, η2

p = .80. Participants also showed increased
response times with greater degree of rotation, F(4,152) = 9.2, p < .01, η2

p = .20. A planned linear
contrast confirmed a linear increase in response time with degree, F(1,38) = 21.5, p < .001, η2

p = .36.
Similar to Experiment 3, this result could be due to increased time to mentally rotate larger degrees of
disparity or an overall increase in difficulty. There was no overall effect of spatial ability on response
times (p = .89). These results are consistent with those of Experiment 3 in terms of the relationship
between the effect of the aid on accuracy and response time; accuracy improves with the aid, but
response time also increases. Experiment 4 shows that with the colocated aid, an increase in accuracy
and the corresponding increase in response time occurred for both high and low spatial ability groups.

3.5.5 Combined Analysis of Experiments 3 and 4. A 2(Experiment) × 2(orientation indicator) ×
2(class of objects) × 2(axis of rotation) × 2(spatial ability) ANOVA was performed on the mean scores
for Experiment 3 and Experiment 4 combined. Since both the noncolocated and colocated indicators
showed effects with the same/different paradigm, as expected, an overall main effect of indicator was
found, F(1,76) = 58.3, p < .01, η2

p = .43. There were no effects or interactions with the experiment.
Response time was also analyzed across Experiment 3 and Experiment 4. A 2(experiment) × 2(ori-

entation indicator) × 5(degree of rotation) × 2(spatial ability) ANOVA was performed on response time
from correct-only “same” trials. As seen in both individual experiments, participants showed increased
response time with the orientation indicator (5.22 sec) versus without the indicator (4.34 sec), F(1,76)
= 146.0, p < .01, η2

p = .66. There was a small effect for the experiment, F(1,76) = 5.2, p < .05, η2
p

= .06, showing overall faster response times for Experiment 3 (4.49 sec) versus Experiment 4 (5.07
sec). There was an indicator × experiment interaction, F(1,76) = 12.3, p < .01, η2

p = .14, showing
that response time with the orientation indicator was longer in Experiment 4 compared to Experiment
3 (p < .01), but there was no difference in response time for trials without the indicator across the
two experiments (p = .18). There were no other interactions with the experiments. Since increased
accuracy relates to slower response time in Experiments 3 and 4, the overall slower response time in
Experiment 4 (compared to Experiment 3) for trials with the indicator is consistent with greater use
of the aid overall. However, since this is a between-subject comparison across the two types of aid, it
is possible that the response time difference could be attributed to differences between groups rather
than differences between the use of a specific type of aid.

3.6 Spatial Ability and Gender

As seen in the individual experimental results above, there was an overall difference in accuracy in
the high spatial ability versus low spatial ability groups in every experiment, p < .01. Given the prior
claims of gender differences in spatial abilities (see Halpern and Collaer [2005]), we ran a 2(orien-
tation indicator) × 2(class of objects) × 2(axis of rotation) × 2(gender) ANOVA on the mean scores
for each experiment with gender instead of spatial ability as the between-subject variable. There was
a significant overall difference in accuracy as a function of gender in Experiment 2, which used the
choose-two-of-four task with a colocated aid, p < .05. The scores of this experiment showed that males
(.81) outperformed females (.72). There was also a significant overall difference in accuracy between
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males and females in Experiment 3, which used the same/different task with a noncolocated aid, p <

.01. The scores of this experiment showed that males (.75) outperformed females (.68). While related
to the effects of spatial ability, these results indicate that gender is not as consistent in predicting
performance across the four experiments as spatial ability.

4. GENERAL DISCUSSION

As anticipated, the type of orientation indicator implemented and individual spatial ability influenced
users’ abilities to make object orientation judgments of 3D geometric objects shown as multiple views.
Overall, there was not much effect found with noncolocated orientation indicators (Experiment 1), al-
though high spatial ability individuals did show some benefit (Experiment 3). Colocated aids helped
both low and high spatial ability participants. Low spatial ability users improved in accuracy with a
colocated aid in the choose-two-of-four task. Furthermore, both spatial groups showed improved perfor-
mance with a colocated aid in the same/different task. These results provide evidence for several of the
different predictions about how spatial ability could affect performance with 3D computer graphic ap-
plications. We found situations where an orientation indicator helped low spatial learners, high spatial
learners, and all learners. We also found an instance where a noncolocated aid was not that beneficial
to anyone (Experiment 1).

Task-difficulty may affect how much benefit there is from an aid, and the difficulty of the task can be
a function of individuals’ spatial ability, time pressure, and axis of rotation. Overall, the same/different
tasks with time pressure revealed facilitory effects of the aid for all users. This may have been a
result of increased difficulty related to speed of processing, as well as other task differences. Although
the colocated aid increased accuracy, it also increased response time, showing evidence for a speed-
accuracy trade-off. Speed-accuracy trade-offs are to be considered when designing an interface and
are application dependent. In some applications, the increase in response time with an aid may be
justified by the increase in accuracy. Orientation indicators particularly helped with rotation about the
horizontal axis. This result could be because rotation about the vertical axis was easier for participants,
either due to idiosyncratic aspects of the objects or intrinsic differences in comprehending rotations in
depth around the two axes. Our experiments do not provide the data needed to determine the actual
cause of this effect, and more research will be required to understand it.

Previous research indicates that imagining an object’s rotation is difficult when only the object’s
initial position is given and no other information is provided [Parsons 1995; Wraga et al. 1999]. The
experiments in this article expand on these findings and illustrate that people have difficulties deter-
mining a 3D object’s orientation in space when the object is presented as multiple static views. It is
possible that users have difficulty orienting objects in desktop environments because many of the cues
commonly used to maintain a frame of reference in the real world are absent in these virtual spaces.
In the real world we can orient ourselves via cues from our bodies and the environment, including the
horizon, lighting, and other objects. In 3D CAD and visualization applications, objects are often pre-
sented in a vacuum of space, and users may become easily disoriented with camera perspectives that
are from unfamiliar points of view. Users may have to make a conjecture about the spatial relation-
ships within a virtual workspace [Glueck et al. 2009]. Ware and Arsenault [2004] found that frames
of reference can impact the task-performance of making two virtual objects parallel (i.e., rotating one
object until it matches the orientation of a target object).

Our orientation indicator may have provided viewers with a frame of reference by providing an in-
scene coordinate frame. People appear to rapidly and automatically assign a major axis, and hence a
top to objects [Zacks and Michelon 2005], and such axes play an important role in how we perceive
their orientations in space [Shiffrar and Shepard 1991; Parsons 1987; Hinton and Parsons 1981]. The
frame of reference provided by the orientation indicators could have been used to orient an object in
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one view to an object in another view. Zacks and Michelon [2005] suggest that in a same/different
mental rotation task, requiring judgments about whether two images are identical or mirror images,
viewers use a object-based transformation to rotate the reference frame. Our findings support this
notion, showing that, in some circumstances, an orientation indicator facilitates users in maintaining
an object-based frame of reference.

It is important to acknowledge the possibility that the orientation indicator was used to help partic-
ipants define the relationship between various parts of an object without facilitating a mental trans-
formation of the object. Using the colored axes of the indicator as relative features, participants may
have compared the features of one object to another object to determine whether the objects were the
same or different. This strategy would enable a comparison of multiple views without using mental
rotation to determine correspondence. While this alternative cannot be ruled out given our current
experiments, the response time functions found in Experiments 3 and 4, showing increasing response
time with increasing rotational disparity, suggest that mental transformations of objects may have
occurred.

We note some limitations of the present work which open up several areas of further study. First,
the results found in this series of experiments are likely to be influenced by the specific parameters
of objects that we chose. While our intent was to test two very different categories of objects relevant
to 3D visualization applications, these objects did have different properties such as the major axis of
alignment and its correspondence (or lack of) with the axes of rotation, and the particular resulting
foreshortening or self-occlusion in the objects given each rotational axis. Future work is needed to test
different object models and additional axes of rotation in order to generalize these findings further.
Second, the design of this series of studies allowed for only between-subject comparisons of the type of
orientation indicator. While each experiment allowed for comparisons of the exact same objects with
and without the aid within each individual, we do not have as direct a comparison within the same
person across types of aid (colocated and noncolocated). Despite these limitations, our results provide
insight into the effectiveness of a given type of aid (compared to its absence) and demonstrate that
performance effects may also be dependent on individual differences.

The distinction between the noncolocated aid and the colocated aid is important both for under-
standing how the aid facilitates performance and for advancement of visualization aids in 3D computer
graphic applications. Since the noncolocated aid was displaced from the object, it added an additional
transformation to correspond with the object. This may have prohibited lower-spatial individuals from
attempting to use it, and overall, increased the cognitive effort involved in the spatial task. In con-
trast, the nature of the colocated aid makes it more intuitive in its spatial mapping to the object.
Furthermore, the fact that it is superimposed on the object makes it more difficult for users to ignore.
Importantly, some of the aids that are implemented in current applications rely on a displaced indica-
tor. We have shown here that this may not be the most effective approach to facilitate spatial reasoning
for all users.

The quantitative effects of the aid are consistent with the qualitative data collected. Low spatial
participants stated that they tried to use the noncolocated aid, but that they were not sure whether it
helped them. They made comments such as, “The aid added another level of complexity to the task, I
first had to solve for the aid and then the object, and that was difficult for me,” and “The aid was just
another thing to compare.” High spatial users said that they were “able to use the aid, but felt the task
was the same level of difficulty throughout the experiment”. In general, users who were presented
with the colocated aid felt it helped them. Participants from both spatial ability groups commented
that the colocated aid helped “because the colors showed me how to rotate the object”. Some stated
that they “always wanted the aid to be there”. Lastly, participants from both spatial ability groups
said that the “abstract” shapes were more difficult than the objects with “distinct pieces,” supporting
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the quantitative findings of higher accuracy with the mechanical versus anatomical objects. While the
type of object affected overall performance on the tasks, it did not generally determine the effectiveness
of the orientation indicator.

5. CONCLUSION

Performance on visualization tasks involving multiple static views will not necessarily improve simply
because cognitive aids such as orientation indicators are implemented. The utility of three-dimensional
environments and orientation indicators can be increased by the controlled investigation of users’
perceptions of the 3D objects. We have demonstrated the use of a cognitive experimental paradigm for a
comparison of static images, but a similar methodological approach could be extended to systematically
evaluate noninteractive and interactive dynamic displays. Future research could also evaluate oblique
rotations, since in some circumstances they have been shown to be particularly difficult for both high
and low spatial ability groups [Pani 1993; Parsons 1995; Peters et al. 1995]. This research provides
a basis for an approach to future studies that draws on the theory and methods in spatial cognition
to both inform the creation of graphical visualization aids and to evaluate them. By identifying users’
difficulties with an abstract virtual space and the benefits of additional information we can make
desktop environments more effective.

An awareness of individual spatial abilities is likely to help in creating and evaluating the presence
of in-scene cognitive aids in 3D computer graphic applications. It has been shown that people differ
widely in their spatial ability, not only in the general population, but also within specialized popula-
tions such as practicing surgeons [Keehner et al. 2004; Hegarty and Waller 2005]. An understanding
of these differences may lead to more accessible visualization applications for all users. Our results
not only provide evidence for the influence of individual differences on the effectiveness of a graphical
aid, but also more generally highlight the need to quantitatively assess users’ performance in desktop
environments.
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