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Abstract

We present a generalized polynomial chaos algorithm for the solution of transient heat conduction subject to uncertain inputs, i.e. random heat conductivity and capacity. The stochastic input and solution are represented spectrally by the orthogonal polynomial functionals from the Askey scheme, as a generalization of the original polynomial chaos idea of Wiener [Am. J. Math. 60 (1938) 897]. A Galerkin projection in random space is applied to derive the equations in the weak form. The resulting set of deterministic equations is subsequently discretized by the spectral/hp element method in physical space and integrated in time. Numerical examples are given and the convergence of the chaos expansion is demonstrated for a model problem.
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1. Introduction

Heat transfer analysis relies heavily on obtaining accurate physical properties of the medium. In many situations, experimental data for physical properties are available, but there exist cases where obtaining them is a difficult task and appropriate models have to be used. For example, obtaining physical properties from measurements for gas mixtures at high temperatures can be difficult. Both measurement-based and model-based physical properties are subject to errors (random, systematic and modeling errors) and determining the effect of these errors becomes essential in heat transfer design. In some cases, especially in complex systems, the effect of these uncertainties can be significant. For instance, it has been shown that the uncertainty in heat conductivity has substantial influence on the temperature prediction of biological bodies [24]. The resulting temperature uncertainty is very important in treatment planning and in designing certain clinical apparatus where even a few degrees of temperature fluctuation may cause serious problem [7].

It is a common practice in engineering to use mean values for design variables or parameters and then use safety factors to specify the final design. Safety factors tend to overspecify the equipment, increasing both manufacturing and operating costs. Thus, there has been recently a growing interest in probabilistic modeling for uncertainty quantification and sensitivity analysis. Such probabilistic modeling can be implemented by using either a statistical approach or a non-statistical approach. The statistical approach, e.g. Monte Carlo simulation (MCS), employs repetitive tests over a sufficiently large body of sampling. On the other hand, the non-statistical approach is based upon an analytical treatment of the uncertainty. In many cases, it has advantages over the statistical approach in terms of computer time and in ease of interpretation. Thus, recent research effort has been focusing on developing efficient non-statistical methods for uncertainty quantification.

Several non-statistical methods have been developed with different treatment of stochastic fields. The perturbation method is based on the expansion of random quantities around their mean values, and is widely used in practice. The solution is often expressed in terms of...
their first- and second-moment, resulting in the so-called ‘second moment analysis’ [22,25,27,26,31]. Another approach is based on the manipulation of the stochastic operator. Methods along this line of approach include the weighted integral method [9,10] and Neumann expansion method [30,39]. In [8], a formulation based on finite element method was proposed to ‘discretize’ directly the random field.

A non-statistical approach, called polynomial chaos, is based on the homogeneous chaos theory of Wiener [33]. This method was first applied by Ghanem and Spanos to various problems in mechanics [12–16]. It involves a spectral expansion of random variables based on the Hermite orthogonal polynomials in terms of Gaussian random variables. A broader framework, called the ‘generalized polynomial chaos’ or the ‘Wiener–Askey chaos’, was proposed in [36]. This method employs more orthogonal polynomials from the Askey scheme [1] as the expansion basis to represent general non-Gaussian processes more efficiently. It includes the classical Hermite polynomial chaos as a subset and has been applied to various problems [37,35,38].

The objective of this paper is to model transient heat conduction with uncertain inputs by the generalized polynomial chaos expansion. In particular, we focus on media with random heat conductivity and capacity. The corresponding steady-state problem has been studied both theoretically and numerically [2–5,8,17]. A number of papers have addressed the unsteady problems, using perturbation methods [11,18,8,17] and the classical Hermite polynomial chaos in one physical dimension [13].

In this paper, we solve the two-dimensional unsteady heat transfer problem by generalized polynomial chaos expansion, where the uncertainties can be introduced through heat conductivity, heat capacity, source terms, boundary/initial conditions or some combinations. In the next section, we review the concept of the generalized polynomial chaos, and in Section 3 the Karhunen–Loeve expansion for representation of the stochastic inputs. In Section 4, we apply the expansion to the unsteady heat conduction equation. Numerical results are presented in Section 5, and we conclude the paper with a brief discussion.

2. Generalized polynomial chaos (Wiener–Askey chaos)

The generalized polynomial chaos expansion is a representation of a function \( f \in L_2(\Omega) \) where \( \Omega \) is the properly defined probability space. It employs the hypergeometric orthogonal polynomials from the Askey scheme in the random space as the trial basis to expand stochastic processes. The Askey scheme classifies the hypergeometric orthogonal polynomials and indicates the limit relations between them. For a detailed account of definitions and properties of hypergeometric polynomials, see [1]; for the limit relations of the Askey scheme, see [23] and [29].

The original polynomial chaos [33,34] employs the Hermite polynomials in the random space as the trial basis. Cameron and Martin [6] proved that such expansion converges to any second-order processes in the \( L_2 \) sense. The generalized polynomial chaos, or the Wiener–Askey chaos, includes more types of orthogonal polynomials from the Askey scheme, and the classical Hermite polynomial chaos is a subset.

The representation of a general second-order random process \( X(\omega) \) by generalized polynomial chaos can be expressed as

\[
X(\omega) = c_0 \Psi_0 + \sum_{i=1}^{\infty} c_i \Psi_1(\xi_i(\theta)) + \sum_{i=1}^{\infty} \sum_{j=1}^{i} c_{ij} \Psi_2(\xi_i(\theta), \xi_j(\theta)) + \sum_{i=1}^{\infty} \sum_{j=1}^{i} \sum_{k=1}^{j} c_{ijk} \Psi_3(\xi_i(\theta), \xi_j(\theta), \xi_k(\theta)) + \cdots,
\]

where \( \Psi_n(\xi_1, \ldots, \xi_n) \) denotes the generalized polynomial chaos of order \( n \) in terms of the multi-dimensional random variables \( \xi = (\xi_1, \ldots, \xi_n, \ldots) \). Note that this is an infinite summation in the infinite dimensional space of \( \xi \). The expansion bases \( \{ \Psi_n \} \) are multi-dimensional hypergeometric polynomials defined as tensor-products of the corresponding one-dimensional polynomials bases \( \{ \phi_k \}_{k=0}^\infty \), which form an orthogonal basis in \( L_2(\mathbb{R}) \). The corresponding type of polynomials \( \{ \Psi \} \) and their associated random variables \( \xi \) are listed in Table 1.

<table>
<thead>
<tr>
<th>Random variables ( \xi )</th>
<th>Orthogonal polynomials ( { \phi_k } )</th>
<th>Support</th>
</tr>
</thead>
<tbody>
<tr>
<td>Continuous Gaussian</td>
<td>Hermite</td>
<td>(( -\infty, \infty ))</td>
</tr>
<tr>
<td>Gamma</td>
<td>Laguerre</td>
<td>([ 0, \infty ))</td>
</tr>
<tr>
<td>Beta</td>
<td>Jacobi</td>
<td>([ a, b ])</td>
</tr>
<tr>
<td>Uniform</td>
<td>Legendre</td>
<td>([ a, b ])</td>
</tr>
<tr>
<td>Discrete Poisson</td>
<td>Charlier</td>
<td>([ 0, 1, 2, \ldots ])</td>
</tr>
<tr>
<td>Binomial</td>
<td>Krawtchouk</td>
<td>([ 0, 1, \ldots, N ])</td>
</tr>
<tr>
<td>Negative</td>
<td>Meixner</td>
<td>([ 0, 1, 2, \ldots ])</td>
</tr>
<tr>
<td>binomial</td>
<td>Hypergeometric</td>
<td>([ 0, 1, \ldots, N ])</td>
</tr>
</tbody>
</table>

Table 1: Correspondence of the orthogonal polynomials and random variables for different Wiener–Askey chaos (\( N \geq 0 \) is a finite integer)
For notational and computational convenience, Eq. (1) is often rewritten, according to some numbering scheme, in a form with only one index as

$$X(\omega) = \sum_{j=0}^{\infty} a_j \Phi_j(\xi(\omega)), \quad (2)$$

where there is a one-to-one correspondence between the coefficients and basis functions in (1) and (2). The family \(\{\Phi_j\}\) is an orthogonal basis in \(L_2(\Omega)\) with orthogonality relation

$$\langle \Phi_i, \Phi_j \rangle = \delta_{ij}, \quad (3)$$

where \(\delta_{ij}\) is the Kronecker delta and \(\langle \cdot , \cdot \rangle\) denotes the ensemble average which is the inner product in the Hilbert space of the variables \(\xi\).

In the Wiener–Askey chaos expansion, the type of the orthogonal polynomials \(\{\Phi_j\}\) is chosen in such a way that their weighting function has the same form as the probability function of \(\xi\). As an example, we show the Wiener–Jacobi chaos in one dimension. The one-dimensional \(n\)-th order Jacobi polynomials are defined as

$$P_n^{(x, \beta)}(\xi) = \frac{(-1)^n}{2^n n!} (1 - \xi)^{\alpha} (1 + \xi)^{\beta} \times \frac{d^n}{d\xi^n} [ (1 - \xi)^{\alpha+1} (1 + \xi)^{\beta+1} ] , \quad -1 < \xi < 1, \quad (5)$$

where parameter \(\alpha, \beta > -1\) are real numbers. The weight function in the orthogonality relation (4) is

$$W(\xi; \alpha, \beta) = \frac{(1 - \xi)^{\alpha+1} (1 + \xi)^{\beta+1}}{2^{\alpha+\beta+1} B(\alpha+1, \beta+1)} , \quad -1 < \xi < 1, \quad (6)$$

where \(B(p, q) = \Gamma(p) \Gamma(q)/\Gamma(p+q)\) is the beta function. It can be seen that this weighting function is in the same form as the probability density function (PDF) of a \(\beta\) random variable defined in \((-1, 1)\). The first few members of the one-dimensional Wiener–Jacobi chaos are

$$\Phi_0 = 1, \quad \Phi_1 = \frac{\alpha + \beta + 2}{2} \xi + \frac{\alpha - \beta}{2}, \ldots \quad (7)$$

When \(\alpha = \beta = 0\), the Wiener–Jacobi chaos reduces to the Wiener–Legendre chaos with weighting function \(W(\xi) = 1/2, -1 < \xi < 1\), which is the PDF of the uniform random variable \(\xi \sim U(-1, 1)\). Within the framework of generalized polynomial chaos, one has more freedom to represent general non-Gaussian stochastic processes more efficiently. For more details about generalized polynomial chaos, see [35, 36, 37].

3. The Karhunen–Loeve decomposition

The Karhunen–Loeve (KL) expansion is another way of representing a random process [28]. It is based on the spectral expansion of the correlation function of the process. It is particularly useful for the generalized polynomial chaos expansion as it provides a means of reducing dimensionality in random space. Let us denote the process by \(h(x; \omega)\) and its correlation function by \(\rho_{\text{hh}}(x, y)\), where \(x\) and \(y\) are the spatial or temporal coordinates. The KL expansion then takes the following form:

$$h(x; \omega) = \bar{h}(x) + \sum_{i=1}^{\infty} \sqrt{\lambda_i} \phi_i(x) \xi_i(\omega), \quad (8)$$

where \(\bar{h}(x)\) denotes the mean of the random process, \(\xi_i(\omega)\) forms a set of uncorrelated random variables. Also, \(\phi_i(x)\) and \(\lambda_i\) are the eigenfunctions and eigenvalues of the correlation function, respectively, i.e.,

$$\int \rho_{\text{hh}}(x, y) \phi_i(y) dy = \lambda_i \phi_i(x). \quad (9)$$

In practice, a finite-term expansion of (8) is employed, where the summation is truncated at finite number \(n\). The number of terms \(n\) is determined by the decay of eigenvalues from (9) to ensure the truncation error is acceptably small. Subsequently, this results in an \(n\)-dimensional polynomial chaos expansion, with each term from (8) corresponding to the linear (first-order) terms in the chaos expansion. Among other possible decompositions of a random process, the KL expansion is optimal in the sense that the mean-square error of the finite-term representation is minimized. It provides an effective way to represent the input random processes with known correlation function.

4. Governing equations and solution procedure

The unsteady stochastic heat equation for a spatially varying medium, in the absence of convection, is

$$c(x; \omega) \frac{\partial T}{\partial t} = \nabla \cdot [ \mathbf{k}(x; \omega) \nabla T ] + f(t, x; \omega), \quad (x, \omega) \in D \times \Omega \quad (10)$$

subjected to the following initial and boundary conditions

$$T(0, x; \omega) = T_0(x, \omega), \quad (11)$$

$$T(t, x; \omega) = T_b, \quad x \in \partial D_1, \quad -k \frac{\partial T}{\partial n}(t, x; \omega) = q_b, \quad x \in \partial D_2, \quad (12)$$
where $D$ is a bounded domain in $\mathbb{R}^d (d = 1, 2, 3)$ and $\Omega$ is a probability space. The temperature $T \equiv T(t, x; \omega)$ and heat source $f(t, x; \omega)$ are $\mathbb{R}$-valued functions on $[0, \infty) \times D \times \Omega$. The initial condition $T_0$ and the volumetric heat capacity of the medium $c$ are $\mathbb{R}$-valued functions on $D \times \Omega$, and $k(x; \omega) = [k_{ij}(x, \omega)]$ is the conductivity tensor defined on $D^d \times \Omega$, $\partial D_1$ and $\partial D_2$ denote the subsets of the boundary with fixed temperature and heat flux, respectively. We further assume that the medium is isotropic with $k_{ii} = 0$, $i = 1, 2, 3$, and $\mathbf{b}$, respectively. We further assume that the medium is isotropic with $k_{ij} = k(x, \forall i \in [1, d]$ and $k_{ij} = 0$, $i \neq j$. The governing equation (10) can be rewritten as

$$c(x; \omega) \frac{\partial T}{\partial t} = \nabla \cdot [k(x; \omega)\nabla T] + f(t, x; \omega),$$

with initial condition (11) and boundary condition (12). Note this assumption on $k$ simplifies the demonstration of the algorithm, but does not limit its applicability.

By using the generalized chaos expansion, we expand the random processes in the system of (13), (11) and (12) in the following form:

$$k(x; \omega) = \sum_{i=0}^{M} k_i(x)\Phi_i(\xi),$$

$$T(t, x; \omega) = \sum_{i=0}^{M} T_i(t, x)\Phi_i(\xi),$$

$$f(t, x; \omega) = \sum_{i=0}^{M} f_i(t, x)\Phi_i(\xi).$$

(14)

Note here we have replaced the infinite summation of $\xi$ in infinite dimensions in Eq. (2) by a truncated finite-term summation of $\{\Phi\}$ in the finite dimensions of $\xi = (\xi_1, \ldots, \xi_n)$. The dimensionality $n$ of $\xi$ is determined by the random inputs. The random parameter $\omega$ is absorbed into the polynomial basis $\Phi(\xi)$, thus the expansion coefficients $k_i$, $T_i$ and $f_i$ are deterministic. Similar expansions are applied to other quantities $c$, $T_0$, $T_b$ and $g_b$. By substituting the expansion into governing equation (13), we obtain

$$\sum_{i=0}^{M} c_i(x)\Phi_i \sum_{j=0}^{M} \frac{\partial T_j}{\partial t} \Phi_j = \nabla \cdot \left[ \sum_{i=0}^{M} k_i(x)\Phi_i \nabla \left( \sum_{j=0}^{M} T_j(t, x)\Phi_j \right) \right] + \sum_{i=0}^{M} f_i(t, x)\Phi_i.$$

(15)

A Galerkin projection of the above equation onto each polynomial basis $\{\phi_i\}$ is then conducted in order to ensure that the error is orthogonal to the functional space spanned by the finite-dimensional basis $\{\Phi\}$. By projecting with $\Phi_i$ for each $k = [0, \ldots, M]$ and employing the orthogonality relation (3), we obtain for each $k = 0, \ldots, M$

$$\sum_{i=0}^{M} c_i(x) \frac{\partial T_i}{\partial t} \Phi_k = \sum_{i=0}^{M} \nabla \cdot \left[ k_i(x)\nabla T_i(t, x) \right] \Phi_k + f_i(t, x)(\Phi_k^2),$$

(16)

where $e_{ijk}$ can be evaluated analytically from the definition of $\Phi_i$. By defining

$$b_{jk}(x) = \sum_{i=0}^{M} c_i(x) e_{ijk}, \quad s_{jk}(x) = \sum_{i=0}^{M} k_i(x) e_{ijk},$$

we can rewrite the above equation as

$$\sum_{i=0}^{M} b_{jk}(x) \frac{\partial T_i}{\partial t}(t, x) = \sum_{i=0}^{M} \nabla \cdot \left[ s_{jk}(x)\nabla T_i(t, x) \right] + f_i(t, x)(\Phi_k^2) \quad \forall k \in [0, M].$$

(17)

Eq. (17) is a set of $(M + 1)$ coupled partial differential equations. The total number of equations $(M + 1)$ is determined by the dimensionality of the chaos expansion $(n)$ and the highest order $(p)$ of the polynomials $\{\Phi\}$,

$$M + 1 = (n + p)!/(n!p!).$$

(18)

The initial condition (11) and boundary condition (12) are expanded in the same form as (14). By matching the coefficients in the expansions, we obtain the initial conditions and boundary conditions for each expanded equation in (17) to complete the system.

By defining $B(x) = [b_{ij}(x)]$, $S(x) = [s_{ij}(x)]$ with the indices running through $[0, \ldots, M]$ and solution vector $T(t, x) = [T_0(t, x), T_1(t, x), \ldots, T_M(t, x)]^T$, Eq. (17) can be written more concisely as

$$B(x) \frac{\partial T}{\partial t}(t, x) = \nabla \cdot [S(x)\nabla T(t, x)] + F(t, x),$$

(19)

where $F(x) = [f_0(\Phi_0^2), \ldots, f_M(\Phi_M^2)]^T$. Here we have used the symmetry of matrices $B(x)$ and $S(x)$, i.e. $B(x) = B^T(x)$ and $S(x) = S^T(x)$. It can be seen that each expansion mode of the solution $T_i(t, x), i \in [0, \ldots, M]$ in (19) is coupled on the left-hand side and the right-hand side. In order to solve the equation efficiently, we invert the matrix $B(x)$ such that $D(x) \equiv [d_{ij}(x)] = B^{-1}(x)$ and rewrite (19) as

$$\frac{\partial T_i}{\partial t}(t, x) = D(x) \nabla \cdot [S(x)\nabla T(t, x)] + F(t, x)$$

(20)

or, in index form, $\forall k \in [0, \ldots, M]$

$$\frac{\partial T_k}{\partial t}(t, x) = \sum_{i=0}^{M} d_{ki}(x) \nabla \cdot [S_i(x)\nabla T_i(t, x)] + \sum_{i=0}^{M} d_{ki}(x) f_i(t, x)(\Phi_k^2).$$

(21)

The left-hand side is then decoupled and the equations can be integrated successively in time. To avoid the se-
Table 2
Coefficients in the mixed explicit–implicit integration (23) (see [21], chapter 8)

<table>
<thead>
<tr>
<th>Coefficient</th>
<th>First-order</th>
<th>Second-order</th>
<th>Third-order</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\gamma_0$</td>
<td>1</td>
<td>3/2</td>
<td>11/6</td>
</tr>
<tr>
<td>$z_0$</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>$z_1$</td>
<td>0</td>
<td>-1/2</td>
<td>-3/2</td>
</tr>
<tr>
<td>$z_2$</td>
<td>0</td>
<td>0</td>
<td>1/3</td>
</tr>
<tr>
<td>$\beta_0$</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>$\beta_1$</td>
<td>0</td>
<td>-1</td>
<td>-3</td>
</tr>
<tr>
<td>$\beta_2$</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

The scheme, in matrix form, can be written as

$$
\frac{M}{\Delta t} \sum_{j=0}^{M} d_j(x) \nabla \cdot [S_j(x) \nabla T_j(t, x)] = \sum_{j=0}^{M} d_j(x) \nabla \cdot [S_j(x) \nabla T_j(t, x)] + \sum_{j=0}^{M} \sum_{k=0}^{M} p_j(x) \nabla \cdot [S_j(x) \nabla T_j(t, x)]
$$

$$
= R_{x_0}(t, x) + R_{x_2}(t, x).
$$

The scheme, in matrix form, can be written as

$$
\gamma_0 T^{n+1}(x) - \sum_{q=0}^{n-1} \gamma_q T^{n-q}(x)
$$

$$
= \frac{M}{\Delta t} \sum_{j=0}^{M} d_j(x) \nabla \cdot [S_j(x) \nabla T_j(t, x)]
$$

$$
= R_{x_0}(t, x) + \sum_{q=0}^{n-1} \beta_p R_{x_0}^{n-q}(x) + D(x)F^{x_0+1}(x),
$$

where $J$ is the order of accuracy in time and the super-scripts $(n + 1)$ and $(n - q)$ denote the time level $T^{n+1}$ and $T^{n-q}$, respectively. The coefficients in the scheme are listed in Table 2 for different temporal orders. Due to the diagonal dominance of matrix $S(x)$, the restriction on time step is significantly relieved. The equations in (23) are deterministic and can be discretized by any conventional method, e.g., finite elements, finite difference, etc. In this paper we employ the spectral/hp element method to obtain high accuracy in physical space [21]. Specifically, the Jacobi polynomials, similar to the ones used in the aforementioned chaos expansion corresponding to beta distribution, are used for spatial discretization. This produces a unified discretization in both the physical space and the random space.

5. Numerical results

In this section, we present numerical results of the generalized polynomial chaos expansion to transient heat transfer problems. We first consider a one-dimensional model problem where the exact solution is available, and subsequently we present a practical model in two dimensions of random heat conduction in electronic cooling.

5.1. One-dimensional model problem

Consider the following problem

$$
c(x; \omega) \frac{\partial T}{\partial t} = \frac{\partial}{\partial x} \left[ k(x; \omega) \frac{\partial T}{\partial x} \right] + f(t, x; \omega),
$$

$$
x \in [0, 1],
$$

(24)

with boundary conditions and initial condition, respectively

$$
T(t, 0; \omega) = T(t, 1; \omega) = \cos(\epsilon(\omega)t), \quad T(0, x; \omega) = \cos(2\pi x).
$$

The random heat conductivity and capacity have the forms

$$
k(x; \omega) = 1 + \epsilon(\omega)[1 + \epsilon(\omega)]x, \quad c(x; \omega) = 2\pi[1 + \epsilon(\omega)],
$$

(25)

where $\epsilon(\omega)$ is a random variable, and $k(x; \omega) > 0$, $c(x; \omega) > 0$. The exact solution to this problem is

$$
T_e(t, x; \omega) = \cos(\epsilon(\omega)t + 2\pi x),
$$

(26)

subject to heat source $f(t, x; \omega) = 4\pi^2 k(x; \omega) T_e(t, x; \omega)$. We define two error measures for the mean and variance of the numerical solution, respectively

$$
e_{\text{mean}}(t, x) = |T_p(t, x) - T_e(t, x)|,
$$

$$
e_{\text{var}}(t, x) = |\sigma_p(t, x) - \sigma_e(t, x)|,
$$

where $T(t, x) = \mathbb{E}[T(t, x; \omega)]$ is the mean field and $\sigma(t, x) = \mathbb{E}[\{T(t, x; \omega) - T(t, x)\}^2]$ is the variance. Here $\mathbb{E}$ is the expectation operator. The subscripts ‘$e$’ and ‘$p$’ denote the exact solution and numerical solution by polynomial chaos of order $p$, respectively. Specifically, we examine the $L_\omega$ norm (in physical space) of these two error measurements at time $t = 1$ as the polynomial order $p$ increases.

We assume $\epsilon(\omega) = \sigma(\omega)$ in Eq. (25), where $\sigma(\omega)$ is a random variable with standard deviation $\sigma$. Two cases are demonstrated here: $\xi(\omega) \in U(-1, 1)$ is a (continuous) uniform random variable in $(-1, 1)$; and $\xi(\omega)$ is a (discrete) binomial random variable with probability function $f(x; q, N) = \left(\begin{array}{c} N \\ k \end{array}\right) q^k (1 - q)^{N-k}$ where $0 \leq q \leq 1$, $k = 0, 1, \ldots, N$. The corresponding generalized polynomial chaos are, according to Table 1. Wiener–Legendre chaos and Wiener–Krawtchouk chaos, respectively. In Fig. 1 the error convergence of the two Wiener–Askey chaos is shown for different parameters. It can be seen on the semi-log scale that the numerical solutions converge exponentially fast as the expansion order $p$ increases, for both mean and variance. The exponential
convergence rate is realized even for relatively large input uncertainty such as $\sigma = 0.4$, which is outside the typical effective range of perturbation methods for stochastic problems.

5.2. Random heat conduction in an electronic chip

In this section, we consider the heat conduction in an electronic chip subject to uncertainties in heat conductivity and capacity (see Eq. (13)). The computational domain $D$ is shown in Fig. 2 along with the spatial discretization. The boundary of the domain consists of four segments: the top $\Gamma_T$, the bottom $\Gamma_B$, the two sides $\Gamma_S$ and the boundaries of the cavity $\Gamma_C$, which has a depth of 0.6. Adiabatic boundary conditions are prescribed on $\Gamma_B$ and $\Gamma_S$. The cavity boundary $\Gamma_C$ is exposed to heat flux $q_B|_{\Gamma_C} = 1$. Two types of conditions on the top $\Gamma_T$ are considered: one is maintained at constant temperature $T = 0$ (case 1) and the other is adiabatic (case 2). Due to non-zero net heat flux into the domain, there is no steady-state in case 2. The initial condition is zero everywhere. For the spectral/hp element solver in space, 16 elements are used in the domain, as shown in Fig. 2. Within each element, sixth-order (Jacobi) polynomials are employed. Numerical tests indicate that this is sufficient to resolve the problem in physical space. Six reference points are placed at the vertices of some chosen elements in the domain, as shown in Fig. 2. We are interested in the stochastic solution at these points and their cross-correlation coefficients. For example, the cross-correlation coefficient between reference point $A$ and $B$ is

$$
\rho_{AB}(t) = \frac{\text{E}(T(t,x_B;\omega) - \text{E}[T(t,x_A;\omega)])(T(t,x_A;\omega) - \text{E}[T(t,x_B;\omega)])}{\sigma_T(t,x_A)\sigma_T(t,x_B)}
$$

(27)

where $\sigma_T(t,x)$ is the standard deviation of the solution $T(t,x;\omega)$.

The uncertain heat conductivity and capacity of the medium are random fields, with mean fields $k(x,y;\omega) =$...
1, \( \mathcal{C}(x, y; \omega) = 1 \) and auto-correlation functions of the form

\[
C(r) = \frac{r}{b} K_1\left(\frac{r}{b}\right). \tag{28}
\]

where \( K_1 \) is the modified Bessel function of the second kind with order 1, \( b \) scales as correlation length and \( r \) is the distance between two points. For any given point in the random field, this type of correlation function takes into account the influence of its nearest neighbors in all directions and can be considered the ‘elementary’ correlation in two dimensions [32]. Here we employ this correlation function and apply the KL decomposition of Eq. (8), following a similar procedure as in [35]. For demonstration purposes, relatively strong auto-correlations are assumed for \( k \) and \( c \) with parameter \( b = 20 \), which results in fast decay of the eigenvalues from the KL decomposition. Subsequently, we employ the first three eigenmodes for \( k \) and the first eigenmode for \( c \), and assume the random variables in (8) are uniform random variables. In Fig. 3, we plot the first two eigenmodes of the KL decomposition resulted from the numerical eigensolution of the Bessel type correlation function (28). We further assume zero cross-correlation between \( k \) and \( c \), with uncertain intensity of \( \sigma_k = \sigma_c = 0.2 \). This results in a four-dimensional \((n = 4)\) Wiener–Legendre chaos expansion, with three dimensions from \( k \) and one from \( c \). Third-order \((p = 3)\) Legendre chaos expansion is used. Resolution checks indicate that this is sufficient to resolve the problem in random space. For \( n = 4 \) and \( p = 3 \), the total number of chaos expansion terms is 35 (see Eq. (18)).

We first consider case 1, where the temperature at the top boundary is maintained at \( T_b \). In this case, the temperature reaches steady-state. In Fig. 4 the contours of the stochastic solution of the temperature field, including the mean and standard deviation, are plotted. It is seen that the largest output uncertainty, indicated by the standard deviation, occurs near the corners between the cavity and the bottom boundary. In Fig. 5, we show the evolution of stochastic solution at the reference points, with mean on the left and COV (coefficient of variance) defined as \( \text{COV}(x, t) = \sigma_T(x, t)/\|E[T(x, t; \omega)]\| \) on the right. We observe that the solution reaches steady-state quickly and there is a non-negligible response in COV at the early transient stage. The time evolution of cross-correlation coefficients between reference point \( A \) and the other points is shown in Fig. 6. It is seen that all the points except point \( B \) are negatively correlated with point \( A \), and the cross correlation between \( A \) and \( B \) is weak. Note that from the definitions, the COV and cross-correlation coefficients are not defined at \( t = 0 \), as our initial condition is zero everywhere. Thus in the following, the value of these coefficients is not plotted near \( t = 0 \).

For the second case, we consider the top boundary as adiabatic. Due to the net inward heat flux from the cavity boundary, the temperature field will keep increasing and thus there is no steady-state. The equation is integrated to \( t = 1 \) and the contours of mean field and...
standard deviation field are shown in Fig. 7. It is seen that the variation of the standard deviation across the width of the domain is small and the maximum value is along the vertical center line. This is qualitatively different from the steady-state solution of case 1. The solutions at reference points $A$–$F$ are plotted in Fig. 8. It can be seen that while the mean temperature keeps growing over time, the COVs of temperature approach steady-state. Relatively strong variation in COV is again visible at the early transient stage. Note that the reference point $F$, which has the highest mean temperature, is the least sensitive to the input uncertainty. Its COV reaches steady-state very fast with value less than 10%.

In Fig. 9, the cross-correlation coefficients of reference points $B$–$F$ with respect to point $A$, are plotted. Again the statistics approach steady-state over time. In contrast to the result from case 1 in Fig. 6, all points are positively correlated to point $A$ with strong correlation.

MCS were also conducted, for both cases, to validate the results by polynomial chaos expansion. For case 1 (steady problem) we conducted 20,000 realizations. For case 2 (unsteady problem) we employed 150,000 realizations due to the shorter integration interval in time $(t = 1)$. In Fig. 11, we show the evolution of solution...
statistics at some reference points. On the left, the cross-correlation coefficients at reference points $A$ and $B$ for case 1 are plotted. The integration was conducted up to $t = 20$ when the solutions reach steady-state, and we show the close-up view up to $t = 6$ to focus on the early transient state. It can be seen that the results between MCS and polynomial chaos agree well; both reveal the negative cross-correlation between points $A$ and $C$. The agreement between other reference points is equally good and thus it is not shown here. On the right of Fig. 11, we show, for case 2, the evolution of COVs at reference points $A$ and $D$ (note in this case, point $D$ has the maximum response in COV). Again the results of MCS (150,000 realizations) agree well with those of chaos expansion. Oscillations in MCS result can be seen during the early sharp transition of point $D$. Good agreement is obtained for the other statistics, e.g. the mean, standard deviation and cross-correlation, and thus they are not shown here.

Another issue we are interested in is the individual effect of the uncertainty in $k$ and $c$ on the output for the unsteady case (case 2). Two simulations are performed with one having random conductivity $k$ only and the other random heat capacity $c$ only. All other parameters are the same as those in case 2. In Fig. 12 we plot the evolution of temperature COV at the reference points, with random capacity $c$ only (left) and random conductivity $k$ only (right). It can be seen that the COVs of the random capacity only case are smaller than those of random conductivity only, indicating the uncertainty in heat conductivity has more influence on the output than that in heat capacity, for this particular problem. Comparison on the cross-correlation coefficients are shown in Fig. 13, where we observe a stronger correlation for the random capacity only case. Note that for this unsteady problem where the temperature grows exponentially fast, the influence of heat capacity can be much more substantial if its probability distribution has unbounded support, e.g. Gaussian distribution. This was illustrated for a one-dimensional heat conduction problem in [13], and we have verified the results independently.

6. Summary

We have developed a stochastic spectral method to model uncertainty in time dependent heat conduction problems. The generalized polynomial chaos we introduced includes the original polynomial chaos, the
Hermite chaos, as a subset, and is an extension of the original chaos idea of Wiener [33] and of the work of Ghanem and Spanos [16]. The important feature of the new broader framework is that it incorporates different types of chaos expansion corresponding to several important distribution functions, including some discrete distributions which cannot be readily handled by the original polynomial chaos directly.
We have applied the generalized polynomial chaos to the solution of unsteady heat conduction problems, as a natural extension of our earlier work on steady-state diffusion problems [35]. We have shown that, when the appropriate chaos expansion is chosen according to the random input, the generalized polynomial chaos solution converges exponentially fast for model problem. This is in accordance with the result of [36]. Specifically, the examples presented here employ the random distributions with bounded support (uniform and binomial), so that the physical properties (heat conductivity and capacity) do not have negative values with non-zero probability. The algorithm is further applied to a more practical problem of the heat conduction of an electronic chip. Convergent results were obtained by third-order chaos expansion and various statistics are examined accordingly. MCS were conducted to validate the results by chaos expansion. At least 20,000 realizations were needed to obtain converged MCS results that agree well with those of chaos expansion. The cost of chaos expansion scales linearly with respect to the total number of expansion. For this particular problem, 35 terms were used and this resulted in more than 500 times of speed-up compared to MCS (20,000/35). For the steady-state problem (case 1), the speed-up is even more (~150,000/35) for comparable accuracy. On the other hand, the cost of the generalized polynomial chaos is about the same as that of perturbation methods. However, high-order perturbation methods are difficult to implement and they do not guarantee convergence.
The efficiency of the chaos expansion is, however, problem specific and depends greatly upon the dimensionality of the random space. Although Karhunen–Loève decomposition, among other possible techniques, can be used to reduce the dimensionality, it can be large for systems with very short correlation length, e.g., the white noise. To this end, the number of expansion terms may be very large, thus reducing the efficiency of the chaos expansion drastically. This problem deserves further research.
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