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Introduction

Minimum norm source imaging algorithms have re-
cently attracted considerable attention for bioelectric
and biomagnetic field problems. The major advantage
of source imaging over traditional dipole localization is
that it does not require a priori knowledge of the num-
ber of dipole sources; it can capture both extended and
multi-focal sources, independent of their mutual orien-
tation and location. In contrast to dipole localization,
the results can be consistently reproduced, as they do
not depend on the seed configuration required by search
algorithms [1].

It is well known that minimum norm algorithms us-
ing an Lo norm result in overly-smoothed, distributed,
shallow solutions, with most of the dipoles in the model
having non-zero magnitudes. In contrast, using an L,
norm results in strong focusing, with activity concen-
trated in only a few active dipoles. Unfortunately, L,
computations are very sensitive to noise and typically
do not search for a physically realistic source, but rather
for the “sharpest” solution.

In investigating different norms to find a sharp, phys-
ically plausible solution, we have recently begun us-
ing Portniaguine and Zhdanov’s “focusing inversion”
algorithm [4]. Their method is based on re-weighted
Tikhonov regularization, and has been proven to con-
verge to the most focused solution allowed by the data.
In this paper we performed current source imaging in
a realistic FEM head model using both methods: iter-
ative dipole fitting, and focusing inversion.

Method

Lead Field Matrix

The distribution of an electromagnetic field in the head
is described by the linear Poisson equation:

V- (cV¢)=V-J°% in Q (1)

with no-flux Neumann boundary conditions on the
scalp:

0(Vg) - n=0, on I (2)
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Figure 1: Depiction of the lead-field matriz. The dipole
in each element corresponds to a major column of L,
each electrode corresponds to a row of L, and each en-
try of L corresponds to the potential measured at a par-
ticular electrode due to a particular source.

where o is the electrical conductivity tensor, ¢ is
the electric potential, and J° are the electric current
sources. From the linearity of (1), it follows that the
mapping from electric sources within the cranium to
scalp recordings on the outside of the scalp can be rep-
resented by a linear operator L.

The lead-field matrix, L, defines a projection from cur-
rent sources at discrete locations in the cranium to po-
tential measurements at discrete recording sites on the
scalp and is depicted graphically in Fig (1). Every en-
try L;j = (LF;, LY, LF;) of the matrix corresponds to
the potential that would be measured at recording site
¢; due specifically to dipole source p; with components

(p§,pj,P5)
¢i = Lijp; = Li;p§ + Li;pj + Li;p}.- (3)

A column L; = [Lyj,Lsj,..,Ln;]T of the lead field
matrix projects a source p; in the element j onto all of
the electrodes. Then the total potential due to sources
in all elements is given by:

¢ = L;p;. (4)

The misfit between the measured data on electrodes ¢,

and the computed approximation is given by the cost
function:

C(p) = [|ILp — &/l (5)

This optimization problem is ill-posed and does not

have a unique solution. The choice of an appropriate
solution requires the application of constraints.



Figure 2: Isosurface of the focused inversion solution,
shown with the actual dipole sources. Solution accuracy
s 9 mm.

Single Dipole Source Localization

Single dipole source localization is a solution of the min-
imization problem (5) under the constraint that there
exists only one nonzero entry ﬁj = (pf, pg, pf) in the so-
lution vector p, a single dipole. Since measured poten-
tials are linear combinations of dipole components (see
Eqn (3)), we can split the minimization of the prob-
lem into two parts and use a closed form, least squares
solution for the dipole orientation:

p; = (LjL;)"'Li 4. (6)

Then the cost function will explicitely depend only on
the location j:

C(5) = |IL;B; — ¢oll2- (7)

To find the global minimum of the discrete function
C(j), we can use either an exhaustive search over all
columns of L or an advanced optimization algorithm,
such as multi-start downhill simplex [3] or simulated
annealing [2]. In our implementation, we used a multi-
start simplex search.

Inverse focusing solution

An approach based on Tikhonov regularization [6] pro-
vides a general framework for the solution of ill-posed
problems. It consists of the addition of a stabilizing
functional to the minimization problem. This stabilizer
provides additional information about the model.
Portniaguine and Zhdanov [4] have formulated a ro-
bust version of the algorithm as a minimization of a
Tikhonov parametric functional that features a spe-
cially selected focusing stabilizer:

T T P
C(P) = ||Lp — ¢yl +)‘;p§+ﬁ2 (8)

where, as before, p; is the j-th element of a model vec-
tor (strength of the dipole component for a correspond-
ing voxel); L is the lead field (sensitivity) matrix; ¢,
is the vector of observed data; A is the regularization
parameter; and (3 is the damping parameter. Below we
follow the numerical implementation of the algorithm
described in [5].

Modeling

For our model, we constructed a tetrahedral finite el-
ement mesh (70214 nodes, 396285 elements, and 129
electrodes) from MRI data, and coregistered digitized
electrode positions. This model contained different con-
ductivity regions, corresponding to skin, bone, CSF,
gray matter and white matter.

Computations

Using the above finite element model, we computed the
lead field matrix relating the dipole source vector to the
electrode potentials [7] and then used that matrix to
drive our focusing inversion and dipole source localiza-
tion methods.

To compare these methods, we simulated EEG record-
ings from two dipole sources located within different
regions of the brain. We then performed focusing in-
version and dipole fitting on the model. With focusing
inversion, we were able to recover both regions of ac-
tivation, within an accuracy of 9mm. A comparison
of the focusing inversion solution and the true sources
is shown in Fig (2). The focusing inversion solution
required over an hour of CPU time to generate its so-
lution.

In contrast, dipole fitting produced a single strong
“phantom” dipole located between the two sources
(15mm from one source, 30mm from the other), and a
subsequent dispersed cloud of weaker correction dipoles
to correct for the residual. The phantom source is
shown in red in Fig (3), compared to the two true
sources shown in blue. Each dipole was recovered in
approximately one minute using the lead field matrix
for the forward projections. The total time to compute
ten iterative dipole fits (each time fitting a new dipole
to best account for the residual in the system) was less
than fifteen minutes.

Conclusions

We have compared a non-parameterized minimum
norm solution to an iterative dipole fit solution for mea-
surements generated from two dipoles in a realistic fi-
nite element head model. Whereas the minimum norm
solution takes longer to solve, it produces significantly
more accurate results. This is due to the fact that the
misfit field (the field of misfit due to a single ideal dipole
in each element) does not have strong minima surround-
ing the true sources, but rather an elongated basin be-



Figure 3: Fitting a single dipole source (shown in red)
to a solution due to multiple dipole sources (shown in

blue/gray).

tween them. As a result, the best single dipole fit is
not found to be at one of the true sources, but rather
between them. More research is required to better ana-
lyze the relationship between source configurations and
misfit fields.
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