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\textbf{A B S T R A C T}

The use of (a posteriori) error estimates is a fundamental tool in the application of adaptive numerical methods across a range of fluid flow problems. Such estimates are incomplete however, in that they do not necessarily indicate where to refine in order to achieve the most impact on the error, nor what type of refinement (for example h-refinement or p-refinement) will be best. This paper extends preliminary work of the authors (Comm Comp Phys, 2010;7:631–8), which uses adjoint-based sensitivity estimates in order to address these questions, to include application with p-refinement to arbitrary order and the use of practical a posteriori estimates. Results are presented which demonstrate that the proposed approach can guide both the h-refinement and the p-refinement processes, to yield improvements in the adaptive strategy compared to the use of more orthodox criteria.
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1. Introduction

The use of adaptive finite element methods for the solution of fluid flow problems is now widespread, e.g. \cite{6,9,12}, with the most popular techniques being based upon element sub-division (h-refinement) \cite{14} or polynomial order enrichment (p-refinement) \cite{5}. Indeed, combinations of these approaches are now beginning to appear quite frequently, since p-refinement is generally superior elsewhere \cite{1,10,11,15}.

In order to drive adaptivity in a robust manner, reliable a posteriori error estimates are required. These estimates may approximate the error itself, as in \cite{2,4}, a norm of the error, as in \textsuperscript{a}Zienkiewicz and Zhu \cite{20}, or they may estimate the error in some derived quantity, e.g. \cite{3,19}. In each case, when the estimated error is greater than some desired threshold then refinement should take place. Typically this refinement is restricted to those elements which contribute most to the overall error \cite{18}, whilst a variety of techniques have been proposed for selecting between h- and p-refinement locally \cite{1,10,11,15}.

In this paper we present an extension of the preliminary results reported in \cite{7}, in which a new approach to controlling local refinement was proposed. The idea is to compute the sensitivity of the error (estimate) to the potential addition of degrees of freedom, and then select those for which this sensitivity is greatest. Here we apply the approach to a wider variety of test problems than in \cite{7}, and also demonstrate its applicability both to p-refinement of arbitrary order and alongside a practical a posteriori error estimate. Extensions to nonlinear problems and a wider range of error estimates are also discussed.

2. Methodology

2.1. Notation

Consider as our model problem a linear second-order two-point boundary value problem (BVP) of the form:

$$\frac{d}{dx}\left(a(x)\frac{du}{dx}\right) + b(x)\frac{du}{dx} + c(x) = f$$

\text{(1)}

on the domain \((x_0, x_N)\), where \(a(x) > 0\) and zero Dirichlet boundary conditions are assumed for simplicity. This problem may be expressed in weak form as: find \(u \in H^1_0(\Omega)\) such that

$$a(u, v) = (f, v) \quad \forall v \in H^1_0(\Omega),$$

\text{(2)}

where

$$a(u, v) = -\int_{x_0}^{x_N} a(x)\frac{du}{dx}\frac{dv}{dx} dx + \int_{x_0}^{x_N} b(x)\frac{du}{dx}v dx + \int_{x_0}^{x_N} c(x)uv dx$$

\text{(3)}

and

$$(f, v) = \int_{x_0}^{x_N} f v dx.$$  

\text{(4)}
The finite element method seeks an approximation \( \hat{u} \) from a finite dimensional subspace \( V \subset H^0(\Omega) \) such that

\[
a(\hat{u}, v) = (f, v) \quad \forall v \in V.
\]

(5)

Now consider two such finite dimensional spaces, \( V_1 \) and \( V_2 \), for which \( V_1 \subset V_2 \) with the following basis sets:

\[
V_1 = \text{span}\{\phi_1, \ldots, \phi_{N_1}\},
\]

(6)

\[
V_2 = \text{span}\{\phi_1, \ldots, \phi_{N_1}, \phi_{N_1+1}, \ldots, \phi_{N_1+N_2}\}.
\]

(7)

When \( V \) in (5) is equal to \( V_1 \), the finite element problem may be expressed as

\[
K^{11} \hat{u} = f^1,
\]

(8)

where

\[
K^{11}_{ij} = a(\phi_i, \phi_j) \quad \text{for } i, j \in \{1, \ldots, N_1\},
\]

(9)

\[
f^1_i = (f, \phi_i) \quad \text{for } i \in \{1, \ldots, N_1\},
\]

(10)

and

\[
\hat{u} = \sum_{j=1}^{N_1} u_j^1 \phi_j.
\]

(11)

Alternatively, when \( V \) in (5) is equal to \( V_2 \) the finite element problem may be expressed as

\[
\begin{bmatrix} K^{11} & K^{12} \\ K^{21} & K^{22} \end{bmatrix} \begin{bmatrix} \hat{u} \\ \varsigma \end{bmatrix} = \begin{bmatrix} f^1 \\ f^2 \end{bmatrix},
\]

(12)

where

\[
K^{11}_{ij} = a(\phi_i, \phi_j) \quad \text{for } i, j \in \{1, \ldots, N_1\},
\]

(13)

\[
K^{12}_{ij} = a(\phi_i, \phi_{N_1+j}) \quad \text{for } i \in \{1, \ldots, N_1\} \text{ and } j \in \{1, \ldots, N_2\},
\]

(14)

\[
K^{21}_{ij} = a(\phi_{N_1+i}, \phi_j) \quad \text{for } i \in \{1, \ldots, N_2\} \text{ and } j \in \{1, \ldots, N_1\},
\]

(15)

\[
K^{22}_{ij} = a(\phi_{N_1+i}, \phi_{N_1+j}) \quad \text{for } i, j \in \{1, \ldots, N_2\},
\]

(16)

\[
f^1_i = (f, \phi_i) \quad \text{for } i \in \{1, \ldots, N_1\},
\]

(17)

\[
f^2_i = (f, \phi_{N_1+i}) \quad \text{for } i \in \{1, \ldots, N_2\},
\]

(18)

and

\[
\hat{u} = \sum_{j=1}^{N_1} u_j^1 \phi_j + \sum_{j=1}^{N_2} \varsigma_j \phi_{N_1+j}.
\]

(19)

Note that one may view the solution of the smaller problem (8) as depending upon \( \varsigma \). This view may be extended by thinking of \( \hat{u} \) in (12) as depending upon the prescribed value of \( \varsigma \). That is, \( \hat{u} = \bar{u}(\varsigma) \), where \( \bar{u}(\varsigma) = \hat{u} \).

2.2. Connection with adaptivity

Suppose the domain is divided into \( N \) intervals:

\[
x_0 < x_1 < \ldots < x_{N-1} < x_N.
\]

(20)

and let \( \{\phi_0, \ldots, \phi_N\} \) be the usual basis (of local hat functions) for the space of continuous piecewise polynomials of degree 1 on this mesh. Given that \( u(x_0) = u(x_N) = 0 \), the corresponding piecewise linear finite element trial function takes the form:

\[
u^1(x) = \sum_{i=1}^{N-1} u_i^1 \phi_i^1(x).
\]

(21)

On each element \( e = 1, \ldots, N \) also define local bubble functions (i.e., polynomials which are zero at the element boundaries) up to degree \( p \) : \( \{\phi_0^e, \ldots, \phi_p^e\} \). With this notation the piecewise polynomial trial function of degree \( p \) takes the form:

\[
u^p(x) = \sum_{i=1}^{N-1} \sum_{d=1}^{p} u_{i,d}^p \phi_{i,d}^p(x) + \sum_{d=2}^{p} u_{i,d}^p \phi_{N^p}(x).
\]

(22)

We now consider the possibility of adapting a computed solution by increasing the polynomial degree \( p \) locally. Let us begin with the simplest possible case, where \( p = 1 \) on every element. The finite element solution in this case is given by (21), where the unknown coefficients are prescribed by the finite element equations (8). We would like to predict the consequences of increasing the polynomial degree (from \( p = 1 \) to \( p = 2 \) say) on each element. Note that it is possible to write

\[
u^1(x) = \sum_{i=1}^{N-1} u_i^1 \phi_i^1(x) + \sum_{i=1}^{N} u_i^2 \phi_i^2(x),
\]

(23)

provided that we impose

\[
0 = u_i^1 = \ldots = u_N^1,
\]

(24)

If we make the following definitions:

\[
u = \begin{bmatrix} u_1^1, \ldots, u_{N-1}^1 \end{bmatrix}^T,
\]

(25)

\[
\varsigma = \begin{bmatrix} u_1^1, \ldots, u_N^1 \end{bmatrix}^T,
\]

(26)

then the resulting finite element equations take the same form as (12), where based upon (24), \( \varsigma = \bar{0} \). In other words, the piecewise linear finite element solution on the grid (20), is given by the solution of (12) when \( \varsigma = \bar{0} \).

Having computed this finite element solution it is then possible to compute an \( a \) posteriori error estimate \( E = E(u, \nu) \) (again, this is computed for the value \( \varsigma = \bar{0} \)). This error estimate will typically take the form of a single number, either for the size of the error itself or for the error in some quantity that may be derived from the solution. Alternatively, the estimate may produce an error function whose magnitude may be determined either locally or globally. See, for example [2–4] for a selection of typical results.

We now have a computed finite element solution and a computed error estimate \( E \). If this error estimate is sufficiently small then there is no need to continue; however if we require \( E \) to be smaller, then there is a need for adaptivity. Suppose we are able to compute the value of \( \frac{\partial E}{\partial \nu} \). When a component of this vector is large (in magnitude) this tells us that moving the corresponding component of \( \nu \) away from its present value (which is zero) is likely to have a large impact on the error. Conversely, when a component of \( \frac{\partial E}{\partial \nu} \) is small, it is likely that moving the corresponding component of \( \nu \) away from zero will have less effect. The idea that we present in this work is the suggestion that this information may provide an effective means of deciding where to refine locally.

In addition to using this approach to determine where it may be most beneficial to refine, it is also possible to consider how it might be best to refine. Specifically, it is possible to consider the sensitivity of the computed error to both \( h \)- and \( p \)-refinement. Continuing with the example above, let \( \psi_e(x) \) be the piecewise linear hat function associated with bisecting element \( e \) (for \( e = 1, \ldots, N \)). That is, \( \psi_e(x) \) is equal to 1.0 at the midpoint of element \( e \) and 0.0 at the end points, and is zero on every other element. Instead of (23) we may now write

\[
u^1(x) = \sum_{i=1}^{N-1} u_i^1 \phi_i^1(x) + \sum_{i=1}^{N} v_i \psi_i(x),
\]

(27)

provided that we impose

\[
0 = v_1 = \ldots = v_N.
\]

(28)

We now define

\[
\bar{u} \in \mathbb{R}^{N-1} = (u_1^1, \ldots, u_{N-1}^1)^T,
\]

(29)

\[
\bar{\varsigma} \in \mathbb{R}^N = (v_1, \ldots, v_N)^T,
\]

(30)

in Eq. (12). Again, if we can evaluate \( \frac{\partial E}{\partial \nu} \), we can assess the sensitivity of the error to each of these additional degrees of freedom. This
information may be used, along with the sensitivity to the addition of the higher degree basis functions, to decide both, where to refine and how to refine. It should be noted however that, in order to make a meaningful comparison, the different basis functions must be scaled appropriately: specifically their $L_2$ norm should be the same on each element [7]. Furthermore, it is only the magnitude of the entries of $\frac{dE}{ds}$ that is significant.

Of course, the above discussion assumes that it is possible to calculate $\frac{dE}{ds}$ both reliably and efficiently. At first sight this may seem uneconomical. For example, one could use the estimate

$$
\frac{dE}{ds} \approx \frac{E(u, s + \delta s) - E(u, s)}{\delta s},
$$

for $k = 1, \ldots, N$ and some small value of $\delta$ (where $\delta s \in \mathbb{R}^k$ is the vector whose entries are all zero except for entry $k$, which is one). However this would require an excessive computational cost, which would defeat the objective of using local mesh adaptivity. Consequently, a more efficient means computing $\frac{dE}{ds}$ is required. It is in meeting this requirement that the adjoint approach becomes important [8,9,13,17].

3. Sensitivity

In this section we focus on the efficient evaluation of $\frac{dE}{ds}$. It will be shown that this simply requires the solution of a single adjoint problem, which in this case reduces to the transpose of the finite element stiffness matrix $K_{11}$. The extension to more general nonlinear problems is discussed in Section 5 below.

3.1. Formulation

The goal of the sensitivity analysis is to calculate the sensitivity of the estimated error to variations in $s$ in the region of $s = 0$. Note that we may express this error as $E = E(u, s)$, and so

$$
\frac{dE}{ds} = \frac{\partial E}{\partial u} \frac{du}{ds} + \frac{\partial E}{\partial s},
$$

where $\frac{dE}{ds}$ is a row vector of dimension $N= N - 1$. Noting that, from (12),

$$
\frac{dE}{ds} = (K^{11})^{-1} (f^1 - K^{12}s),
$$

it follows from (32) that,

$$
\left(\frac{dE}{ds}\right)^T = -(K^{12})^T(K^{11})^{-1} \left(\frac{\partial E}{\partial u}\right)^T + \left(\frac{\partial E}{\partial s}\right)^T.
$$

In the special case, where the underlying PDE is self-adjoint, and so the stiffness matrix is symmetric, this simplifies further to

$$
\left(\frac{dE}{ds}\right)^T = -(K^{11})^{-1} \left(\frac{\partial E}{\partial u}\right)^T + \left(\frac{\partial E}{\partial s}\right)^T.
$$

3.2. Error estimation

In this paper we just consider one typical, and relatively simple, a posteriori error estimate from [4]. Given a piecewise linear approximation (21), this error estimate may be computed on each element $i = 1, \ldots, N$ by finding $\eta_i$ such that

$$
\mathbf{z}(\eta_i, \phi^i, \phi^i_0) = \langle f, \phi^i_0 \rangle - \mathbf{z}(u, \phi^i_0),
$$

where $\mathbf{z}(\cdot, \cdot)$ and $\langle \cdot, \cdot \rangle$ are given by (3) and (4) respectively. Hence, this estimate gives

$$
\eta_i = \frac{\langle f, \phi^i_0 \rangle - \mathbf{z}(u, \phi^i_0)}{\mathbf{z}(\phi^i_0, \phi^i_0)},
$$

from which we may define the estimated error function

$$
\eta(x) = \sum_{i=1}^{N} \eta_i \phi_i^2(x).
$$

Finally, we take as our error the square of the $L_2$ norm:

$$
E = \|\eta(x)\|^2_2 = \sum_{i=1}^{N} \eta_i^2 \int_{x_{i-1}}^{x_i} (\phi_i^2)^2 dx.
$$

From the (37) it follows that

$$
\frac{\partial E}{\partial u_j} - \frac{\partial E}{\partial s_j} = \mathbf{z}(\psi_j, \phi^i_0),
$$

and therefore (39) implies that

$$
\frac{\partial E}{\partial s_j} = 2 \left[ \eta_j - \mathbf{z}(\phi^i_0, \phi^i_0) \right] \int_{x_{i-1}}^{x_i} (\phi^i_0)^2 dx
$$

$$
+ \eta_{j+1} - \mathbf{z}(\phi^i_{j+1}, \phi^i_{j+1}) \int_{x_{j+1}}^{x_{j+1}} (\phi^i_{j+1})^2 dx,
$$

for $j = 1, \ldots, N$. Similarly, in the case of $h$-refinement using the piecewise linear hat functions $\psi_j(x)$, it follows from (37) that

$$
\frac{\partial E}{\partial s_j} = \mathbf{z}(\psi_j, \phi^i_0),
$$

and consequently, from (39), that

$$
\frac{\partial E}{\partial s_j} = 2\eta_j - \mathbf{z}(\psi_j, \phi^i_0) \int_{x_{j-1}}^{x_j} \left(\phi^i_j \right)^2 dx.
$$

Using expressions (41) and (43) it is therefore possible to compute (34) as required.

4. Numerical results

4.1. Exact error

In this subsection we illustrate the feasibility of the proposed approach using the exact error, as in [7]. The main extensions here being that we demonstrate the sensitivity to the addition of polynomial basis functions of higher degree (i.e. $p$-refinement) and we consider a convection-dominated problem. The specific equation that we consider is

$$
-\frac{d}{dx} \left( x \frac{du}{dx} \right) + 10 \frac{du}{dx} = 100 \pi^2 x^3 \sin(\pi x^{10}),
$$

subject to zero Dirichlet boundary conditions on the domain (0,1). This problem is selected to have the known solution $u = \sin(\pi x^{10})$ which is almost identically zero in the left half of the domain before gradually rising to a local maximum at $x \approx 0.933$, and then falling sharply down to zero again at $x = 1.0$.

Initially this problem is solved using 10 equally-spaced elements of degree 1, yielding a result with an $L_2$ error of 0.10564. Table 1 shows the local error on the right-most elements, along with the sensitivity to increasing the polynomial degree up to 5 on each of these elements (the errors and sensitivities on the other elements are not shown as they are so much smaller).

It is clear that the local error is greatest on the final element, however the sensitivity information tells us more than this. For example, if two degrees of freedom are to be added in the refinement process then Table 1 suggests that it is better to use basis functions of degrees 2 and 3 on element 10 than to use basis func-
tions of degree 2 on both elements 9 and 10. This may be confirmed by undertaking both refinement patterns and comparing the errors in the resulting solutions: the former case leading to an error of 0.00710 compared to an error of 0.01264 in the latter case. Table 2 shows the local errors and sensitivities following the first of these solves (with basis functions of degree 2 and 3 on the final element).

At this stage it is now clear that the greatest error is in element 9 but, unlike the previous case, the sensitivity now indicates that the best way to add the next two degrees of freedom is by adding a polynomial of degree 2 to each of two elements (8 and 9). When different adaptive schemes are tried and compared the conclusion is again confirmed. For example adding polynomial basis functions of degree 2 on elements 8 and 9 reduces the error to 0.00332, whereas adding polynomial basis functions of degrees 2 and 3 on element 9, only reduces the error to 0.00661.

4.2. Error estimation

In this subsection we demonstrate the feasibility of the approach when applied to a practical a posteriori error estimate [4]. Because this error estimate is designed specifically for use with linear elements the following description is restricted to using the sensitivity estimates to guide h-refinement. Possible extensions to nonlinear problems is relatively straightforward, in particular we may choose $\frac{\partial u}{\partial x}$ instead of, existing techniques and criteria.

The error estimate that we use here is that described in Section 3.2, and so expressions (41) and (43) are used to evaluate $\|e\|$ in (34). The equation that we consider is

$$\frac{d^2u}{dx^2} + 3 \frac{du}{dx} = 0,$$

with zero Dirichlet boundary conditions on the domain $(0,1).$ This linear problem also has a known solution and so it is possible to verify the accuracy of the error estimate and to assess the quality of different refinement strategies in terms of error reduction.

Table 3 presents the results, in terms of the actual errors achieved, of different refinement strategies based upon using the a posteriori error estimate in two distinct ways. The first strategy, similar to [18], simply refines a proportion of the elements with the highest error (in this case, a fixed proportion of 20% is used at each step). The second strategy also refines 20% of the elements at each step: this time selecting those with the greatest sensitivity. The initial mesh is uniform, containing just 10 elements (yielding an $L_2$ error of 0.000894), and it can be seen that for the first two steps both approaches select the same elements to refine. After the third refinement step however different elements are selected and, in this particular case, the strategy based upon sensitivity reduces the error at a faster rate.

5. Discussion

5.1. Conclusions

We have presented extensions of the work in [7] by considering the use of high order polynomial basis functions and a practical a posteriori error estimate. The sample results presented in the previous section clearly illustrate that calculations of the sensitivity of the error to the addition of different degrees of freedom can provide valuable information to inform decisions relating to local mesh refinement. In [7] it is shown that these decisions can help to differentiate between whether to refine in h or in p, and in this paper we have also shown that sensitivity information can assist in deciding how much refinement to undertake in each element, or that it may provide an alternative criterion for deciding where to refine (compared to using the highest local error). Having demonstrated the potential value of this approach the challenge now is to understand how to incorporate this additional information into a robust algorithm. This is likely to be particularly complex since the sensitivity calculations provide a purely local perspective at the point $s = 0$, and so can only be an indicator of where it is likely to be most beneficial to add further degrees of freedom. Such information will therefore need to be used in addition to, rather than instead of, existing techniques and criteria.

5.2. Nonlinear problems

In this paper we have considered only linear equations. The extension to nonlinear problems is relatively straightforward, in principle at least, through the use of standard discrete adjoint arguments [8,17,19]. For a nonlinear problem we can replace the discrete system (12) by a nonlinear algebraic system of the form $R(u,s) = 0.$ Since this must be satisfied for all $s$ it follows that

$$\frac{dR}{ds} = \frac{\partial R}{\partial u} \frac{\partial u}{\partial s} + \frac{\partial R}{\partial s} = 0,$$

and so, for any $v \in V^N$,

$$\left( w^T \frac{\partial R}{\partial u} \frac{\partial u}{\partial s} + w^T \frac{\partial R}{\partial s} \right) = 0.$$  

(47)

In particular, we may choose $v$ such that it satisfies

$$w^T \frac{\partial R}{\partial u} \frac{\partial E}{\partial u} = 0,$$

so that, by (47),

$$\frac{\partial E}{\partial u} \frac{\partial u}{\partial s} = -w^T \frac{\partial R}{\partial u} \frac{\partial R}{\partial s}.$$  

(49)

Substituting (49) into the total derivative of $E(u,s)$ (32), then yields:

$$\frac{dE}{ds} = \frac{\partial E}{\partial u} \frac{\partial u}{\partial s} + \frac{\partial E}{\partial s} = -w^T \frac{\partial R}{\partial u} \frac{\partial E}{\partial s}.$$  

(50)
This last expression is a generalization of (34) to nonlinear problems, requiring just a single linear solve for the adjoint variable \( \phi \). To illustrate the potential use of expression (50) for nonlinear problems we consider the differential equation

\[
\frac{d}{dx}u(x) + \epsilon \frac{d^2u}{dx^2} = 0, \quad 0 < x < 1,
\]

subject to Dirichlet boundary conditions that are consistent with the analytic solution \( u(x) = 2e/(2e + x) \). Table 4 shows the exact local error and the sensitivity of this exact error to local h-refinement when ten equally-spaced elements are used and \( \epsilon = 0.01 \). The global \( L_2 \) error prior to refinement is 0.23405 and the contribution to this error is greatest in element 2. When this element is refined however the solution of the resulting finite element system yields a negligible reduction in the error (unchanged to five decimal places). Conversely, refinement of element 10, which has a much smaller local error but the greatest sensitivity, reduces the error quite substantially, to 0.07185. Hence we again see, for this example at least, the value of using the sensitivity information in selecting where to refine.

5.3. Further extensions

So far just one particular error estimation technique has been considered, however the specific error estimate used in Section 3.2 may also be generalized. For example, the goal-based approach of [19] assumes that one is primarily interested in some quantity which depends upon the solution \( u \) of (1), \( I(u) \) say. An estimate is developed which allows the calculation of this quantity on a given grid to be updated (based upon the solution of an additional, adjoint, problem on this grid). Our approach allows us to compute the sensitivity of this estimate to the use of additional basis functions. When \( I(u) \) is a linear functional this sensitivity calculation is simplified further. Generalizations to other error estimators, such as [12,20], may also be considered in a similar manner.

Finally, we acknowledge the preliminary nature of this work, and the need to implement and test the sensitivity approach on problems in two and three space dimensions. In particular, we are keen to incorporate this within a discontinuous Galerkin framework, e.g. [12,16], since this allows the maximum flexibility in hp-refinement in higher dimensions. Clearly there is a wide range of fluid flow problems to which the approach may be applied – the overall goal being to develop more robust and more efficient adaptive software.
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