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SUMMARY

Direct numerical simulation (DNS) of turbulent flows is widely recognized to demand fine
spatial meshes, small timesteps, and very long run-times to properly resolve the flow field.
To overcome these limitations, most DNS is performed on supercomputing machines.
With the rapid development of terascale (and, eventually, petascale) computing on
thousands of processors, it has become imperative to consider the development of
DNS algorithms and parallelization methods that are capable of fully exploiting these
massively parallel machines. A highly parallelizable algorithm for the simulation of
turbulent channel flow that allows for efficient scaling on several thousand processors
is presented. A model that accurately predicts the performance of the algorithm is
developed and compared with experimental data. The results demonstrate that the
proposed numerical algorithm is capable of scaling well on petascale computing machines
and thus will allow for the development and analysis of high Reynolds number channel
flows.
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1. INTRODUCTION

Tremendous increases in parallel computing power have made it possible to consider solution
techniques that were computationally intractable only a short time ago. One such technique
is the direct numerical simulation (DNS) of the incompressible Navier-Stokes equations, a set
of three-dimensional, time-dependent, non-linear partial differential equations. DNS is used to
solve the incompressible Navier-Stokes by resolving all scales from first principles without the
use of additional modeling assumptions. However, the computational requirements for DNS
of flow in a channel (or nozzle) remain formidable at even the most moderate of Reynolds
numbers.

The spatial discretization must encompass the smallest, physically significant length scales
while simultaneously resolving scales that are typically several orders of magnitude larger. The
time-advancement of the convective and viscous terms involves the solution of stiff differential
equations. Furthermore, very small timesteps and long integration times are often necessary
to ensure time accuracy and eliminate the influence of non-physical initial conditions. The
underlying physics dictate that scales on the order of the Kolmogorov length scale need
be resolved, which implies that the number of degrees of freedom NxNyNz for a uniform

grid increases as Re9/4
τ where Reτ is the Reynolds number based on the wall shear stress

velocity (22). The number of timesteps necessary to properly resolve a fully turbulent, three-

dimensional flow based on the Kolmogorov time scale is Nt ≥ O(Re
1/2
τ ) so that the total

time-advancement cost is at least NxNyNzNt = O(Re
11/4
τ ). The quadratic non-linearities of

the Navier-Stokes equations require that steps to eliminate the effects of aliasing error, such
as the Orszag Two-Thirds Rule (4), must also be implemented, further increasing the memory
and computational requirements. Due to these constraints of time and resources, most DNS
simulations have remained restricted to comparatively low Reynolds numbers.

To mitigate these facts, the use of Reynolds-Averaged Navier-Stokes (RANS), Detached
Eddy Simulation (DES), and Large Eddy Simulation (LES) methods have grown in popularity
(22). In these techniques the statistical development of the flow is sought through the partial
modeling of the turbulent energy spectrum. This is in contrast to DNS, which, in principle,
seeks a numerically-accurate, instantaneous solution of the governing equations of motion
directly from first principles. Moreover, RANS, DES, and LES methods encounter the well-
known closure problem, and thus, must devise approximations of unknown correlations in terms
of flow properties that are known in the derived equations. DNS requires no such modeling at
the expense of a far more computationally intensive simulation.

One of the first direct numerical simulations of fully-developed turbulent channel flow was
performed by Kim, Moin and Moser (17). This formulation has effectively become the de facto
standard in the DNS of turbulent channel flows. Most subsequent efforts have used similar
parallelization methods such that the data in the wall-normal direction is stored locally on a
single processor for the solution of the Helmholtz system while the xz-planes are redistributed
amongst processors during operations involving Fourier Transforms thereby necessitating the
use of many communication intensive transpose operations (15; 13; 28).

Following the efforts of Moser et al., there have been a number of papers published based on
making use of parallel computing techniques for the DNS of fully-developed turbulent channel
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flow. For example, Hoyas and Jiménez have resolved simulations up to Reτ = 2003 using a
form of large-scale parallelization (12). Many other efforts (32) have attempted to develop a
scalable DNS algorithm, but massive parallelism in this context remains a challenge. In the
move to massive parallelism, it is natural to consider approaches based on parallelism in the
wall-normal as well as the Fourier directions, concurrently. The approach presented herein
parallelizes the Fast Fourier Transforms (FFTs) but also exploits the strong locality of one-
dimensional spectral elements for further concurrency in the wall-normal direction to attain a
highly robust parallelization methodology. Accordingly, the numerical procedure is also altered
by using a third-order stiffly stable time integration scheme (SE3/SI3) (16).

Given this context, it is beneficial to remain cognizant of the principal physical and
computational motivations underlying DNS research (19). DNS solutions are often used to
further refine LES subgrid models (23; 2; 25) and develop new turbulence models (21; 27). The
field of turbulence control where simulation parameters are modified systematically to study
their effect on quantities such as drag and wall shear stress has increasingly relied on the efficacy
of DNS (33; 5). The computation of vorticity, pressure-strain correlation tensor, and local
topologies of the flow are exceedingly difficult by empirical means while a properly resolved
DNS allows for careful analysis of those quantities as well as calibration of experimental devices
within the bounds of the underlying numerical and physical assumptions. Studies of topological
or spatially local characteristics of the flow (3; 35; 1) benefit from the proper computation of
the small-scale interactions provided by DNS. Turbulence scaling laws, statistics, and boundary
layer analysis are often improved upon by the results of high Reynolds number DNS flow fields
(30; 34; 26; 20).

Thus, the direct numerical simulation of turbulent flows is a valuable resource with wide-
ranging and complementary application for experimental, theoretical, and other computational
models whose chief difficulty remains a problem of algorithm and software design. As the
number of processors increases and the hardware and software infrastructures evolve, software
engineering trade-off decisions must be reevaluated (for examples of such a reevaluation of
design decisions see (7; 8; 9)). What once were limiting factors which impacted algorithm and
software design decisions may no longer be the current bottleneck. Hence, the challenge is then
to assess what design decisions need to be reevaluated so as to develop novel algorithms capable
of reaching higher and higher Reynolds numbers. We anticipate that new algorithms will
meet this challenge by advantageously employing large-scale parallelism on several thousand
processors thereby cultivating the next generation of direct numerical simulations.

In discussing the approach considered herein, it is worth noting that most high-end CFD
simulations utilize approximately forty seconds of wall clock time per timestep independent of
the number of processors (17; 31). This is often the benchmark from which simulation time on
supercomputing machines is measured to predict how many days, months, or years are required
to complete the simulation. Finally, given future trends in parallel computing to incorporate
larger and larger processor counts as parallel computing moves from teraflop towards petaflop
performance, the need for algorithms that can fully employ such machines is paramount.

This paper is organized as follows. We discuss the numerical discretization and algorithm in
Section 2. The parallel decomposition of the algorithm is detailed in Section 3. A performance
model is developed to predict the scaling behavior of the algorithm in Section 4. The
performance model is then compared with the empirical scalability data given in Section 5.
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2. NUMERICAL METHOD

For an incompressible, isotropic, isothermal, and Newtonian fluid flow, the governing equations
of motion are given by the Navier-Stokes equations and the equation of mass continuity. The
Navier-Stokes equations can be written as follows,

∂u

∂t
+ ω × u +

1

2
∇u2 = −

1

ρ
∇p+ ν∇2

u + F , (1a)

where u (x, t) is the velocity field, ω (x, t) = ∇×u is the vorticity field, p (x, t) is the pressure
fluctuation field, F (x, t) is an appropriate forcing term (such as the mean streamwise pressure
gradient), ρ is the (constant) density, and ν is the (constant) kinematic viscosity of the fluid.
The equation of mass continuity assuming incompressibility is reduced to the condition

∇ · u = 0 . (1b)

For computational purposes, we consider only the rotational form of the non-linear, convective
acceleration term (u · ∇) u = ω × u + 1

2∇u
2 as both linear momentum and kinetic energy

are conserved in the inviscid limit and fewer derivatives need be computed. However, as
a result of this choice, a 2/3-dealiasing method in the streamwise and spanwise directions
with 3/2-over-integration in the wall-normal direction was used to eliminate aliasing error
(4). The numerical properties of one-dimensional spectral element methods are used to yield
comparatively superior performance.

Following Karniadakis et al. (14; 16), the Navier-Stokes equations can be discretized in
time using a three-step splitting (SE3/SI3) scheme with three distinct stages that compute
the non-linear terms, perform a divergence-free pressure projection, and implement a viscous
correction to determine the updated velocity field. During each timestep, the three stages are
executed sequentially with different parallelization strategies. Stage 1 involves the integration
of the non-linear terms. Stage 2 enforces a divergence-free projection of the velocity field and
solves a pressure Poisson equation. During Stage 3, a Helmholtz problem derived from the
viscous contributions is solved for the updated velocity components.

The streamwise direction corresponds to the x-coordinate axis, the spanwise direction the
z-axis, and the wall-normal direction the y-axis. Hence, the xz-plane is periodic, homogeneous,
and employs FFTs to compute the derivatives in transformed space. The wall-normal direction
employs a spectral element discretization with Gauss-Lobatto-Legendre collocation and
quadrature for physical space differentiation and integration to solve the pressure and viscous
Helmholtz problems as required in Stage 2 and Stage 3. This mathematical methodology has
been successfully used previously for the simulation of flow in a channel (32; 33); the goal in
this work is to consider a different algorithmic and implementation choice for parallelization
than previously used while maintaining the same tested mathematical framework.
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2.1. Stage 1

In the first stage, the non-linear terms are computed and extrapolated with a consistent order,
Je, in time with timestep ∆t. The first stage is given by the integration of the convective terms

û −
∑Je−1

q=0 αqu
n−q

∆t
= −

Je−1∑

q=0

βq[(ω × u +
1

2
∇u2) − F ]n−q , (2)

where the integration weights, αq, βq and γ0, can be found in (16).
The non-linear terms are computed in rotational form, i.e. (u · ∇)u = ω × u + 1

2∇u
2,

using 2/3-dealiasing in the Fourier directions (xz-plane) with 3/2-over-integration in the wall-
normal direction to properly compute the quadratic nonlinearities. Notice that this stage is
embarrassingly parallel with respect to parallelization in the wall-normal direction as all y-
direction derivatives are computed on an elemental basis that is local to each processor (we
assume that elements are partitioned across processors; an element is not allowed to be split
across parallelization domains). The only communication overhead occurs when processors are
split along the streamwise direction, which is diminished due to the resultant concurrency
of the wall-normal parallelization. The mean streamwise pressure gradient is included in the
forcing term at this stage.

2.2. Stage 2

The second-stage approximation to u, ˆ̂u, can be computed as

ˆ̂u − û

∆t
= −∇pn+1/2 , (3)

which, assuming ˆ̂u is divergence-free, can be recast as

∇2pn+1/2 = ∇ ·

(
û

∆t

)

, (4)

which can be solved with the following Neumann boundary conditions

∂pn+1/2

∂n
= −νn̂ ·

Je−1∑

q=0

βq(∇× ω)n−q on ∂Ω , (5)

where the unit normal n̂ is strictly directed along the y-axis for a planar channel flow (16).
Once pn+1/2 is found, substitution into Equation 3 immediately yields the second stage
approximation to the velocity field.

2.3. Stage 3

In the third stage, the updated velocity field, u
n+1 is computed as

γ0u
n+1 − ˆ̂u

∆t
= ν∇2

u
n+1 , (6)
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6 C. W. HAMMAN, R. M. KIRBY, AND M. BERZINS

which can be recast as
(

∇2 −
γ0

ν∆t

)

u
n+1 = −

(
ˆ̂u

ν∆t

)

, (7)

with appropriate boundary conditions (no-slip and stationary walls for the current
simulations). Then, the three stage cycle is repeated with the updated velocity field to advance
the solution in time.

2.4. Spectral element discretization

The use of a conformal spectral element grid in the wall-normal (y) direction permits both
h-type elemental decomposition as well as p-type polynomial expansion modifications to gain
further resolution and accuracy without sacrificing performance. For smooth functions, h-type
refinement results in an algebraic decay of the numerical error while p-type refinement yields
exponential decay of the numerical error. In particular, elements can be positioned arbitrarily
close to the wall with a few large elements spanning the channel center so as to appropriately
resolve all essential turbulent scales dependent on Reynolds number. The use of stretched grids
to concentrate points where the highest frequency perturbations reside (typically, near the wall)
is common practice in DNS (17). The simulation parameters α and β control the distribution
of the element clustering and the amount of clustering performed at the wall boundaries,
respectively. The algebraic mapping (24; 11) between the physical elemental boundaries and
uniform mapping domain is given by

y = H
(2α+ β) [(β + 1)/(β − 1)]

(η−α)/(1−α)
+ 2α− β

(2α+ 1){1 + [(β + 1)/(β − 1)]
(η−α)/(1−α)

}
, (8)

where α is defined on [0, 1), β is defined on (1,∞), H is the channel height, and η is the
mapping of each elemental boundary to a uniform grid defined on [0, 1]. As α approaches zero
(or one), the clustering is concentrated on the top (or bottom) wall, and, for α = 0.5, the
clustering is distributed equally between the top and bottom walls. As β approaches 1, more
grid points are clustered near the wall boundaries while, as β → ∞, the elements approach a
uniform separation. For all simulations presented, α = 0.5 and β = 1.10.

Each of the Ne spectral elements is prescribed a specific modal expansion basis polynomial
degree Pe on the standard interval Ωst = {ξ : −1 ≤ ξ ≤ 1} using the modified Jacobi
polynomial basis given by the following expression:

ψe
p(ξ) =







(
1−ξ
2

)

p = 0 ,
(

1−ξ
2

)(
1−ξ
2

)

P 1,1
p−1(ξ) 0 < p < Pe ,

(
1+ξ
2

)

p = Pe ,

(9)

where Pα,β
j (ξ) is the jth Jacobi polynomial with α = β = 1. The boundary modes (p = 0

and p = Pe) are responsible for coupling the adjacent elements. This allows for a combined
hp-type spectral element discretization where the flow is divided into Ne macro-elements each
discretized by a Pe-th order polynomial expansion basis. By varying Ne or increasing Pe, the
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algorithm will converge to the desired solution. To clarify the exposition, we will assume that
the polynomial order P is constant for each element.

The standard element Ωst is the mapping of the global coordinate y in terms of the local
element e and local coordinate ξ ∈ Ωst as

y = χe(ξ) =
(1 − ξ)

2
ye−1 +

(1 + ξ)

2
ye , (10)

where the elemental boundary locations ye and ye−1 for each element e are determined from
Equation 8. Then, Q Gauss-Lobatto-Legendre quadrature points are distributed within each
element, i.e. Q = P +2. For over-integration of the non-linear terms, Qnl = (3/2)(P +2). The
Jacobian mapping dχe/dξ from Ωst to the actual domain χe is then specified by

dχe

dξ
=
ye − ye−1

2
. (11)

The primary benefit of this particular discretization beyond the geometrical flexibility and
high-order convergence rates afforded by hp-refinement is that the computations are localized
at the elemental level thereby providing further concurrency through simultaneous utilization
of the distinct parallel communication methods of the wall-normal and xz-plane decomposition.

3. PARALLEL DECOMPOSITION

The data decomposition with Py = 2 wall-normal processors and Pxz = 4 streamwise/spanwise
processors for a total of eight (Py ×Pxz) processors is shown in Figure 1. By construction, Py

and Pxz are both positive integers. The communication connection schematic of the parallel
decomposition is shown in Figure 2. The Py processor groups denote the Helmholtz (or
wall-normal) communications while the Pxz processor groups denote the FFT (or xz-plane)
communication costs. Note that, after each FFT, the data ordering is left in a transposed state
thereby saving an extra transposition of the data.

3.1. HELMHOLTZ SOLVER

For Stage 2 and Stage 3, the local elemental Helmholtz equation being solved is of the form
∫

Ωe

(
∂ψe

q

∂ξ

∂ψe
p

∂ξ
+ λψe

qψ
e
p

)

ûe
p

dχe

dξ
dξ =

∫

Ωe

ψe
pf

e dχ
e

dξ
dξ , (12)

where f represents the right-hand side of Equations 4 and 7, respectively, and the tildes
denote Fourier transformed quantities along the xz-plane. The homogeneity of the flow along
the streamwise and spanwise directions transforms derivatives with respect to x and z into
algebraic expressions that may be absorbed into a single constant λ. For the above equation,
λ = r2m2 + s2n2, where r = 2π/Lx, s = 2π/Lz, m is the streamwise wavenumber, and n
is the spanwise wavenumber where we assume the Fourier transforms are unnormalized; if
normalized transforms are used, r = s = 1. When m = n = 0 during Stage 2, the solution is
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Figure 1. Example data decomposition among eight processors with Py = 2 and Pxz = 4.

set to zero since the spatially constant mean streamwise pressure gradient is included in the
forcing term.

After application of the aforementioned boundary conditions and the global assembly
process, the system of equations to be solved then reduces to

Mx = b , (13)

where M is the global Helmholtz matrix, which consists of the global assembly of the local mass
and Laplacian matrices of the spectral element discretization. The global Helmholtz matrix
has a block-diagonal structure with overlap at the boundary modes as shown in Figure 3. The
decomposition of the global Helmholtz matrix amongst four distinct processors is also shown
in Figure 3. Observe that the only overlapping positions in the global Helmholtz matrix are
the boundary-boundary modes formed by local contributions from adjacent processors. Due
to the near-orthogonality of the one-dimensional spectral element expansion basis, the regions
outside the block-diagonal structure are strictly zero, hence, those entries are ignored in the
computation leading to an O(PN) rather than O(N2) matrix-vector multiplication.

A diagonally preconditioned conjugate gradient method is used to solve the system of
equations given in Equation 13. Hence, the only communication necessary between processors
occurs at their corresponding processor boundaries (see Figure 3) as part of the matrix-vector
multiplication and global assembly of the conjugate gradient method. A total of 2(N−1) sends
and receives are executed during this communication step.

This process of communicating the boundary-boundary modes between processors is a
dominant communication cost during Stage 2 and Stage 3. In order to limit the serialization
caused by using blocking sends and receives, the even processors send their last bottom corner
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PARALLELIZATION OF A SPECTRAL ELEMENT CHANNEL FLOW SOLVER 9

Figure 2. A schematic representation of the communication connection graph for the proposed
algorithm and domain decomposition. Communication is performed in both the wall-normal and
homogeneous directions with eight processors such that Py = 2 and Pxz = 4 as in Figure 1. The solid
lines denote collective communication between processors of the same xz-plane due to the MPI Alltoall
calls of the FFTs. The dashed lines denote the pairwise and MPI Allreduce communication between

processors of the same yz-plane from the Helmholtz solution process.

mode forward to the next processor while the odd processors send their upper corner mode
backward. Then, the even processors send their upper corner mode backward, and, finally, the
odd processors send their last bottom corner mode forward. This effectively results in the first
two passes of a standard tree algorithm for an all-to-all type of communication. A schematic
of this communication procedure is shown in Figure 4. To further reduce communication
costs associated with initial message startup times, all streamwise and spanwise planar
conjugate gradient solves are performed concurrently such that the boundary modes of each
of the Nx(Nz/2 + 1) complex values in the transformed space are sent to the corresponding
processor as a single packaged array. This places the communication burden primarily upon
the bandwidth of the parallel system, which is advantageous for most parallel computing
architectures where startup latency is dominant. We note that depending on the MPI
implementation used, substitution or augmentation of the above scheme with asynchronous
sends/receives may provide similar or improved results.

Since the decomposition of the one-dimensional domain across processors is performed at
elemental boundaries, the maximum number of processors in the wall-normal direction that
can be utilized is equal to the number of elements. This places an upper bound on the number
of processors that can be used in the wall-normal direction; however, by parallelizing both
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10 C. W. HAMMAN, R. M. KIRBY, AND M. BERZINS

Figure 3. Decomposition of the global Helmholtz matrix with Ne = 4, P = 8, and Neumann boundary
conditions over 4 separate processors (Py = 4), which appears during the Stage 2 pressure solver.

the Helmholtz solution process (wall-normal) and the Fast Fourier transforms (xz-plane), the
associated difficulties with the parallelization of FFTs can be effectively deferred to higher
processor counts by adding processors in the wall-normal direction where the additional
communication overhead is marginal. If the FFT parallelization begins to lose its advantage
at Pxz = P processors for the given problem size, the efficiency limitations which come as a
consequence of communications costs can be suppressed until one reaches a higher processor
count of NeP using the aforementioned parallelization. Hence, if the FFT scalability drops
significantly at P = 32 processors for a given xz-plane grid with Ne = 32, the aforementioned
algorithm can effectively utilize 1024 processors efficiently. As a result, higher Reynolds number
turbulent channel flow DNS can be obtained.

4. PERFORMANCE MODEL

Scalability is a measure of the ability of a parallelization algorithm to fully utilize an increasing
number of processors. Ideally, the speedup should scale linearly as more processors are utilized
since the potential computing power increases linearly. Hence, an algorithm that maintains
a near linear speedup over a wide range of processors is scalable. Developing performance
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P0 P1 P2 P3 P4 P5

P0 P1 P2 P3 P4 P5

P0 P1 P2 P3 P4 P5

P0 P1 P2 P3 P4 P5

Stage 1: Even processors send forward
Odd processors receive

Stage 2: Odd processors send backward
Even processors receive

Stage 3: Even processors send backward
Odd processors receive

Stage 4: Odd processors send forward
Even processors receive

Figure 4. Boundary-boundary communication schematic for a single wall-normal communication group
with Py = 6. This communication pattern is used extensively during the matrix-vector multiplication
of boundary-boundary modes as shown in Figure 3 during the conjugate gradient iterations of the

Helmholtz solution process.

models to characterize the scalability of an algorithm is becoming increasingly important
on modern supercomputers where the ability to both employ several thousand processors
efficiently and predict how changing design parameters will impact future simulations is of
the utmost importance. A performance model is developed to characterize the scalability
of this algorithm dependent upon the processor decomposition topology of the Pxz and Py

processors groups. The number of floating point operations per timestep was counted by
hand in order to quantify the total computational burden the supercomputing system must
support. Furthermore, the communication models used as building blocks in this analysis are
the classical models for MPI Alltoall, MPI Allreduce, and pairwise communication between
processors (29) where local communication between processors on the same node is assumed
to be comparable to communication between processors on different nodes. However, we seek
to explain our empirical observations and predict algorithmic scaling through control of the
simulation parameters, processor speed, startup communication, and bandwidth of the given
supercomputer; all factors outside of this class are considered to be negligible.

The performance model of the spectral element channel solver depends upon the
computational and communication time models for the three separate stages of execution as
a function of number of physical space grid points used in the streamwise, spanwise and wall-
normal directions (Nx, Ny and Nz, respectively). Stage 1 principally consists of several FFTs
such that the time to complete the Stage 1 computations on a single processor is approximately

T1 =

(
A1

F

)[

(72 + 15Q+ 15Je)NxNzNy + 24

(
5

2
NxNzNy

)

log2(NxNz)

]

, (14)
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12 C. W. HAMMAN, R. M. KIRBY, AND M. BERZINS

where F represents the average number of floating point operations each processor can perform
per second and An is an empirically determined calibration constant that accounts for the
different computational and memory access characteristics of the three stages. Similarly, the
communications model for Stage 1 is given by

TC1
= 7

[

Pxz(Pxz − 1)τs +

(
3(Pxz − 1)NxNzNy

PxzPy

)

τw

]

︸ ︷︷ ︸

Fast Fourier Transform communication

, (15)

where τs is the message startup time and τw is the inverse of the bandwidth (time necessary
to communicate a single floating point value).

Stage 2 includes several FFTs as well as the pairwise and MPI Allreduce communication
during K iterations of the pressure Helmholtz solver whose computational and communication
models are given by

T2 =

(
A2

F

)

[(49 + 4Q+ 6Je)NxNzNy + (31 + 16P + (29 + 4P )K)NxNzNeP ] + (16)

(
A2

F

)[

23

(
5

2
NxNzNy

)

log2(NxNz)

]

,

TC2
=6

[

Pxz(Pxz − 1)τs +

(
3(Pxz − 1)NxNzNy

PxzPy

)

τw

]

+ (17)

5

[

Pxz(Pxz − 1)τs +

(
(Pxz − 1)NxNzNy

PxzPy

)

τw

]

︸ ︷︷ ︸

Fast Fourier Transform communication

+

C(K + 2)

[

τs +

(
NxNz

Pxz

)

τw

]

︸ ︷︷ ︸

Pairwise communication

+2(K + 1) log2(Py)

[

τs +

(
NxNzNeP

PxzPy

)

τw

]

︸ ︷︷ ︸

MPI Allreduce communication

.

Stage 3 is similar yet differs in that three times as much data is communicated during the
viscous Helmholtz solution process yielding

T3 =

(
A3

F

)

[24NxNzNy + 3(31 + 16P + (29 + 4P )K)NxNzNeP ] + (18)

(
A3

F

)[

9

(
5

2
NxNzNy

)

log2(NxNz)

]

,

TC3
=3

[

Pxz(Pxz − 1)τs +

(
3(Pxz − 1)NxNzNy

PxzPy

)

τw

]

︸ ︷︷ ︸

Fast Fourier Transform communication

+ (19)

C(K + 2)

[

τs +

(
3NxNz

Pxz

)

τw

]

︸ ︷︷ ︸

Pairwise communication

+2(K + 1) log2(Py)

[

τs +

(
3NxNzNeP

PxzPy

)

τw

]

︸ ︷︷ ︸

MPI Allreduce communication

.
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The variable C, dependent on Py, describes the number of pairwise communications necessary
per conjugate gradient iteration (see Figure 4) and is given by

C =







0 if Py = 1 ,
2 if Py = 2 ,
4 if Py ≥ 3 .

(20)

For Stage 2 and Stage 3, the number of conjugate gradient iterations per timestepK is assumed
equal. The number of iterations is, in general, dependent upon the specific discretization used
and the topological character of the flow but is typically less than ten.

The total computational model can be rewritten in an approximate form as

T1 + T2 + T3 =

(
1

F

)

[307 + 83P + 21Je + 4(29 + 4P )K + 80 log2(NxNz)]NxNzNeP , (21)

where Ny ≈ NeP , Q = P + 2, and A1 = A2 = A3 were assumed. Hence, the computational
cost associated with increasing Ne while holding P constant is linear; however, when Nx or
Nz are increased, the computational cost increases super-linearly due to the logarithmic term
of the FFTs.

The common similarity between each stage allows for the communications model to be
written in a more concise, approximate form as

TC1
+ TC2

+ TC3
= τs

(
21P 2

xz + C1 + C2 log2(Py)
)
+ (22)

τw

(
53Ny

Py
+

2C1

Pxz
+

2C2Ny log2(Py)

PxzPy

)

NxNz ,

where Ny ≈ NeP , C1 = 2C(K + 2) and C2 = 4(K + 1). In deriving this last cost, it was
assumed that Pxz ≈ Pxz − 1. When Py is increased, the communication costs scale at most
logarithmically due to the MPI Allreduce communication while the pairwise communications
remain constant. Furthermore, by increasing the number of processors in the Py processor
group, less data must be transmitted during MPI Alltoall communications along a given Pxz

processor group leading to a reduction in the total FFT communication costs. However, when
Pxz is increased while holding Py constant, the startup communication costs of the FFT scale
as P 2

xz. In this form, the parallel performance enhancement by increasing Py rather than Pxz is
readily available; all terms that depend on Py are at most logarithmic while those that depend
on Pxz are at most quadratic.

The speedup S for this performance model is then given by

SP =
T1 + T2 + T3

T1+T2+T3

PxzPy

+ (TC1
+ TC2

+ TC3
)
, (23)

and the efficiency ε is

ε =
S

PxzPy
. (24)

Using the performance model described above, the wall clock time per timestep for various
configurations can be computed. Variations in the communication network with respect to
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MPI Alltoall, MPI Allreduce, or pairwise operations across different computing systems can
be accounted for by simply replacing the respective computational characteristics of the
aforementioned model by that for a specific architecture. This allows for a robust capability
to predict and tune the simulation performance on distinct architectures. All subsequent
simulation data uses the predicted serial wall clock time of the performance model on a single
processor for reference when computing the speedup, efficiency, and related quantities. Hence,
we investigate the absolute speedup and efficiency of the performance model and algorithm.

4.1. Memory Requirements

The amount of memory necessary for the simulations is dictated by the amount of three-
dimensional vector arrays necessary to complete the timestepping method. For a Je order
integrator with Nx × Ny × Nz grid points (i.e. Reals) given Ny ≈ NeP and Ns scalar fields,
the amount of memory (CM , in Megabytes) required for double-precision is approximately
equivalent to

CM ≈ Ns

(
NxNzNeP

218

)

, (25)

a memory usage estimate consistent with combined Fourier/Spectral element methods (16; 6).

The simulation requires Ns = 86 + 3Je scalar fields. Hence, for Je = 3, Nx = Nz = 2048,
Ne = 128, and P = 8, the amount of memory required is CM ≈ 1.472 Terabytes of memory
or, distributed over 2048 processors, 736 Megabytes per processor. Memory requirements
could be lowered significantly through judicious use of available memory, however, the given
arrangement was found to be convenient due to the need to parallelize many data sets
simultaneously and to avoid unnecessary memory instantiation or copying.

5. SCALABILITY

The computational scaling and performance results of the implemented Spectral Element
Channel Solver (SPECS) are compared to the analytic performance model to characterize the
parallel communication of the FFTs, pairwise communication, and collective communication
allowing for the accurate prediction of the simulation software performance.

5.1. Hardware

All simulations were performed on the supercomputing machine known as Thunder located
at Lawrence Livermore National Laboratory. Thunder utilizes a Quadrics interconnect with
1, 024 nodes, four 1.4 GHz Itanium2 processors per node, and 8.0 GiB of DDR266 SDRAM per
node. The communication network supports a 900 MB/s bandwidth with MPI latency less than
4µs. As of June 2006, Thunder ranked fourteenth on the TOP500 list of supercomputers (18)
with a 22.9 TFlops peak performance using the LAPACK benchmark. The largest simulations
performed utilized only half of the machine corresponding to 512 nodes or 2048 processors.
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5.2. Performance measurement technique

The measurements taken were the time for each stage and the total timestep averaged over
ten timesteps after five initialization timesteps. The number of iterations for both the viscous
and pressure solvers was fixed at K = 10 iterations with P = 8 and Je = 3 to allow for
direct comparison. The performance model was calibrated yielding the model parameters as
A1 = 13.0, A2 = 17.0, A3 = 28.0, F = 4 GFlops, τw = 4.0 · 10−9 s, and τs = 4.0 · 10−6 s.

5.3. Strong scaling

During each strong scaling simulation presented herein, the problem size was held fixed with
Nx = Nz = 512, Ne = 64, and P = 8, denoting a characteristic simulation size. Further
experiments with different simulation dimensions and data in tabular form can be found in
(10). All results presented herein represent the typical behavior found across all experiments.
The processor group parameters Py and Pxz are varied in three distinct cases, (1) Constant
Pxz, (2) Constant Py, and (3) Variable Pxz and Py, to verify the performance model and
characterize the factors that influence the scalability of the algorithm. The scaling behavior
of the speedup and efficiency for the strong scaling simulations as well as the wall clock time
for the isomemory simulations are calculated for each case as shown in Figures 5, 6, and 7.
All the plots shown within this paper adhere to the following convention. The abscissa ranges
over the number of processors, and the ordinate consists of the dependent quantity of interest
(speedup, efficiency or wall-clock time). Symbols are used to denote quantities coming from
measured data. Lines are used to denote the predicted (model) results.

A strong scaling simulation where Pxz = 32 is held fixed is shown in Figures 5(a) and 5(b).
As can be deduced from the performance model, the additional pairwise and MPI Allreduce
communication when varying Py with constant Pxz yields significantly better performance
than the opposite case when Pxz is varied with constant Py where the costly MPI Alltoall
communication dominates as shown in Figures 6(a) and 6(b). This example demonstrates how
the unfavorable FFT communications costs can be deferred to significantly higher processor
counts by concurrent use of the wall-normal parallelization. A hybrid approach where both Pxz

and Py are varied simultaneously is exhibited in Figures 7(a) and 7(b). The cases where Pxz and
Py are held fixed yield upper and lower bounds, respectively, for the parallel speedup in the case
where both parameters vary. The performance model slightly overpredicts the communication
costs associated with the FFTs; this is a result of Thunder’s use of four processors per node
allowing for some local communication to replace the MPI Alltoall communication inherent in
the Pxz processor groups.

5.4. Isomemory scaling

For an isomemory study of a parallel algorithm, the problem size is scaled with the number
of processors so that the average memory per processor is held approximately constant. For
this particular algorithm, the total memory scales linearly with the parameters Nx, Nz, Ne,
and P as shown in Equation 25. Hence, if the number of processors is doubled, one of the
aforementioned parameters is doubled so as to keep the average memory per processor constant.
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(a) Strong scaling speedup with Pxz = 32.
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(c) Isomemory scaling wall clock time with Pxz = 32.

Figure 5. Constant Pxz scaling experiments.
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(a) Strong scaling speedup with Py = 32.
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(c) Isomemory scaling wall clock time with Py = 16.

Figure 6. Constant Py scaling experiments.
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(a) Strong scaling speedup with Py = Pxz/2.
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(b) Strong scaling efficiency with Py = Pxz/2.
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(c) Isomemory scaling wall clock time with Py = Pxz/2.

Figure 7. Variable Pxz and Py scaling experiments.
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An isomemory scaling simulation where Pxz = 32 is held fixed is shown in Figure 5(c).
The total number of elements is doubled when the number of processors (in the wall-
normal direction) is doubled. For this case, the computational effort per processor remains
approximately constant as shown in Equation 21. Effectively, increasing Py for a given Pxz

while proportionately increasing the problem size provides a near constant parallel efficiency
and constant execution time due to the lack of additional MPI Alltoall type communications.

A similar set of simulation data where the number of processors controlling the Fourier
planes is doubled while doubling the problem size with Py = 16 held constant is shown
in Figure 6(c). Even though the average domain size per processor is held constant, the
total computational effort per processor is not constant due to the logarithmic term in
Equation 21, hence, the execution time is expected to increase over the range investigated.
Furthermore, the MPI Alltoall communication dominates the total communication cost when
increasing Pxz leading to further performance degradation relative to the case when holding Pxz

constant; however, the performance model overpredicts the experimental data. We attribute
this to Thunder’s processor topology with four processors per node allowing for some local
communication during an MPI Alltoall.

Another simulation where both the Pxz and Py processor groups were increased
simultaneously such that Py = Pxz/2 is shown in Figure 7(c). The expected trends of the FFT
scaling are exhibited relative to the case where Pxz was fixed; however, the FFT communication
cost is deferred to higher processors due to the concurrent increase in Py processor groups.
Thus, the time per timestep effectively remains constant when the number of wall-normal
processors increases yet slowly degrades as the number of streamwise/spanwise processors
increases. This supports the remarks concerning how the performance decrease due to the
FFTs can be deferred by appropriate use of the wall-normal processor topology.

6. CONCLUSIONS

We have shown an effective parallelization method for use in the direct numerical simulation of
turbulent channel flow. The proposed parallelization method was derived as a consequence of
reevaluating algorithmic designs based upon assumptions that may no longer hold true. What
once were limiting factors which impacted algorithm and software design decisions may no
longer be the current bottleneck. Hence, the challenge is then to assess what design decisions
need to be reevaluated and to consider developing novel algorithms that exploit large-scale
parallelism on several thousand processors to solve problems with higher and higher Reynolds
numbers thereby developing the next generation of simulations. To aid our algorithmic
evaluation, a performance model was developed based upon common communication pattern
building blocks that accurately predicts the parallel performance of the simulation software
while maintaining a high-degree of modularity in that the various components that arise from
communication overhead are easily identifiable and replaceable depending upon the underlying
hardware architecture. This fidelity allows for the realistic prediction of parallel performance
on arbitrary architectures.
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