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Abstract. Multidisciplinary research reliant upon high-performance
computing stretches the traditional educational framework into which
it is often shoehorned. Multidisciplinary research centers, coupled with
flexible and responsive educational plans, provide a means of training
the next generation of multidisciplinary computational scientists and
engineers. The purpose of this paper is to address some of the issues
associated with providing appropriate education for those being trained
by, and in the future being employed by, multidisciplinary computational
science research environments.

1 Introduction

The emerging multidisciplinary area of Computing, as distinguished from tra-
ditional Computer Science, is the study and solution of a new class of multi-
disciplinary problems whose solution depends on the combination of state-of-
the-art computer science coupled with domain-specific expertise in such areas
as medicine, engineering, biology, and geophysics. In a Computing Research As-
sociation article [1], Foley describes Computing as the integration of Computer
Science and other disciplines to address problems of wide interest as illustrated
in Figure 1. Multidisciplinary Computing is one of the fastest growing research
areas in the US and Europe.

Examples of typical multidisciplinary computing problems are:

– How can we efficiently store, model, visualize and understand the mass of
data generated by the human genome program?

– How might we model, simulate and visualize the functions of the heart and
brain to better diagnose and treat cardiac and neural abnormalities with a
view to improving the quality of life?

– How might we compute solutions to realistic physical models of dangerous
situations such as explosions with a view to improving safety?

The next wave of industry growth will focus on opportunities resulting from
the answers to questions such as these. Examples of Computing efforts at the
University of Utah include the School of Computing, Scientific Computing and
Imaging (SCI) Institute, the Department of Energy (DOE) ASCI Center for
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Fig. 1. Relationships between Computing, Computer Science and Applications,

adapted from J. Foley’s CRA article [1]

the Simulation of Accidental Fires and Explosions (C-SAFE), the NSF Grid-
Computing Environment for Research, and Education in Computational Engi-
neering Science, among several others.

The objective of this paper is to present an educational model that bridges
the research mission of university computing research activities with the edu-
cational mission of the university in a synergistic way that benefits both the
university and the student. We present a new University of Utah program that
provides educational opportunities specifically enhanced by interaction with on-
campus computing research activities. This program is a Ph.D. program in
Computing with emphasis tracks in Scientific Computing, Computer Graph-
ics and Visualization, and Robotics, offered through the School of Computing.
It is worth stressing that these are not developments in isolation. In 1998, 31
graduate programs in computational science at U.S. Universities had been cre-
ated. As of 2003, the number had grown to 47. In addition, since 1998, 16
new undergraduate degree programs in computational science had been created.
The Computing track in Scientific Computing benefits from, and builds upon,
the current M.S. degree program in Computational Engineering and Science
(CES) [2].

The paper is organized as follows. In Section 2, we will present the research
missions and research results from two large computing research centers that
reside on the University of Utah campus. In Section 3, we will present details
concerning the new Computing graduate degree program, with specific empha-
sis on how this educational programs provide a win-win situation for both the
research missions of the centers and the educational mission of the university.
We will use an example from a high performance computing course to illustrate
the intertwined nature of classroom education and research education. We con-
clude in Section 4 with a summary and discussion of our findings concerning this
integrated approach.
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2 Multidisciplinary Research Efforts at Utah

To accurately understand and appreciate the environment in which these pro-
grams were developed, we will present a discussion of two current research centers
at the University of Utah. The first of these is the Center for the Simulation of
Accidental Fires and Explosions (C-SAFE), funded by the U.S. Department of
Energy, which represents a center whose focus is the physical sciences and en-
gineering. The second is the Center for Bioelectric Field Modeling, Simulation,
and Visualization funded by the U.S. National Institutes of Health (NIH), which
represents a center whose focus is in biomedicine and bioengineering. These two
centers represent research efforts rich in opportunity for integrating teaching and
research in high-performance computing.

2.1 Center for the Simulation of Accidental Fires and Explosions
(C-SAFE)

C-SAFE is funded under the Department of Energy’s Accelerated Strategic
Computing Initiative (ASCI) program. The primary goal of C-SAFE focuses
specifically on providing state-of-the-art, science-based tools for the numerical
simulation of accidental fires and explosions, especially within the context of han-
dling and storage of highly flammable materials. In Figure 2 (left) we present
a visualization of a fire calculation which required the efforts of computational
scientists, mathematicians and engineers. The objective of C-SAFE is to provide
a system comprising a problem-solving environment (the Uintah PSE) [3, 4] in
which fundamental chemistry and engineering physics are fully coupled with
non-linear solvers, optimization, computational steering, visualization and ex-
perimental data verification.

Fig. 2. C-SAFE (left): A simulation of an explosive device enveloped in a jet fuel

fire, just after the point of explosion. Particles representing the solid materials (steel

and HMX) are colored by temperature, and the gases (PBX product gases and fire) are

volume rendered. NCRR BioFEM PowerApp (right): A modeling, simulation and

visualization environment for bioelectric fields. Shown here is a visualization showing

the results from a finite element simulation of electric current and voltage within a

model of the human torso



Integrating Teaching and Research in HPC: Experiences and Opportunities 39

One of the major educational challenges posed by this environment is balanc-
ing the need to lay a firm foundation in high-performance computing “fundamen-
tals” while at the same time exposing students to the practical issues that arise
in large-scale high-performance codes as used by C-SAFE. Often times concepts
and tools are taught serially across different courses and different textbooks (and
with a variety of application domains in mind), and hence the interconnection
between the education and the practical is not immediately apparent. Of partic-
ular importance to the mission of C-SAFE is the ability of the software to use
large numbers of processors in a scalable way but also to be able to use adaptive
meshes in both space and time as a means of changing resolution in order to
increase the fidelity of the computation. These aims may be conflicting unless
great care is taken. In Section 3.2 we present a description of a high-performance
computing and parallelization course offered as part of the Computing Program
which attempts to address this issue.

2.2 Center for Bioelectric Field Modeling, Simulation, and
Visualization

In 2000, one of the authors (CRJ) saw the need for interdisciplinary biomedical
computing research as expressed in the following [5]:

“[R]evolutionary solutions to important science and technology prob-
lems are likely to emerge from scientists and engineers who are working
at the frontiers of their respective disciplines and are also engaged in
dynamic interdisciplinary interactions. . . . [B]iomedicine is now partic-
ularly well poised to contribute to advances in other disciplines and to
benefit substantially from interactions with those disciplines.”

In keeping with this vision, Johnson et al. initiated the NIH-funded Center
for Bioelectric Field Modeling, Simulation, and Visualization at the University
of Utah. The motivation for this Center comes from the confluence of scientific
imagination and the maturation of the technology required to pursue new ideas.
As computers have become more and more powerful, their users have acquired
the potential ability to model, simulate, and visualize increasingly complex phys-
ical and physiological phenomena. To realize this new potential there have also
been concomitant advances in computer software such as graphical user inter-
faces, numerical algorithms, and scientific visualization techniques. This com-
bination of more powerful devices and the software to use them has allowed
scientists to apply computing approaches to a continually growing number of
important areas—such as medicine and, in particular, the important field of
bioelectricity.

The mission of the Center is:

– To conduct technological research and development in advanced modeling,
simulation, and visualization methods for solving bioelectric field problems.

– To create and disseminate an integrated software problem solving environ-
ment for bioelectric field problems called BioPSE [6] which allows interaction
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between the modeling, computation, and visualization phases of a bioelectric
field simulation as illustrated in Figure 2 (right).

One of the educational challenges within this type of environment is to de-
velop a curriculum which instills good software engineering practices within the
context of user-driven scientific computing software. Portability, extensibility,
usability and efficiency all compete in this type of software environment; most
Computing training focuses on one or two of these issues, but does not show how
to balance the competing interests of these areas to create a product which meets
the mission as stated above. The Computing degree infrastructure described in
Section 3 is designed to accommodate these type of needs.

3 Integrating Research and Teaching

Students participating in high-tech research areas with our faculty are at present
limited to academic program choices that do not currently reflect either the
changing multidisciplinary demands of employers in industry nor the actual
breadth and multidisciplinary nature of their research training and achievements.
While many of these students participate in the high-quality Computer Science
graduate program, their multidisciplinary needs and aspirations are somewhat
different from those satisfied by conventional Computer Science, which provides
more emphasis on learning about computer hardware, operating systems, and
theory, and less on how to solve real-world interdisciplinary computing problems.

To bridge the gap between the high-performance programming and comput-
ing needs of the research centers as described above, we envisage an integrated
research and teaching environment which provides sufficient structure to instill
foundational scientific computing knowledge while providing sufficient freedom
to individualize a program of study to the student’s research and professional
needs. The bridge has been built within the new Computing Degree offered by
the School of Computing at the University of Utah, which is described in the
next section.

3.1 Computing Degree Program

Two key features of our new Computing graduate degree structure are particu-
larly designed to meet this student expectation. Not only is the new Computing
degree designed to integrate knowledge from many starting points (engineering,
mathematics, physics, medicine), but its track structure makes it possible to
build natural and student-centered collaborative academic programs across the
University. The Computing degree structure operates at both Masters and Doc-
toral level and is interdisciplinary through its track structure. Each track has
a minimum of six faculty members who form a Track Faculty Committee. This
track structure makes it possible for the Computing degree to be applicable to
emerging multidisciplinary problems with a maximum of efficiency in a sound
academic manner. We note that academic tracks have been shown to be a suc-
cessful mechanism for offering a variety of educational opportunities within a
larger degree option.
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The current tracks existing under the umbrella of the Computing Degree
are: (1) Scientific Computing, (2) Computer Graphics and Visualization and (3)
Robotics. Our focus in this paper is on the scientific computing track.

The Scientific Computing track trains students to perform cutting edge re-
search in all of the aspects of the scientific computing pipeline: mathematical and
geometric modeling; advanced methods in simulation such as high-performance
computing and parallelization; numerical algorithm development; scientific vi-
sualization; and evaluation with respect to basic science and engineering. Stu-
dents apply this knowledge to real-world problems in important scientific dis-
ciplines, including combustion, mechanics, geophysics, fluid dynamics, biology,
and medicine. Students integrate all aspects of computational science, yielding
a new generation of computational scientists and engineers who are performing
fundamental research in scientific computing, as well as being interdisciplinary
“bridge-builders” that facilitate interconnections between disciplines that nor-
mally do not interact. Our mission is to provide advanced graduate training in
scientific computing and to foster the synergistic combination of computer and
computational sciences with domain disciplines.

The scientific computing track requires only four “fundamental” courses: Ad-
vanced Scientific Computing I/II, Scientific Visualization, and High-Performance
Computing and Parallelization. These four courses are designed to provide suf-
ficient breadth in computing issues as to allow individual faculty members to
then use the remaining course hour requirements to individually direct a stu-
dent’s program of study to meet that student’s research needs. In the following
section, we describe in depth one of the four aforementioned classes, with the
specific intent of showing how it fulfills the gap-filling need described earlier.

3.2 Computing Degree Program - “High-Performance Computing
and Parallelization” Course

In this section we take one example from the Scientific Computing track of the
new Computing degree and relate it to the C-SAFE research in high performance
computing.

The course entitled “High Performance Computing and Parallelization” is
intended to make it possible to understand parallel computer architecture at a
high level; to write portable parallel programs using the message passing sys-
tem MPI; and to understand how to construct performance models for parallel
programs. The course covers the use of workstation networks as parallel comput-
ers and issues such as data decomposition, load balancing, communications and
synchronization in the design of parallel programs. Both distributed memory
and shared memory programming models are used. Performance models and
practical performance analysis are applied to multiple case studies of parallel
applications. The course is based on the books [7, 8] with background material
from [9] and from a number of research papers such as [10, 4, 11, 3].

The course assignments involve writing parallel programs on a parallel com-
puting cluster. One issue that arises in the teaching of this material is the conflict
between the students being able to learn quickly and possibly interactively if at
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all possible against the normal mode of batch production runs. Often the best
way to resolve this conflict is through the purchase of a small teaching cluster.

Simple Performance Analysis. In understanding parallel performance it is
first necessary to understand serial performance as the concepts that occur on
parallel machines such as memory hierarchy are also present on serial machines in
the shape of cache and tlb effects [8]. In understanding parallel performance and
scalability the concepts of Isoefficiency, Isomemory and Isotime are all impor-
tant and are often the most difficult topics for the students to grasp. Isoefficiency
studies consider how fast the problem size has to grow as the number of pro-
cessors grows to maintain constant efficiency. Isotime studies consider how fast
the problem size has to grow as the number of processors grows to maintain
constant execution time. Isomemory studies consider how fast the problem size
has to grow as the number of processors grows to maintain constant memory
use per processor.

These metrics may be defined for a problem of size n whose execution time
is T (n, p) on p processors and lead to a number of conclusions, see [10, 11]:

(i) If the Isotime function keeps (T(n,1)/p) constant then the Isotime model
keeps constant efficiency, and the parallel system is scalable.

(ii) If execution time is a function of (n/p) then the Isotime and Isoefficiency
functions grow linearly with the number of processors, and the parallel sys-
tem is scalable.

(iii) If the Isotime function grows linearly then the Isoefficiency function grows
linearly, and the parallel system is scalable.

(iv) If Isoefficiency grows linearly and the computational complexity is linear
then the Isotime grows linearly, and the parallel system is scalable.

Martin and Tirado [11] quote an illuminating example from linear algebra char-
acterized by a multigrid problem size of N2 for which Isomemory and Isotime
require N2 = p while for Isoefficiency N2 = p2. In this case if problem size is
scaled with Isotime (and memory) execution time is constant and efficiency de-
creases slowly. In their example a 128x128 problem on 2 processors needs to go
to 512x512 on 8 processors for Isoefficiency, rather than 256x256 on 8 processors
for Isotime performance.

The importance of such results for C-SAFE, as it moves towards an adaptive
parallel architecture of a very complex multi-physics code, is that they provides a
good theoretical base for those involved in the development of the load balancing
algorithms needed to make effective use of large numbers of processors on the
latest generation of machines.

4 Summary and Discussion

Multidisciplinary research has become an integral part of the research landscape,
and its importance will continue to grow in the future. How discipline-centered
university programs adapt to the changing nature of research will directly impact
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scientific and engineering progress in this next century. More tightly coupled
integration of research and teaching is mandatory. The University of Utah’s
Computing Degree Program as described in this paper provides a mechanism
solid enough to provide stability to students while progressive enough to adapt
to varying needs of both the student and the research centers with which the
students interact.
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