
ABSTRACT:
Complete mapping of neuronal networks requires data 
acquisition at synaptic resolution with canonical coverage of 
tissues and robust neuronal classification. Transmission electron 
microscopy (TEM) remains the optimal tool for network 
mapping. However, capturing high resolution,  large, serial 
section TEM (ssTEM) image volumes is complicated by the 
need to precisely mosaic distorted image tiles and subsequently 
register distorted mosaics. Moreover, most cell or tissue class 
markers are not optimized for TEM imaging. 

We present a complete framework for neuronal reconstruction at   
ultrastructural resolution, allowing the elucidation of complete 
neuronal circuits. This workflow combines TEM-compliant 
small molecule profiling with automated image tile mosaicking, 
automated slice-to-slice image registration and terabyte-scale 
image browsing for volume annotation. Networks that 
previously would require decades of assembly can now be 
completed in months, enabling large-scale connectivity analyses 
of both new and legacy data. Additionally, these approaches can 
be extended to other tissue or biological network systems.

INTRODUCTION:
Deciphering and reconstructing complete neuronal networks and  
is one of the grand challenge in neuroscience, particularly in 
vision science. Defining connectomes [1, 2] or complete 
network (CN) maps for canonical regions of any metazoan tissue 
requires robust cataloguing of classes [3-7], mapping of 
statistically distinct patterns [8-11] and tracing of characteristic 
connections [12-14]. Anatomic and physiologic methods for 
network analysis particularly in neural systems has not kept pace 
with the demands for phenotyping an ever expanding genetic 
library of neurologic disorders in general [15] and retinal 
disorders in particular [16]. Historically, anatomy has shown far 
more power to define neural network identity than either 
modeling or physiological strategies and, in practice, ssTEM has 
remained the gold standard for validating existing network 
maps. expanding these current state of the art beyond a select, 
few laboratories in a critical need and tools that resolve these 
problems will open a new era of exploration and understanding.
To this end, we have developed a complete suite of software 
tools and strategies that leverage the current installed base of 
ultrastructural resources. Commercial [17] and academic [18, 
19] software solutions for small-scale, user-guided mosaicking, 
combined with multimodal registration have been available, but 
are not viable for large datasets representing CN assemblies or 

high throughput approaches. By providing tools capable of 
precisely and automatically tiling many images (  1000-4000) 
into large mosaics,  precisely registering serial mosaics 
(including multimodal frames) with the capability to browse and 
annotate gigabyte to terabyte sized image sets and volumes, we 
hope to enable expanded analysis of connectivity patterns not 
only in existing but also in new image databases.

Elucidating connective patterns in complex neural tissue and the 
characterization of pathological circuitry in disease states 
requires sampling scales that have been until recently, 
impossible. Indeed, some neural reconstruction tasks are so large 
that they transcend grant cycles or even investigator lifetimes 
using current resources [20]. The volume that must be 
constructed to approach sampling completeness in the inner 
plexiform layer of the mammalian retina is three orders of 
magnitude larger than most typical ssTEM volumes used in CNS 
[18, 21]. One approach is to address these challenges by 
developing novel platforms to acquire pre-aligned serial electron 
microscopy images [22-25]. However these platforms alone are 
not the sole nor optimal strategies for ssTEM volume assembly 
due to their destructive methods employed to capture data. 
Furthermore, approaches other than ssTEM, are limited in 
resolution and speed, and most of the platforms are 
developmental or highly restricted in availability. Conversely, 
ssTEM has the ability to capture high resolution data with 
tremendous exibility in staining and immunocytochemical 
options, very fast acquisition times and the potential for 
parallelization with other TEM facilities working to acquire data 
concurrently. Data assembly of projects working in parallel 
could be readily done if tools to harmonize the effort were 
widely available.

We present the essential software tools, speci cally those for 
assembling large-scale mosaics and achieving slice-to-slice 
image registration for use not only in neural systems, but also 
allowing  the fusion of molecular profiling, image acquisition, 
volume assembly and data viewers/annotators to be used as tools 
for discovery in non-neural systems. The potential for  practical 
genetic screening  and diagnostics can not be overlooked.

DISCUSSION: 
There are three major barriers to large scale ssTEM 
reconstruction: mosaicking, registration and viewing. While 
mathematically robust tools have long existed for analyst-guided 
non-linear mosaicking and registration (e.g. PCI Geomatica ®); 
see Marc and Cameron 2002 [26], and many solid efforts have 
been made to provide tools that work on small volumes 
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[19].However, the scale of ssTEM canonical volume 
reconstruction precludes a user-guided software solution and 
demands some automation. The ability of our software tools, ir-
fft / ir-grid-re ne to automatically mosaic individual tiles and ir-
stos-brute / ir-stos-grid to automatically register mosaics enables 
any laboratory to build high-performance ssTEM volumes from 
new data or existing legacy data in film formats. Many 
extremely high quality ssTEM datasets have been produced in 
the past three decades [21, 27-32], but their analyses have been 
restricted to one-time manual tabulations, drawings and 
representative halftone imagery.. And despite the development 
of early far-sighted reconstruction frameworks [33] and 
subsequent enhancements, the code, platforms and throughput of 
those schemata reached neither the performance nor availability 
required for canonical eld reconstructions, orphaning those 
datasets from further exploration and participation. By contrast, 
our tools provide the framework for global access of legacy 
datasets via a central repository

CMP and ssTEM.
The importance of molecular classi cation of neural data cannot 
is fundamental to understanding the participants in networks. 
Without even partial classi cation, ssTEM reconstructions 
remain of limited value. This remains true even with the ability 
to nominally identify individual cells by stochastic, ad-hoc or 
even multivariate protein expression [1]. In contrast, small 
molecule computational molecular phenotyping (CMP) allows 
the categorization of participants in networks before the network 
is built from ssTEM. Classi cation by post-hoc unraveling of 
connectivity is an impractical and statistically difficult way to 
identify synaptic connectivities.

THE RETINAL CN MAPPING FRAMEWORK. 
Our objective in developing these tools is retinal CN mapping. 
We have begun implementation of this process by developing a 
rabbit retinal preparation with strong image segmentation. As 
shown previously, [34-36] augmenting CMP libraries with the 
activity marker 1-amino-4-guanidobutane (AGB) generates a 
nearly complete neuronal classi cation. These signals are also 
fully compatible with ssTEM  rendering a functional assessment 
combined with traditional anatomical approaches. We have 
prepared a single retinal preparation with sixteen regions, each 
de ned as a canonical eld for CN mapping. These regions are 
being sectioned, stained and captured with an estimated 
completion within a year. The strategy uses horizontal serial 
sections (sections in the plane of the retina) beginning from 
either the AC or GC side of the inner plexiform layer. Those 
cellular layers are rst classi ed as CMP bounding layers 
registered to the ssTEM set of >400 sections, with each section 
captured in mosaics of 950-1100 tiles. Upon completion,each 
volumewill be made available for our own and community 
browsing and annotation, described as follows.

A PROPOSAL FOR MULTI-TEM PROJECTS. 
Most of the example ssTEM volumes our group has produced so 
far have been collected with a single high-performance 
microscope. We can capture ~4000 tiles in 24hrs. However, the 
install base of manual TEM systems or lm-based systems with 
montaging stages far exceeds those with high-resolution digital 
cameras. Further, the performance of lm is still superior to any 
digital system and the potential for capturing high bit-depth 
scanned images manually augmented with positional metadata 
makes our ultrastructural framework even more practical. By 
fragmenting large projects into packets of grids that can be 

captured in parallel, it is possible to process and scan data in 
parallel followed by distribution of tiles to a central resource for 
volume builds. The analysis phase of CN mapping includes 
building descriptions of connectivity through identification of 
cells and processes followed by markup of synaptic 
connections.. We are currently developing tools to automate 
synapse and gap junction recognition. However, our experience 
is that trained analysts perform tagging and synapse markup 
with high precision and speed. Furthermore, large datasets can 
be analyzed in parallel by large groups as shown by those in the 
astronomy fields withthe www.galaxyzoo.org project to classify 
millions of galaxies imaged by various platforms such as the 
Sloan Digital Sky Survey (www.sdss.org). Given the importance 
of mammalian CNS circuitry analysis in neurological disorders, 
and the scope of the tasks, the feasibility of a single labs 
performing entire reconstrcutions is becoming increasingly 
impractical, as is the notion that computational pattern 
recognition can adequately screen data without missing 
important observations. Human eyes remain the best pattern 
recognition systems for ssTEM data. The value of our strategy to  
develop a scalable, web-compliant viewer for community 
markup lies in the fact that new, powerful acquisition platforms 
[23-25] and their descendants will soon create an additional 
deluge of high-quality data. 

BIBLIOGRAPHY:
[1] J. W. Lichtman, J. Livet, and J. R. Sanes, “A technicolour 

approach to the connectome,” Nat Rev Neurosci, vol. 9, pp. 
417-422, 2008.

[2] O. Sporns, G. Tononi, and R. Kötter, “The Human 
Connectome: A structural description of the human brain,” 
PLoS Computational Biology, vol. 1, pp. e42, 2005.

[3] M. A. MacNeil, J. K. Heussy, R. F. Dacheux et al., “The 
shapes and numbers of amacrine cells: matching of 
photofilled with Golgi-stained cells in the rabbit retina and 
comparison with other mammalian species,” J Comp Neurol, 
vol. 413, pp. 305-26, 1999.

[4] R. E. Marc, and B. W. Jones, “Molecular phenotyping of 
retinal ganglion cells,” J Neurosci, vol. 22, no. 2, pp. 413-27, 
Jan 15, 2002.

[5] M. A. MacNeil, J. K. Heussy, R. F. Dacheux et al., “The 
population of bipolar cells in the rabbit retina,” J Comp 
Neurol, vol. 472, pp. 73-86, APR 19, 2004.

[6] H. Otsuna, and K. Ito, “Systematic analysis of the visual 
projection neurons of Drosophila melanogaster - I: Lobula-
specific pathways.,” J Comp Neurol, vol. 497, pp. 928-958, 
2006.

[7] K. D. Micheva, and S. J. Smith, “Array tomography: A new 
tool for imaging the molecular architecture and ultrastructure 
of neural circuits,” Neuron, vol. 55, pp. 25-36, 2007.

[8] D. I. Vaney, "The mosaic of amacrine cells in the mammalian 
retina," Progress in retinal research, pp. 49–100, New York: 
Pergamon, 1990.

[9] A. Peters, J. M. Cifuentes, and C. Sethares, “The organization 
of pyramidal cells in area 18 of the rhesus monkey,” Cereb 
Cortex, vol. 7, pp. 405-421, July 1, 1997, 1997.

[10] J. S. Lund, A. Angelucci, and P. C. Bressloff, “Anatomical 
substrates for functional columns in macaque monkey 
primary visual cortex,” Cereb Cortex, vol. 13, pp. 15-24, 
January 1, 2003, 2003.

[11] B. Reese, "Mosaics, tiling and coverage by retinal neurons," 
The Senses: A comprehensive reference. Vision, 1, R. H. 
Masland and T. Albright, eds., pp. 439-456, Amsterdam: 
Elsevier, 2008.

[12] H. Kolb, and E. V. J. Famiglietti, “Rod and cone pathways in 
the retina of the cat,” Invest Ophthal, vol. 15, pp. 935-946, 
1974.

1136

Authorized licensed use limited to: The University of Utah. Downloaded on January 22, 2010 at 18:41 from IEEE Xplore.  Restrictions apply. 



[13] D. J. Calkins, and P. Sterling, “Absence of spectrally specific 
lateral inputs to midget ganglion cells in primate retina,” 
Nature, vol. 381, pp. 613-615, 1996.

[14] K. Klug, S. Herr, I. T. Ngo et al., “Macaque retina contains 
an S-cone OFF midget pathway,” J Neurosci, vol. 23, pp. 
9881-9887, October 29, 2003, 2003.

[15] J. N. Crawley, “Behavioral phenotyping strategies for mutant 
mice,” Neuron, vol. 57, pp. 809-818, 2008.

[16] R. E. Marc, B. W. Jones, C. B. Watt et al., “Neural 
remodeling in retinal degeneration,” Prog Ret Eye Res, vol. 
22, pp. 607-655, 2003.

[17] R. E. Marc, and W. Liu, “Fundamental GABAergic amacrine 
cell circuitries in the retina: nested feedback, concatenated 
inhibition, and axosomatic synapses,” Journal of 
Comparative Neurology, vol. 425, no. 4, pp. 560-82, 2000.

[18] J. C. Fiala, and K. M. Harris, “Extending unbiased stereology 
of brain ultrastructure to three-dimensional volumes,” 
Journal of the American Medical Informatics Association, 
vol. 8, no. 1, pp. 1-16, JAN-FEB, 2001.

[19] J. C. Fiala, “Reconstruct: a free editor for serial section 
microscopy,” J Microsc, vol. 218, no. Pt 1, pp. 52-61, Apr, 
2005.

[20] J. C. Fiala, "Three-dimensional structure of synapses in the 
brain and on the web ".

[21] K. M. Harris, E. Perry, J. Bourne et al., “Uniform serial 
sectioning for transmission electron microscopy,” J Neurosci, 
vol. 26, no. 47, pp. 12101-3, Nov 22, 2006.

[22] W. Denk, and H. Horstmann, “Serial block-face scanning 
electron microscopy to reconstruct three-dimensional tissue 
nanostructure,” PLoS Biol, vol. 2, no. 11, pp. e329, Nov, 
2004.

[23] K. L. Briggman, and W. Denk, “Towards neural circuit 
reconstruction with volume electron microscopy techniques,” 
Curr Opin Neurobiol, vol. 16, no. 5, pp. 562-70, Oct, 2006.

[24] K. N. Hayworth KJ, Schalek R, Lichtman JW “Automating 
the collection of ultrathin serial sections for large volume 
TEM reconstructions. ,” Microscopy and Microanalysis, no. 
12, pp. 86-87, 2006.

[25] G. Knott, H. Marchman, D. Wall et al., “Serial section 
scanning electron microscopy of adult brain tissue using 
focused ion beam milling,” J Neurosci, vol. 28, no. 12, pp. 
2959-64, Mar 19, 2008.

[26] R. E. Marc, and D. A. Cameron, “A molecular phenotype 
atlas of the zebrafish retina,” Journal of Neurocytology, vol. 
in press, 2002.

[27] J. K. Stevens, T. L. Davis, N. Friedman et al., “A systematic 
approach to reconstructing microcircuitry by electron 
microscopy of serial sections,” Brain Res, vol. 2, no. 3, pp. 
265-93, Dec, 1980.

[28] R. G. Smith, M. A. Freed, and P. Sterling, “Microcircuitry of 
the dark-adapted cat retina: functional architecture of the rod-
cone network,” J Neurosci, vol. 6, no. 12, pp. 3505-17, Dec, 
1986.

[29] K. A. Linberg, and S. K. Fisher, “An ultrastructural study of 
interplexiform cell synapses in the human retina,” Journal of 
Comparative Neurology, vol. 243, no. 4, pp. 561-76, 1986.

[30] E. Strettoi, E. Raviola, and R. F. Dacheux, “Synaptic 
connections of the narrow-field, bistratified rod amacrine cell 
(AII) in the rabbit retina,” J Comp Neurol, vol. 325, no. 2, pp. 
152-68, Nov 8, 1992.

[31] H. Kolb, and R. Nelson, “OFF-alpha and OFF-beta ganglion 
cells in cat retina: II. Neural circuitry as revealed by electron 
microscopy of HRP stains,” J Comp Neurol, vol. 329, no. 1, 
pp. 85-110, Mar 1, 1993.

[32] D. J. Calkins, and P. Sterling, “Microcircuitry for two types 
of achromatic ganglion cell in primate fovea,” J Neurosci, 
vol. 27, no. 10, pp. 2646-53, Mar 7, 2007.

[33] J. K. Stevens, B. A. McGuire, and P. Sterling, “Toward a 
functional architecture of the retina: serial reconstruction of 
adjacent ganglion cells,” Science, vol. 207, no. 4428, pp. 
317-9, Jan 18, 1980.

[34] R. E. Marc, “Kainate activation of horizontal, bipolar, 
amacrine, and ganglion cells in the rabbit retina,” Journal of 
Comparative Neurology, vol. 407, no. 1, pp. 65-76, 1999.

[35] R. E. Marc, and B. W. Jones, “Molecular phenotyping of 
retinal ganglion cells,” Journal of Neuroscience, vol. 22, no. 
2, pp. in press, 2002.

[36] R. E. Marc, B. W. Jones, J. R. Anderson et al., “Neural 
reprogramming in retinal degeneration,” Investigative 
Ophthalmology & Visual Science, vol. 48, no. 7, pp. 
3364-3371, Jul, 2007.

1137

Authorized licensed use limited to: The University of Utah. Downloaded on January 22, 2010 at 18:41 from IEEE Xplore.  Restrictions apply. 


