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Genomic Signal Processing: From Matrix Algebra 
to Genetic Networks

Orly Alter

Summary
DNA microarrays make it possible, for the first time, to record the complete genomic sig-

nals that guide the progression of cellular processes. Future discovery in biology and medi-
cine will come from the mathematical modeling of these data, which hold the key to
fundamental understanding of life on the molecular level, as well as answers to questions
regarding diagnosis, treatment, and drug development. This chapter reviews the first data-
driven models that were created from these genome-scale data, through adaptations and gen-
eralizations of mathematical frameworks from matrix algebra that have proven successful in
describing the physical world, in such diverse areas as mechanics and perception: the singu-
lar value decomposition model, the generalized singular value decomposition model compar-
ative model, and the pseudoinverse projection integrative model. These models provide
mathematical descriptions of the genetic networks that generate and sense the measured data,
where the mathematical variables and operations represent biological reality. The variables,
patterns uncovered in the data, correlate with activities of cellular elements such as regulators
or transcription factors that drive the measured signals and cellular states where these ele-
ments are active. The operations, such as data reconstruction, rotation, and classification in
subspaces of selected patterns, simulate experimental observation of only the cellular pro-
grams that these patterns represent. These models are illustrated in the analyses of RNA
expression data from yeast and human during their cell cycle programs and DNA-binding data
from yeast cell cycle transcription factors and replication initiation proteins. Two alternative
pictures of RNA expression oscillations during the cell cycle that emerge from these analy-
ses, which parallel well-known designs of physical oscillators, convey the capacity of the
models to elucidate the design principles of cellular systems, as well as guide the design of
synthetic ones. In these analyses, the power of the models to predict previously unknown bio-
logical principles is demonstrated with a prediction of a novel mechanism of regulation that
correlates DNA replication initiation with cell cycle-regulated RNA transcription in yeast.
These models may become the foundation of a future in which biological systems are mod-
eled as physical systems are today.
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1. Introduction
1.1. DNA Microarray Technology and Genome-Scale Molecular
Biological Data

The Human Genome Project, and the resulting sequencing of complete
genomes, fueled the emergence of the DNA microarray hybridization technology
in the past decade. This novel experimental high-throughput technology makes it
possible to assay the hybridization of fluorescently tagged DNA or RNA mol-
ecules, which were extracted from a single sample, with several thousand syn-
thetic oligonucleotides (1) or DNA targets (2) simultaneously. Different types
of molecular biological signals, such as DNA copy number, RNA expression
levels, and DNA-bound proteins’ occupancy levels, that correspond to activi-
ties of cellular systems, such as DNA replication, RNA transcription, and bind-
ing of transcription factors to DNA, can now be measured on genomic scales
(e.g., refs. 3 and 4). For the first time in human history it is possible to moni-
tor the flow of molecular biological information, as DNA is transcribed to
RNA, RNA is translated to proteins, and proteins bind to DNA, and thus to
observe experimentally the global signals that are generated and sensed by cel-
lular systems. Already laboratories all over the world are producing vast quan-
tities of genome-scale data in studies of cellular processes and tissue samples
(e.g., refs. 5–9).

Analysis of these new data promises to enhance the fundamental understand-
ing of life on the molecular level and might prove useful in medical diagnosis,
treatment, and drug design. Comparative analysis of these data among two or
more organisms promises to give new insights into the universality as well 
as the specialization of evolutionary, biochemical, and genetic pathways.
Integrative analysis of different types of these global signals from the same
organism promises to reveal cellular mechanisms of regulation, i.e., global
causal coordination of cellular activities.

1.2. From Technology and Large-Scale Data to Discovery and Control
of Basic Phenomena Using Mathematical Models: Analogy From
Astronomy

Biology and medicine today, with these recent advances in DNA microarray
technology, may very well be at a point similar to where physics was after the
advent of the telescope in the 17th century. In those days, astronomers were
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compiling tables detailing observed positions of planets at different times for
navigation. Popularized by Galileo Galilei, telescopes were being used in these
sky surveys, enabling more accurate and more frequent observations of a grow-
ing number of celestial bodies. One astronomer, Tycho Brahe, compiled some
of the more extensive and accurate tables of such astronomical observations.
Another astronomer, Johannes Kepler, used mathematical equations from ana-
lytical geometry to describe trends in Brahe’s data, and to determine three laws
of planetary motion, all relating observed time intervals with observed dis-
tances. These laws enabled the most accurate predictions of future positions of
planets to date. Kepler’s achievement posed the question: why are the planetary
motions such that they follow these laws? A few decades later, Isaac Newton
considered this question in light of the experiments of Galileo, the data of
Brahe, and the models of Kepler. Using mathematical equations from calculus,
he introduced the physical observables mass, momentum, and force, and
defined them in terms of the observables time and distance. With these postu-
lates, the three laws of Kepler could be derived within a single mathematical
framework, known as the universal law of gravitation, and Newton concluded
that the physical phenomenon of gravitation is the reason for the trends
observed in the motion of the planets (10). Today, Newton’s discovery and
mathematical formulation of the basic phenomenon that is gravitation enables
control of the dynamics of moving bodies, e.g., in exploration of outer space.

The rapidly growing number of genome-scale molecular biological datasets
hold the key to the discovery of previously unknown molecular biological prin-
ciples, just as the vast number of astronomical tables compiled by Galileo and
Brahe enabled accurate prediction of planetary motions and later also the dis-
covery of universal gravitation. Just as Kepler and Newton made their discov-
eries by using mathematical frameworks to describe trends in these large-scale
astronomical data, also future predictive power, discovery, and control in biol-
ogy and medicine will come from the mathematical modeling of genome-scale
molecular biological data.

1.3. From Complex Signals to Simple Principles Using Mathematical
Models: Analogy From Neuroscience

Genome-scale molecular biological signals appear to be complex, yet they
are readily generated and sensed by the cellular systems. For example, the divi-
sion cycle of human cells spans an order of one day only of cellular activity. The
period of the cell division cycle in yeast is of the order of an hour.

DNA microarray data or genomic-scale molecular biological signals, in
general, may very well be similar to the input and output signals of the 
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central nervous system, such as images of the natural world that are viewed by
the retina and the electric spike trains that are produced by the neurons in the
visual cortex. In a series of classic experiments, the neuroscientists Hubel and
Wiesel (11) recorded the activities of individual neurons in the visual cortex in
response to different patterns of light falling on the retina. They showed that the
visual cortex represents a spatial map of the visual field. They also discovered
that there exists a class of neurons, which they called “simple cells,” each of
which responds selectively to a stimulus of an edge of a given scale at a given
orientation in the neuron’s region of the visual field. These discoveries posed the
question: what might be the brain’s advantage in processing natural images with
a series of spatially localized scale-selective edge detectors? Barlow (12) sug-
gested that the underlying principle of such image processing is that of sparse
coding, which allows only a few neurons out of a large population to be simul-
taneously active when representing any image from the natural world. Naturally,
such images are made out of objects and surfaces, i.e., edges. Two decades later,
Olshausen and Field (13; see also Bell and Sejnowski, ref. 14) developed a novel
algorithm, which separates or decomposes natural images into their optimal
components, where they defined optimality mathematically as the preservation
of a characteristic ensemble of images as well as the sparse representation of this
ensemble. They showed that the optimal sparse linear components of a natural
image are spatially localized and scaled edges, thus validating Barlow’s postulate.

The sensing of the complex genomic-scale molecular biological signals by
the cellular systems might be governed by simple principles, just as the process-
ing of the complex natural images by the visual cortex appear to be governed by
the simple principle of sparse coding. Just as the natural images could be repre-
sented mathematically as superpositions, i.e., weighted sums of images, which
correlate with the measured sensory activities of neurons, also the complex
genomic-scale molecular biological signals might be represented mathemati-
cally as superpositions of signals, which might correspond to the measured
activities of cellular elements.

1.4. Matrix Algebra Models for DNA Microarray Data

This chapter reviews the first data-driven predictive models for DNA
microarray data or genomic-scale molecular biological signals in general.
These models use adaptations and generalizations of matrix algebra frameworks
(15) in order to provide mathematical descriptions of the genetic networks that
generate and sense the measured data. The singular value decomposition (SVD)
model formulates a dataset as the result of a simple linear network (Fig. 1A):
the measured gene patterns are expressed mathematically as superpositions of
the effects of a few independent sources, biological or experimental, and the

02_Alter  6/3/07  10:35 AM  Page 20



measured sample patterns, as superpositions of the corresponding cellular states
(16–18). The comparative generalized SVD (GSVD) model formulates two
datasets, e.g., from two different organisms such as yeast and human, as the
result of a simple linear comparative network (Fig. 1B): the measured gene
patterns in each dataset are expressed mathematically simultaneously as super-
positions of a few independent sources that are common to both datasets, as
well as sources that are exclusive to one of the datasets or the other (19). The
integrative pseudoinverse projection model approximates any number of
datasets from the same organism, e.g., of different types of data such as RNA
expression levels and proteins’ DNA-binding occupancy levels, as the result of
a simple linear integrative network (Fig. 1C): the measured sample patterns in
each dataset are formulated simultaneously as superpositions of one chosen set
of measured samples, or of profiles extracted mathematically from these sam-
ples, designated the “basis” set (20,21).

The mathematical variables of these models, i.e., the patterns that these 
models uncover in the data, represent biological or experimental reality. The
“eigengenes” uncovered by SVD, the “genelets” uncovered by GSVD, and the
pseudoinverse correlations uncovered by pseudoinverse projection, correlate
with independent processes, biological or experimental, such as observed
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Fig. 1. The first data-driven predictive models for DNA microarray data. (A) The
singular value decomposition (SVD) model describes the overall observed genome-
scale molecular biological data as the outcome of a simple linear network, where a few
independent sources, experimental or biological, and the corresponding cellular states,
affect all the genes and arrays, i.e., samples, in the dataset. (B) The generalized SVD
(GSVD) comparative model describes the two genome-scale molecular biological
datasets as the outcome of a simple linear comparative network, where a few independ-
ent sources, some common to both datasets whereas some are exclusive to one dataset
or the other, affect all the genes in both datasets. (C) The pseudoinverse projection inte-
grative model approximates any number of datasets as the outcome of a simple linear
integrative network, where the cellular states, which correspond to one chosen “basis”
set of observed samples, affect all the samples, or arrays, in each dataset.
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genome-wide effects of known regulators or transcription factors, the cellular
elements that generate the genome-wide RNA expression signals most com-
monly measured by DNA microarrays. The corresponding “eigenarrays”
uncovered by SVD and “arraylets” uncovered by GSVD, correlate with the cor-
responding cellular states, such as measured samples in which these regulators
or transcription factors are overactive or underactive.

The mathematical operations of these models, e.g., data reconstruction, rota-
tion, and classification in subspaces spanned by these patterns also represent
biological or experimental reality. Data reconstruction in subspaces of selected
eigengenes, genelets, or pseudoinverse correlations, and corresponding eigenar-
rays or arraylets, simulates experimental observation of only the processes and
cellular states that these patterns represent, respectively. Data rotation in these
subspaces simulates the experimental decoupling of the biological programs
that these subspaces span. Data classification in these subspaces maps the
measured gene and sample patterns onto the processes and cellular states that
these subspaces represent, respectively.

Because these models provide mathematical descriptions of the genetic
networks that generate and sense the measured data, where the mathematical
variables and operations represent biological or experimental reality, these
models have the capacity to elucidate the design principles of cellular systems
as well as guide the design of synthetic ones (e.g., ref. 22). These models also
have the power to make experimental predictions that might lead to experi-
ments in which the models can be refuted or validated, and to discover previ-
ously unknown molecular biological principles (21,23). Ultimately, these
models might enable the control of biological cellular processes in real time
and in vivo (24).

Although no mathematical theorem promises that SVD, GSVD, and
pseudoinverse projection could be used to model DNA microarray data or
genome-scale molecular biological signals in general, these results are not
counterintuitive. Similar and related mathematical frameworks have already
proven successful in describing the physical world, in such diverse areas as
mechanics and perception (25).

First, SVD, GSVD, and pseudoinverse projection, interpreted as they are
here as simple approximations of the networks or systems that generate and
sense the processed signals, belong to a class of algorithms called blind source
separation (BSS) algorithms. BSS algorithms, such as the linear sparse coding
algorithm by Olshausen and Field (13), the independent component analysis
by Bell and Sejnowski (14) and the neural network algorithms by Hopfield
(26), separate or decompose measured signals into their mathematically defined
optimal components. These algorithms have already proven successful in mod-
eling natural signals and computationally mimicking the activity of the brain as
it expertly perceives these signals, for example, in face recognition (27,28).
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Second, SVD, GSVD, and pseudoinverse projection can be also thought of as
generalizations of the eigenvalue decomposition (EVD) and generalized EVD
(GEVD) of Hermitian matrices, and inverse projection onto an orthogonal matrix,
respectively. In mechanics, EVD of the Hermitian matrix, which tabulates the
energy of a system of coupled oscillators, uncovers the eigenmodes and eigenfre-
quencies of this system, i.e., the normal coordinates, which oscillate indep-
endently of one another, and their frequencies of oscillations. One of these eigen-
modes represents the center of mass of the system. GEVD of the Hermitian matri-
ces, which tabulate the kinetic and potential energies of the oscillators, compares
the distribution of kinetic energy among the eigenmodes with that of the poten-
tial energy. The inverse projection onto the orthogonal matrix, which tabulates the
eigenmodes of this system, is equivalent to transformation of coordinates to 
the frame of reference, which is oscillating with the system (e.g., ref. 29). 
SVD, GSVD, and pseudoinverse projection are, therefore, generalizations of 
the frameworks that underlie the mathematical theoretical description of the phys-
ical world.

In this chapter, the mathematical frameworks of SVD, GSVD, and pseudoin-
verse projection are reviewed with an emphasis on the mathematical definition
of the optimality of the components, or patterns, that each algorithm uncovers
in the data. These models are illustrated in the analyses of RNA expression data
from yeast and human during their cell cycle programs and DNA-binding data
from yeast cell cycle transcription factors and replication initiation proteins.
The correspondence between the mathematical frameworks and the genetic net-
works that generate and sense the measured data is outlined in each case, focus-
ing on the correlations between the mathematical patterns and the observed
cellular programs, as well as between the mathematical operations in subspaces
spanned by selected patterns and the experimental observation of the cellular
programs. Two alternative pictures of RNA expression oscillations during the
cell cycle that emerge from these analyses are considered, and parallels between
these pictures and well-known designs of physical oscillators, namely the analog
harmonic oscillator and the digital ring oscillator, are drawn to convey the
capacity of the models to elucidate the design principles of cellular systems, as
well as guide the design of synthetic ones. Finally, the power of these models
to predict previously unknown biological principles is demonstrated with a 
prediction of a novel mechanism of regulation that correlates DNA replication
initiation with cell cycle-regulated RNA transcription in yeast.

2. SVD for Modeling DNA Microarray Data
This section reviews the SVD model for DNA microarray data (16–18, 22–24).

SVD is a BSS algorithm that decomposes the measured signal, i.e., the measured
gene and array patterns of, e.g. RNA expression, into mathematically decorrelated
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and decoupled patterns, the “eigengenes” and “eigenarrays.” The correspon-
dence between these mathematical patterns uncovered in the measured signal
and the independent biological and experimental processes and cellular states
that compose the signal is illustrated with an analysis of genome-scale RNA
expression data from the yeast Saccharomyces cerevisiae during its cell cycle
program (6). The picture of RNA expression oscillations during the yeast cell
cycle that emerges from this analysis suggests an underlying genetic network or
circuit that parallels the analog harmonic oscillator.

2.1. Mathematical Framework of SVD

Let the matrix ê of size N-genes × M-arrays tabulate the genome-scale signal,
e.g., RNA expression levels, measured in a set of M samples using M DNA

microarrays. The vector in the mth column of the matrix , , lists the
expression signal measured in the mth sample by the mth array across all N genes

simultaneously. The vector in the nth row of the matrix , lists the

signal measured for the nth gene across the different arrays, which correspond to
the different samples.*

SVD is a linear transformation of this DNA microarray dataset from the 
N-genes × M-arrays space to the reduced L-eigenarrays × L-eigengenes space
(Fig. 2), where L = min{M,N},

. (1)

In this space, the dataset or matrix is represented by the diagonal nonneg-
ative matrix ε̂ of size L-eigenarrays × L-eigengenes. The diagonality of ε̂ means
that each eigengene is decoupled of all other eigengenes, and each eigenarray
is decoupled of all other eigenarrays, such that each eigengene is expressed
only in the corresponding eigenarray.

The “fractions of eigenexpression” {pl} are calculated from the “eigenex-
pression levels” {εl}, which are listed in the diagonal of ε̂,

(2)

These fractions of eigenexpression indicate for each eigengene and eigenarray
their significance in the dataset relative to all other eigengenes and eigenarrays
in terms of the overall expression information that they capture in the data. Note
that each fraction of eigenexpression can be thought of as the probability for
any given gene among all genes in the dataset to express the corresponding
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*In this chapter, m̂ denotes a matrix, |v〉 denotes a column vector, and 〈u| denotes a row vector,
such that, m̂ |v〉, 〈u|m̂ , and 〈u|v〉 all denote inner products and |v〉〈u| denotes an outer product.
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eigengene, and at the same time, the probability for any given array among all
arrays to express the corresponding eigenarray.

The “normalized Shannon entropy” of the dataset,

(3)

measures the complexity of the data from the distribution of the overall expres-
sion information between the different eigengenes and corresponding eigenar-
rays, where d = 0 corresponds to an ordered and redundant dataset in which all
expression is captured by one eigengene and the corresponding eigenarray, and
d = 1 corresponds to a disordered and random dataset where all eigengenes and
eigenarrays are equally expressed.

The transformation matrices û and v̂T define the N-genes × L-eigenarrays and
the L-eigengenes × M-arrays basis sets, respectively. The vector in the lth 
column of the matrix û, |αl〉 ≡ û|l〉, lists the genome-scale expression signal of
the lth eigenarray. The vector in the lth row of the matrix v̂T, 〈γl| ≡ 〈l|v̂T, lists the
signal of the lth eigengene across the different arrays. The eigengenes and eige-
narrays are orthonormal superpositions of the genes and arrays, such that the
transformation matrices û and v̂T are both orthogonal,

(4)

where Î is the identity matrix. The signal of each eigengene and eigenarray is,
therefore, not only decoupled but also decorrelated from that of all other
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Fig. 2. Raster display of the SVD of the yeast cell cycle RNA expression dataset,
with overexpression (red), no change in expression (black), and underexpression
(green) around the steady state of expression of the 4579 yeast genes. SVD is a linear
transformation of the data from the 4579-genes × 22-arrays space to the reduced diag-
onalized 22-eigenarrays × 22-eigengenes space, which is spanned by the 4579-genes ×
22-eigenarrays and 22-eigengenes × 22-arrays bases.
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eigengenes and eigenarrays, respectively. The eigengenes and eigenarrays are
unique up to phase factors of ±1 for a real data matrix ê, such that each eigengene
and eigenarray captures both parallel and antiparallel gene and array expression
patterns, except in degenerate subspaces, defined by subsets of equal eigenexpres-
sion levels. SVD is, therefore, data driven, except in degenerate subspaces.

2.2. SVD Analysis of Cell Cycle RNA Expression Data From Yeast

In this example, SVD is applied to a dataset that tabulates RNA expression
levels of 4579 genes in 22 yeast samples, 18 samples of a time course monitor-
ing the cell cycle in an α factor-synchronized culture, and two samples each of
yeast strains where the genes CLN3 and CLB2, which encode G1 and G2/M
cyclins, respectively, are overexpressed or overactivated (6).

2.2.1. Significant Eigengenes and Corresponding Eigenarrays Correlate
With Genome-Scale Effects of Independent Sources of Expression 
and Their Corresponding Cellular States

Consider the 22 eigengenes of the α factor, CLB2, and CLN3 dataset (Fig. 3A).
The first eigengene, which captures about 80% of the overall expression signal
(Fig. 3B), and describes sample-invariant expression, is inferred to represent
steady-state expression (Fig. 3C). The second and third eigengenes, which cap-
ture about 9.5% and 2% of the overall expression signal, respectively, describe
initial transient increase and decrease in expression, respectively, superimposed
on time-invariant expression during the cell cycle. These eigengenes are
inferred to represent the responses to synchronization by the pheromone α fac-
tor. The fourth through ninth and 11th eigengenes, which capture together about
5% of the overall expression information, show expression oscillations of two
periods during the α factor-synchronized cell cycle, and are inferred to repre-
sent cell cycle expression oscillations (Fig. 3D–F).

The corresponding eigenarrays are associated with the corresponding cellu-
lar states. An eigenarray is parallel and antiparallel associated with the most
likely parallel and antiparallel cellular states, or none thereof, according to the
annotations of the two groups of n genes each, with largest and smallest levels
of signal, e.g., expression, in this eigenarray among all N genes, respectively. 
A coherent biological theme might be reflected in the annotations of either one
of these two groups of genes. The p-value of a given association by annotation
is calculated using combinatorics and assuming hypergeometric probability dis-
tribution of the K annotations among the N genes, and of the subset of k � K
annotations among the subset of n � N genes,
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where 

is the Newton binomial coefficient (30). The most likely association of an eigen-
array with a cellular state is defined as the association that corresponds to the
smallest p-value.

N

n
N n N n







= −− −! ! ( )!1 1

Fig. 3. The eigenegenes of the yeast cell cycle RNA expression dataset. (A) Raster
display of the expression of 22 eigengenes in 22 arrays. (B) Bar chart of the fractions
of eigenexpression, showing that the first eigengene captures about 80% of the overall
relative expression. (C) Line-joined graphs of the expression levels of the first eigene-
gene (red), which represents the steady expression state, and the second (blue) and third
(green) eigengenes, which represent responses to synchronization of the yeast culture
by α factor. (D) Expression levels of the fourth (red) and seventh (blue) eigengenes, (E)
the fifth (red), eighth (blue), and 11th (green) eigengenes, and (F) the sixth (red) and
ninth (blue) eigengenes, all fit dashed graphs of sinusoidal functions of two periods
superimposed on sinusoidal functions of one period during the time course.
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Following the p-values for the distribution of the 364 genes, which were
microarray-classified as α factor regulated (31) and that of the 646 genes,
which were traditionally or microarray-classified as cell cycle-regulated (6)
among all 4579 genes and among each of the subsets of 200 genes with the
largest and smallest levels of expression, respectively, the second and third
eigenarrays are associated with the cellular states of the α factor response pro-
gram, whereas the fourth through ninth and 11th eigenarrays are associated
with the cellular states of the cell cycle program.

2.2.2. Filtering Out of Eigengenes and Eigenarrays Simulates 
the Experimental Suppression of the Cellular Processes 
and States That These Eigengenes and Eigenarrays Represent

Any eigengene 〈γl| and corresponding eigenarray |αl〉 can be filtered out, with-
out eliminating genes or arrays from the dataset, by setting their corresponding
eigenexpression level in ê to zero, εl = 0, and reconstructing the dataset according
to Eq. 1, such that ê → ê – εl|αl〉〈γl|. The α factor, CLB2, and CLN3 dataset is nor-
malized by filtering out the first eigengene, which represents the additive steady-
state expression level, the second and third eigengenes, which represent the α
factor synchronization response, as well as the 10th and 12th through 22nd eigen-
genes. After filtering out the first eigengene, the expression pattern of each gene
is approximately centered at its time-invariant level. Similarly, the expression of
each gene is then approximately normalized by its steady scale of variance
(16,17). The normalized dataset tabulates for each gene an expression pattern 
that is of an approximately zero arithmetic mean, with a variance which is of an
approximately unit geometric mean.

Consider the eigengenes of the normalized α factor, CLB2, and CLN3
dataset (Fig. 4A). The first, second, and third normalized eigengenes, which
are of similar significance, capture together about 60% of the overall normal-
ized expression (Fig. 4B). Their time variations fit normalized sine and cosine
functions of two periods superimposed on a normalized sine function of one
period during the cell cycle (Fig. 4C). Although the first and third normalized
eigengenes describe underexpression in both CLB2-overactive arrays, and
overexpression in both CLN3-overactive arrays, the second normalized eigen-
gene describes the antiparallel expression pattern of overexpression in both
CLB2-overactive arrays and underexpression in both CLN3-overactive arrays.
These normalized eigengenes are inferred to represent expression oscillations
during the cell cycle superimposed on differential expression because of
CLB2 and CLN3 overactivations. The corresponding eigenarrays are associ-
ated by annotation with the corresponding cellular states.

None of the significant eigengenes and eigenarrays of the normalized dataset
represents either the steady-state expression or the response to the α factor

02_Alter  6/3/07  10:35 AM  Page 28



Genomic Signal Processing 29

synchronization. The normalized dataset simulates an experimental measure-
ment of only the cell cycle program and the differential expression in response
to overactivation of CLB2 and CLN3.

2.2.3. Rotation in an Almost Degenerate Subspace Simulates
Experimental Decoupling of the Biological Programs the 
Subspace Spans

The almost degenerate subspaces spanned by the first, second, and third
eigengenes and corresponding eigenarrays are approximated with degenerate
subspaces, by setting each of the corresponding eigenexpression levels equal,

and reconstructing the dataset according to Eq. 1.

With this approximation, the three eigengenes and corresponding eigenarrays
can be rotated, such that the same expression subspaces that are spanned by
these eigenegenes, and eigenarrays will be spanned by three orthogonal super-
positions of these eigengenes and eigenarrays, i.e., by three rotated eigengenes
and eigenarrays. Requiring two of these three rotated eigengenes to describe
equal expression in the CLB2-overactive samples as in the CLN3-overactive
samples, so that only the one remaining rotated eigengene captures the differ-
ential expression between these two sets of arrays, gives unique angles of rota-
tions in the three-dimensional subspaces of eigengenes and eigenarrays, and
therefore also unique rotated eigengenes and eigenarrays.

ε ε ε ε ε ε1 2 3 1
2

2
2

3
2 3, , ( ) ,→ + +

Fig. 4. The eigengenes of the normalized yeast cell cycle RNA expression dataset.
(A) Raster display. (B) Bar chart of the fractions of eigenexpression, showing that the
first, second, and third normalized eigengenes capture approximately 20% of the over-
all normalized expression information each, and span an approximately degenerate sub-
space. (C) Line-joined graphs of the expression levels of the first (red), second (blue),
and third (green) normalized eigengenes, fit dashed graphs of two-period sinusoidal
functions superimposed on one-period sinusoidal functions during the time course.
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Consider the eigengenes of the normalized and rotated α factor, CLB2,
and CLN3 dataset (Fig. 5A), where the first, second, and third fractions of
eigenexpression are approximated to be equal (Fig. 5B). The time variations
of the first and second rotated eigengenes fit normalized sine and cosine
functions of two periods during the cell cycle (Fig. 5C). The time variation
of the third rotated eigengene fits a normalized sine function of one period
during the cell cycle, suggesting differences in expression between the two
successive cell cycle periods, which may be due to dephasing of the initially
synchronized yeast culture. Although the second and third rotated eigenge-
nes describe steady-state expression in the CLB2- and CLN3-overactive
arrays, the first rotated eigengene describes underexpression in the CLB2-
overactive arrays and overexpression in the CLN3-overactive arrays. The
first rotated eigengene, therefore, is inferred to represent cell cycle expres-
sion oscillations that are CLB2- and CLN3-dependent, whereas the second
rotated eigengene is inferred to represent cell cycle expression oscillations
that are CLB2- and CLN3-independent. The third rotated eigengene is
inferred to represent variations in the cell cycle expression from the first
period to the second, which also appear to be CLB2- and CLN3-independ-
ent. The first, second, and third rotated eigenarrays are associated by anno-
tation with the corresponding cellular states.

The rotation of the data, therefore, simulates decoupling of the differential
expression owing to CLB2 and CLN3 overactivation from at least one of the cell

Fig. 5. The rotated eigengenes of the normalized yeast cell cycle RNA expression
dataset. (A) Raster display. (B) Bar chart of the fractions of eigenexpression, showing
that the first, second, and third rotated eigengenes span an exactly degenerate subspace.
(C) Line-joined graphs of the expression levels of the first (red) and second (blue)
rotated eigengenes fit normalized sine and cosine functions of two periods, and the third
rotated eigengene (green) fits a normalized sine of one period during the time course.
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cycle stages. It also simulates decoupling of the variation between the first and
the second cell cycle periods from the cell cycle stages and from the CLB2 and
CLN3 overactivation.

2.2.4. Classification of the Normalized Yeast Data According 
to the Rotated Eigengenes and Eigenarrays Gives a Global Picture 
of the Dynamics of Cell Cycle Expression

Consider the normalized expression of the 22 α factor, CLB2, and CLN3
arrays in the subspace spanned by the first and second rotated eigenarrays,
which represents approximately all cell cycle cellular states (Fig. 6A). Sorting
the arrays according to their correlations with the second rotated eigenarray
along the y-axis, vs that with the first rotated eigenarray

along the x-axis, reveals that all except for five arrays have
at least 25% of their normalized expression in this subspace. This sorting gives
an array order that is similar to that of the cell cycle time-points measured by
the arrays, an order that describes the progression of the cell cycle from the
M/G1 stage through G1, S, S/G2, and G2/M and back to M/G1 twice. The first
rotated eigenarray is correlated with samples that probe the cellular state of
cell cycle transition from G2/M to M/G1, which is simulated experimentally by
CLB2 overactivation. This eigenarray is also anticorrelated with the cellular
state of transition from G1 to S, which is simulated by CLN3 overactivation.
Similarly, the second rotated eigenarray is correlated with the transition from
M/G1 to G1, and anticorrelated with S/G2, both of which appear to be CLB2
and CLN3 independent.

Consider also the normalized expression of the 646 yeast genes in this
dataset that were traditionally or microarray-classified as cell cycle regulated
(Fig. 6B). Sorting the genes according to their correlations with the first and
second rotated eigengenes reveals that 551 of these genes have at least 25% of
their normalized expression in this subspace. This sorting gives a classification
of these genes into the five cell cycle stages, which is in good agreement with
both the traditional and microarray classifications. The first rotated eigengene
is correlated with the observed expression pattern of CLB2 and its targets, genes
for which expression peaks at the transition from G2/M to M/G1. This eigen-
gene is also anticorrelated with the observed expression of CLN3 and its targets,
genes for which expression peaks at the transition from G1 to S. The second
rotated eigengene is correlated with the cell cycle oscillations, which peak at
the transition from M/G1 to G1 and anticorrelated with these which peak at
S/G2, both of which appear to be independent of the genome-scale effects of
CLB2 and CLN3.

α1 a a am m m ,

α2 a a am m m ,
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Classification of the yeast arrays and genes in the subspaces spanned by
these two rotated eigenarrays and corresponding eigengenes gives a picture that
resembles the traditional understanding of yeast cell cycle regulation (32):
G1 cyclins, such as CLN3, and G2/M cyclins, such as CLB2, drive the cell cycle
past either one of two antipodal checkpoints, from G1 to S and from G2/M to
M/G1, respectively (Fig. 6C).

2.3. SVD Model for Genome-Wide RNA Expression During 
the Cell Cycle Parallels the Analog Harmonic Oscillator

With all 4579 genes sorted, the normalized cell cycle expression approxi-
mately fits a traveling wave, varying sinusoidally across both genes and arrays
(Fig. 7A). The normalized expression in the CLB2- and CLN3-overactive arrays
approximately fits standing waves, constant across the arrays and varying sinu-
soidally across the genes only, which appear anticorrelated and correlated with
the first eigenarray, respectively. The gene variations of the first and second
rotated eigenarrays fit normalized cosine and sine functions of one period
across all genes, respectively (Fig. 7B,C). In this picture, all 4579 genes, about
three-quarters of the yeast genome, appear to exhibit periodic expression dur-
ing the cell cycle. This picture is in agreement with the recent observation by
Klevecz et al. (33; see also Li and Klevecz, ref. 34) that DNA replication is
gated by genome-wide RNA expression oscillations, which suggests that the
whole yeast genome might exhibit expression oscillations during the cell cycle.

Fig. 6. The normalized yeast RNA expression in the SVD cell cycle subspace. (A)
Correlations of the normalized expression of each of the 22 arrays with the first and sec-
ond rotated eigenarrays along the x- and y-axes, color-coded according to the classifi-
cation of the arrays into the five cell cycle stages: M/G1 (yellow), G1 (green), S (blue),
S/G2 (red), and G2/M (orange). The dashed unit and half-unit circles out-line 100% and
25% of overall normalized array expression in this subspace. (B) Correlations of the
normalized expression of each of the 646 cell cycle-regulated genes with the first and
second rotated eigengenes along the x- and y-axes, color-coded according to either the
traditional or microarray classifications. (C) The SVD picture of the yeast cell cycle.
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It is still an open question whether all yeast genes or only a subset of the yeast
genes, and if so, which subset, show periodic expression during the cell cycle.

This SVD model describes, to first order, the RNA expression of most of the
yeast genome during the cell cycle program as being driven by the activities of
two periodically oscillating cellular elements or modules, which are orthogonal,
i.e., π/2 out of phase relative to one another. The underlying genetic network or
circuit suggested by this model might be parallel in its design to the analog har-
monic oscillator. This well-known oscillator design principle is at the founda-
tions of numerous physical oscillators, including (1) the mechanical pendulum,
the position and momentum of which oscillate periodically in time with a phase
difference of π/2; (2) the electronic LC circuit, where the charge on the capaci-
tor and the current flowing through the inductor oscillate periodically in time
with a phase difference of π/2; and (3) the chemical Lotka-Volterra irreversible
autocatalytic reaction model, where, far from thermodynamic equilibirum, the

Fig. 7. The sorted and normalized yeast cell cycle RNA expression dataset and its
sorted and rotated eigenarrays. (A) Raster display of the normalized expression of the
4579 genes across the 22 arrays. The genes are sorted by relative correlation of their
normalized expression patterns with the first and second rotated eigengenes. This raster
display shows a traveling wave of expression during the cell cycle and standing waves
of expression in the CLB2- and CLN3-overactive arrays. (B) Raster display of the
rotated eigenarrays, where the expression patterns of the first and second eigenarrays,
which correspond to the first and second eigengenes, respectively, display the sorting.
(C) Line-joined graphs of the first (red) and second (green) rotated eigenarrays, fit nor-
malized cosine and sine functions of one period across all genes.
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concentrations of two intermediate reactants exhibit periodic oscillations in
time that are π/2 out of phase relative to one another (35–37).

3. GSVD for Comparative Modeling of DNA Microarray Datasets
This section reviews the GSVD comparative model for DNA microarray

datasets (19). GSVD is a comparative BSS algorithm that simultaneously
decomposes two measured signals, i.e., the measured gene and array patterns
of, e.g., RNA expression in two organisms, into mathematically decoupled
“genelets” and two sets of “arraylets.” The correspondence between these mathe-
matical patterns uncovered in the measured signals and the similar and dissimilar
among the biological programs that compose each of the two signals is illus-
trated with a comparative analysis of genome-scale RNA expression data from
yeast (6) and human (7) during their cell cycle programs. One common picture
of RNA expression oscillations during both the yeast and human cell cycles
emerges from this analysis, which suggests an underlying eukaryotic genetic
network or circuit that parallels the digital ring oscillator.

Comparisons of DNA sequence of entire genomes already give new insights
into evolutionary, biochemical, and genetic pathways. Recent studies showed
that the addition of RNA expression data to DNA sequence comparisons
improves functional gene annotation and might expand the understanding of
how gene expression and diversity evolved. For example, Stuart et al. (38) and
independently also Bergmann, Ihmels, and Barkai (39) identified pairs of genes for
which RNA coexpression is conserved, in addition to their DNA sequences, across
several organisms. The evolutionary conservation of the coexpression of these
gene pairs confers a selective advantage to the functional relations of these genes.
The GSVD comparative model is not limited to genes of conserved DNA
sequences, and as such it elucidates universality as well as specialization of molec-
ular biological mechanisms that are truly on genomic scales. For example, the
GSVD comparative model might be used to identify genes of common function
across different organisms independently of the DNA sequence similarity among
these genes, and therefore also to study nonorthologous gene displacement (40).

3.1. Mathematical Framework of GSVD

Let the matrix ê1 of size N1-genes × M1-arrays tabulate the genome-scale sig-
nal, e.g., RNA expression levels, measured in a set of M1 samples using M1 DNA
microarrays. As before, the mth column vector in the matrix ê1, |a1,m〉, lists the
expression signal measured in the mth sample by the mth array across all N1 genes
simultaneously. The nth row vector in the matrix ê1, 〈g1,n|, lists the signal meas-
ured for the nth gene across the different arrays, which correspond to the different
samples. Let the matrix ê2 of size N2-genes × M2-arrays tabulate the genome-
scale signal, e.g., RNA expression levels, measured in a set of M2 samples under
M2 experimental conditions that correspond one-to-one to the M1 conditions
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underlying ê1, such that M2 = M1 ≡ M < max{N1,N2}. This one-to-one correspon-
dence between the two sets of conditions is at the foundation of the GSVD com-
parative analysis of the two datasets, and should be mapped out carefully.

GSVD is a simultaneous linear transformation of the two expression datasets
ê1 and ê2 from the two N1-genes × M-arrays and N2-genes × M-arrays spaces to
the two reduced M-arraylets × M-genelets spaces (Fig. 8),

(5)
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Fig. 8. Raster display of the GSVD of the yeast and human cell cycle RNA expression
datasets, with overexpression (red), no change in expression (black), and underexpression
(green) centered at the gene- and array-invariant expression of the 4523 yeast and 12,056
human genes. GSVD is a linear transformation of the yeast and human data from the
4523-yeast and 12,056-human genes × 18-arrays spaces to the reduced diagonalized
18-arraylets × 18-genelets spaces, which are spanned by the 4523- and 12,056-genes ×
18-arraylets bases, respectively, and by the 18-genelets × 18-arrays shared basis.
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In these spaces the data are represented by the diagonal nonnegative matri-
ces ε1 and ε2. Their diagonality means that each genelet is decoupled of all other
genelets in both datasets simultaneously, such that each genelet is expressed
only in the two corresponding arraylets, each of which is associated with one of
the two datasets.

The antisymmetric “angular distances” between the datasets {θm} are calcu-
lated from the “generalized eigenexpression levels” {ε1,l} and {ε2,l}, which are
listed in the diagonals of ε1 and ε2,

. (6)

These angular distances indicate the relative significance of each genelet,
i.e., its significance in the first dataset relative to that in the second dataset, in
terms of the ratio of expression information captured by this genelet in the
first dataset to that in the second. An angular distance of 0 indicates a genelet
of equal significance in both datasets, with ε1,m= ε2,m. An angular distance of
±π/4 indicates no significance in the second dataset relative to the first, with
ε1,m>> ε2,m, or in the first dataset relative to the second, with ε1,m<< ε2,m,
respectively.

The transformation matrix x̂–1 defines the M-genelets × M-arrays basis set,
which is shared by both datasets. The transformation matrices û1 and û2 define
the N1-genes × M-arraylets and N2-genes × M-arraylets basis sets, that corre-
spond to the first and second datasets, respectively. The mth row vector in x̂–1,
〈γm| ≡ 〈m|x̂–1, lists the expression signal of the mth genelet across the different
arrays in both datasets simultaneously. The mth column vector in û1 or û2, |α1,m〉
≡ û1|m〉 or |α2,m〉 ≡ û2|m〉, lists the genome-scale signal of the mth arraylet of
either the first or the second dataset, respectively. The genelets are normalized,
but not necessarily orthogonal, superpositions of the genes of the first dataset
and, at the same time, also the second dataset. The arraylets of the first or the
second datasets are orthonormal superpositions of the arrays of the first and sec-
ond datasets, respectively. In general, x̂–1 is nonorthogonal, while û1 and û2 are
both orthogonal,

(7)

where Î is the identity matrix. The expression of each arraylet of either dataset
is, therefore, not only decoupled but also decorrelated from that of all other
arraylets of this dataset. The genelets and arraylets are unique up to phase fac-
tors of ±1 for real data matrices ê1 and ê2, such that each genelet and arraylet
capture both parallel and antiparallel gene and array expression patterns, except
in degenerate subspaces, defined by subsets of equal angular distances. GSVD
is, therefore, data driven, except in degenerate subspaces.
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3.2. GSVD Comparative Analysis of Yeast and Human Cell Cycle 
RNA Expression Data

In this example, GSVD is applied to two datasets, which tabulate RNA
expression of 4523 yeast genes and 12,056 human genes in 18 samples each of
time courses of α factor-synchronized yeast culture (6) and double thymidine
block-synchronized HeLa cell line culture (7), respectively. The yeast and
human time courses span more than two and less than two and a half periods in
the yeast and human cell cycles, respectively. Both yeast and human time
courses are sampled at equal time intervals.

3.2.1. Common Genelets and Corresponding Arraylets Span 
the Common Yeast and Human Cell Cycle Subspace

Consider the 18 genelets of the yeast and human cell cycle datasets (Fig. 9A).
Six genelets are almost equally significant in the yeast and human datasets (Fig.
9B): The third, fourth, and fifth genelets are slightly more significant in the
yeast dataset than in the human dataset, with 0 < θ3 < θ4 < θ5 < π/16. The 14th,
15th and 16th genelets are slightly more significant in the human dataset, with
–π/6 < θ14 < θ15 < θ16 < 0. The time-, i.e., array variations of the third, fourth

Fig. 9. The genelets of the yeast and human cell cycles RNA expression datasets. (A)
Raster display of the expression of 18 genelets in the 18 yeast and 18 human arrays,
simultaneously, centered at their array-invariant levels. (B) Bar chart of the angular dis-
tances, showing the first and second genelets highly significant in the yeast data rela-
tive to the human data, the third through the sixth and the 14th through the 16th almost
equally significant in both datasets, and the 17th and 18th genelets highly significant in
the human data relative to the yeast data. All other genelets are neither significant in the
yeast data nor in the human data (19).
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and fifth genelets fit normalized cosine functions of two periods and initial
phases of π/3, 0 and −π/3, respectively, superimposed on time-invariant expres-
sion (Fig. 10A). The 14th, 15th and 16th genelets fit normalized cosines of two
and a half periods and initial phases of −π/3, π/3, and 0, respectively (Fig. 10B).
The time variations of the six common genelets suggest that they span the cell
cycle subspace, which is common to both the yeast and human genomes, and is
manifested in both datasets.

The corresponding six yeast and six human arraylets are associated by anno-
tation with the corresponding yeast and human cell cycle cellular states, follow-
ing the p-values for the distribution of the 604 yeast genes and 750 human
genes, that were microarray-classified, and the 77 yeast genes and 73 human
genes that were traditionally classified as cell cycle regulated, among all 4523
yeast and 12,056 human genes and among each of the subsets of 100 genes with
largest and smallest levels of expression in each of the arraylets. The associa-
tions of the yeast and human arraylets are in agreement with the expression pat-
terns of the genelets, taking into account the initial synchronization of the yeast
culture in the cell cycle stage M/G1 and that of the human culture in S. For
example, the expression pattern of the fourth genelet is of 0 initial phase, sug-
gesting that this genelet is correlated with the yeast cell cycle expression oscil-
lations that peak at the stage M/G1 and the human cell cycle expression

Fig. 10. Line-joined graphs of the expression levels of the significant genelets. (A)
The third (red), fourth (blue), and fifth (green) genelets, which are associated with the
common yeast and human cell cycle gene expression oscillations, fit dashed graphs of
normalized cosines of two periods and initial phases of π/3 (red), 0 (blue) and –π/3
(green), respectively. (B) The 14th (red), 15th (blue) and 16th (green) genelets, which
are also associated with cell cycle gene expression oscillations, fit dashed graphs of
normalized cosines of two and a half periods and initial phases of –π/3 (red), π/3 (blue)
and 0 (green), respectively. (C) The first (red) and second (blue) genelets are associated
with the exclusive yeast response to the pheromone α factor, the 17th (orange) and 18th
(green) are associated with the exclusive human stress response, and the sixth (violet)
is associated with both the yeast and human transitions from synchronization responses
into the cell cycle.
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oscillations that peak at S. Following the traditional classifications, the corre-
sponding yeast arraylet, i.e., the fourth yeast arraylet, is associated in parallel
with the yeast cell cycle stage M/G1, while the fourth human arraylet is associ-
ated in parallel with the human cell cycle stage S.

3.2.2. Simultaneous Reconstruction and Classification of the Yeast 
and Human Data in the Common Subspace Outlines the Biological
Similarity in the Regulation of the Yeast and Human Cell Cycle Programs

The six-dimensional genelets subspace that represents the common yeast and
human cell cycle expression oscillations is least squares-approximated with a
two-dimensional subspace that is spanned by two orthonormal vectors 〈x| and
〈y|. Projecting the expression of the 18 yeast arrays from the corresponding six-
dimensional yeast arraylets subspace onto the corresponding approximate two-
dimensional subspace (Fig. 11A) reveals that 50% or more of the contributions
of the six arraylets add up, rather than cancel out, in the overall expression of 16
of the arrays. Sorting the arrays in this subspace gives an array order similar to
that of the cell cycle time-points measured by the arrays. This order of the arrays
describes the yeast cell cycle progression from the M/G1 stage through G1, S,

Fig. 11. Reconstructed yeast RNA expression in the GSVD common cell cycle sub-
space. (A) Projections of the expression of each of the 18 arrays, after reconstruction in
the six-dimensional GSVD cell cycle subspace, onto the two-dimensional subspace that
least-squares approximates it. The arrays are color coded according to their classification
into the five cell cycle stages: M/G1 (yellow), G1 (green), S (blue), S/G2 (red), and G2/M
(orange). The dashed unit and half-unit circles outline 100% and 50% of added up, rather
than cancelled out, contributions of the six arraylets to the overall projected expression.
The arrows describe the projections of the –π/3-, 0-, and π/3-phase arraylets. (B)
Projections of the expression of each of the 612 cell cycle-regulated genes, reconstructed
in the six-dimensional GSVD subspace, onto the two-dimensional subspace that approx-
imates it. The genes are color coded according to either the traditional or microarray
classifications. The expression patterns of KAR4 and CIK1 are anticorrelated. (C) The
GSVD picture of the yeast cell cycle.
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S/G2, G2/M back to M/G1 twice. Projecting the expression of the 18 human
arrays from the six-dimensional human arraylets subspace onto the approximate
two-dimensional subspace reveals that 50% or more of the contributions of the
six arraylets add up in the expression of 16 of the arrays (Fig. 12A). Sorting the
arrays describes the human cell cycle progression from S through G2, G2/M,
M/G1, G1/S back to S two and a half times. Note that, the fourth and 16th yeast
arraylets, which correspond to the two 0-phase genelets, correlate with the cell
cycle transition from G2/M to M/G1, in which the yeast culture is synchronized
initially, and anticorrelate with that from G1 to S. Consistently, the fourth and 16th
human arraylets anticorrelate with the transition from G2/M to M/G1, and corre-
late with that from G1 to S, in which the human culture is synchronized initially.

Projecting the expression of the yeast and human genes from the six-
dimensional genelets subspace onto the two-dimensional subspace that least
squares-approximates it reveals that 50% or more of the contributions of the six
genelets add up in the overall expression of 552 of the 612 yeast and 731 of the
774 human genes that were traditionally or microarray-classified as cell cycle-
regulated (Figs. 11B and 12B). These genes include, for example, 14 of 16 human
histones, which were not microarray-classified as cell cycle-regulated based
on their overall expression (19). Simultaneous classification of the yeast and
human genes into the five cell cycle stages describes the progression of yeast

Fig. 12. Reconstructed human RNA expression in the GSVD common cell cycle
subspace. (A) Projections of the expression of each of the 18 arrays, after reconstruc-
tion in the six-dimensional GSVD cell cycle subspace, onto the two-dimensional sub-
space that approximates it. The arrays are color coded according to their classification
into the five cell cycle stages. The dashed unit and half-unit circles outline 100% and
50% of added up, rather than cancelled out, contributions of the six arraylets to the
overall projected expression. The arrows describe the projections of –π/3-, 0- and π/3-
phase arraylets. (B) Projections of the expression of each of the 774 cell cycle-regulated
genes, reconstructed in the six-dimensional GSVD subspace, onto the two-dimensional
subspace that approximates it. The genes are color coded according to either the tradi-
tional or microarray classifications. (C) The GSVD picture of the human cell cycle.
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and human cell cycles along the yeast and human genes, respectively, and is in
good agreement with both yeast and human microarray and traditional classifi-
cations. Note that, the two 0-phase genelets, the fourth and 16th genelets, cor-
relate with cell cycle expression oscillations, which peak at the initial stages
of synchronization of both yeast and human genes.

Simultaneous reconstruction and classification of the yeast and human arrays
and genes in the subspaces spanned by the six yeast and six human arraylets,
and six shared genelets, respectively, gives a picture that resembles the tradi-
tional understanding of the biological similarity in the regulation of the yeast
and human, and perhaps all eukaryotic, cell cycles (32) of two antipodal check-
points, at the transition from G1 to S and at that from G2/M to M/G1, that are
regulated independently of other cell cycle events (Figs. 11C and 12C).

3.2.3. Exclusive Genelets and Corresponding Arraylets Span 
the Exclusive Yeast and Human Synchronization Responses Subspaces

The first and second genelets, which capture most of the expression informa-
tion in the yeast dataset, yet very little of the expression information in the
human dataset, with θ1,θ2 > π/7 (Fig. 9B), describe initial transient increase and
decrease in expression, respectively (Fig. 10C). A theme of yeast response to
pheromone synchronization emerges from the annotations of the genes with
the largest and smallest levels of expression in the first and second yeast
arraylets. The sixth genelet, equally significant in both datasets, with θ6 ~ 0,
describes an initial transient increase in expression superimposed on cosinu-
sidial variation. A theme of transition from the response to the pheromone α
factor into cell cycle progression emerges from the annotations of the yeast
genes with the largest and smallest expression levels in the sixth yeast arraylet.
These three genelets and corresponding three yeast arraylets are associated
with the pheromone response program, which is exclusive to the yeast
genome. Classification of the yeast genes and arrays into stages in the
pheromone response in the subspaces spanned by these genelets and arraylets,
respectively (Fig. 13), is in good agreement with the traditional understanding
of this program (41).

The 17th and 18th genelets are insignificant in the yeast dataset relative to
that of the human,  with θ17,θ18 < –π/6.  A theme of human synchronization
stress response emerges from the annotations of the genes with the largest
and smallest expression levels in the 17th and 18th genelets. Also, from the
annotations of the human genes with the largest and smallest expression levels
in the sixth human arraylet emerges a theme of transition from stress
response into cell cycle progression. These three genelets and corresponding
three human arraylets are associated with this human exclusive stress
response. Classification of the human genes and arrays into stress response
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Fig. 13. Reconstructed yeast RNA expression in the GSVD yeast exclusive syn-
chronization response subspace. (A) Projections of the expression of each of the 18
arrays, reconstructed in the three-dimensional GSVD synchronization response sub-
space, onto the two-dimensional subspace that least-squares approximates it. The
arrays are color coded according to their classification into six stages in this response
to synchronization program, which outlines the response to the pheromone α factor
and the transition into cell cycle progression: early E1 (red) and E2 (orange), middle
M1 (yellow) and M2 (green), and late L1 (blue) and L2 (violet). The dashed unit and
half-unit circles outline 100% and 50% of added up, rather than cancelled out, contri-
butions of the three arraylets to the overall projected expression. The arrows describe
the projections of the three arraylets. (B) Projections of the expressions of 172 genes,
reconstructed in the three-dimensional GSVD subspace, onto the two-dimensional
subspace that approximates it. The genes are color coded according to the traditional
understanding of the α factor synchronization response program. Genes that peak in
E1 are known to be involved in α factor response, mating, adaptation-to-mating sig-
nal, and cell cycle arrest; E2 – filamentous and pseudohyphal growths and cell polar-
ity; M1 – ATP synthesis; M2 – chromatin modeling; L1 – chromatin binding and
architecture; and L2 – phosphate and iron transport. The expression patterns of KAR4
and CIK1 are correlated.
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stages in the subspaces spanned by these genelets and arraylets, respectively
(19), is in agreement with the current, somewhat limited, understanding of
this program (7).

3.2.4. Data Reconstruction and Classification in the Common and
Exclusive Subspaces Simulate Observation of Differential 
Expression in the Cell Cycle and Synchronization Response Programs

According to their expression in the yeast exclusive pheromone response sub-
space, the RNA expression patterns of the yeast genes KAR4 and CIK1 are cor-
related: The expression of both genes peaks early in the time course together
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with the expression of other genes known to be involved in the response to the
α factor (Fig. 13B). In the common cell cycle subspace KAR4 and CIK1 are anti-
correlated: KAR4 peaks at the G1 cell cycle stage, whereas CIK1 peaks almost
half a cell cycle period later (and also earlier) at S/G2 (Fig. 13B). This difference
in the relation of the expression patterns of CIK1 and KAR4 in the response to
pheromone program as compared with that of the cell cycle is in agreement with
the experimental observation of Kurihara et al. (42) that induction of CIK1
depends on that of KAR4 during mating, which is mediated by the α factor
pheromone, and is independent of KAR4 during the mitotic cell cycle.

In the human exclusive stress response subspace, most human histones reach
their expression minima early. In the common cell cycle subspace, most his-
tones peak early, together with other genes known to peak in the cell cycle stage
S. This differential expression of most histones may explain why these histones
do not appear to be cell cycle regulated based on their overall expression (7):
The superposition of the expression of the histones during the cell cycle and
that in response to the synchronization leads to an overall steady-state expres-
sion early in the time course (19).

GSVD uncovers the program-dependent variation in the expression patterns
of the human histones, as well as the program-dependent variation in the rela-
tions between the expression patterns of the yeast genes KAR4 and CIK1.

3.3.1. GSVD Comparative Model for Genome-Scale RNA Expression
During the Yeast and Human Cell Cycles Parallels 
the Digital Ring Oscillator

With all 4523 yeast and 12,056 human genes sorted according to their phases
in the GSVD common cell cycle subspace, the reconstructed yeast and human
expressions approximately fit traveling waves of one period cosinusoidal vari-
ation across the genes, and of two or two and a half periods across the arrays,
respectively (Fig. 14A). The gene variations of the six yeast and six human
arraylets approximately fit one period cosines of π/3, 0, and –π/3 initial phases,
such that the initial phase of each arraylet is similar to that of its corresponding
genelet (Fig. 14B,C). In this picture, all 4523 yeast genes, about three-quarters
of the yeast genome, as well as all 12,056 human genes, about two-thirds of the
human genome according to current estimates (35), appear to exhibit periodic
expression during the cell cycle.

This GSVD model describes, to first order, the RNA expression of most of
the yeast and human genomes during their common cell cycle programs as
being driven by the activities of three periodically oscillating cellular elements
or modules, which are π/3 out of phase relative to one another. The underlying
eukaryotic genetic network or circuit suggested by this model might be parallel
in its design to the digital three-inverter ring oscillator. Elowitz and Leibler (44)
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Fig. 14. Yeast and human cell cycles’ RNA expression, reconstructed in the six-
dimensional GSVD common subspace, with genes sorted according to their phases in
the two-dimensional subspace that approximates it. (A) Yeast expression of the sorted
4523 genes in the 18 arrays, centered at their gene- and array-invariant levels, show-
ing a traveling wave of expression. (B) Yeast expression of thesorted 4523 genes
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recently demonstrated a synthetic genetic circuit analogous to this digital ring
oscillator (see also Fung et al., ref. 45).

4. Pseudoinverse Projection for Integrative Modeling 
of DNA Microarray Datasets

Integrative analysis of different types of global signals, such as these meas-
ured by DNA microarrays from the same organism, promises to reveal global
causal co-ordination of cellular activities. For example, Bussemaker, Li, and
Siggia (46) predicted new regulatory motifs by linear regression of profiles of
genome-scale RNA expression in yeast vs profiles of the abundance levels, or
counts of DNA oligomer motifs in the promoter regions of the same yeast
genes. Lu, Nakorchevskiy, and Marcotte (47) associated the knockout pheno-
type of individual yeast genes with cell cycle arrest by deconvolution of the
RNA expression profiles measured in the corresponding yeast mutants into the
RNA expression profiles measured during the cell cycle for all yeast genes that
were microarray-classified as cell cycle regulated.

This section reviews the pseudoinverse projection integrative model for DNA
microarray datasets and other large-scale molecular biological signals (20,21).
Pseudoinverse projection is an integrative BSS algorithm that decomposes the
measured gene patterns of any given “data” signal of, e.g., proteins’ DNA-binding
into mathematically least squares-optimal pseudoinverse correlations with the
measured gene patterns of a chosen “basis” signal of, e.g., RNA expression, in
a different set of samples from the same organism. The measured array patterns
of the data signal are least squares-approximated with a decomposition into the
measured array patterns of the basis. The correspondence between these mathe-
matical patterns that are uncovered in the measured signals and the independent

Fig. 14. (Continued) in the 18 arraylets, centered at their array-invariant levels.
The expression patterns of the third through fifth and 14th through 16th arraylets dis-
play the sorting. (C) The third (red), fourth (blue), and fifth (green) yeast arraylets fit
one period cosines of π/3 (red), 0 (blue) and –π/3 (green) initial phases. (D) The 14th
(red), 15th (blue), and 16th (green) yeast arraylets fit one period cosines of –π/3-
(red), π/3- (blue), and 0- (green) phases. (E) Human expression of the sorted 12,056
genes in the 18 arrays, centered at their gene- and array-invariant levels, showing a
traveling wave of expression. (F) Human expression of the sorted 12,056 genes in the
18 arraylets, centered at their array-invariant levels. The expression patterns of the
third through fifth and 14th through 16th arraylets display the sorting. (G) The third
(red), fourth (blue), and fifth (green) human arraylets fit one period cosines of π/3-
(red), 0- (blue), and –π/3- (green) phases. (H) The 14th (red), 15th (blue) and 16th
(green) human arraylets fit one period cosines of –π/3- (red), π/3- (blue) and 0-
(green) phases.
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activities of cellular elements that compose the signals is illustrated with an
integration of yeast genome-scale DNA-binding occupancy of cell cycle tran-
scription factors (8) and DNA replication initiation proteins (9) with RNA
expression during the cell cycle, using as basis sets the eigenarrays and
arraylets determined by SVD and GSVD, respectively. One consistent picture
emerges that predicts novel correlation between DNA replication initiation and
RNA transcription during the yeast cell cycle. This novel correlation, which
might be due to a previously unknown mechanism of regulation, demonstrates
the power of the SVD, GSVD, and pseudoinverse projection models to predict
previously unknown biological principles.

4.1. Mathematical Framework of Pseudoinverse Projection

Let the basis matrix b̂ of size N-genomic sites or open reading frames
(ORFs) × M-basis profiles tabulate M genome-scale molecular biological pro-
files of, e.g., RNA expression, measured from a set of M samples or extracted
mathematically from a set of M or more measured samples. As before, the mth
column vector in the matrix b̂, |bm〉 ≡ b̂|m〉, lists the signal measured in the mth
sample by the mth array across all N ORFs simultaneously. The nth row vec-
tor in the matrix b̂, 〈n|b̂, lists the signal measured in the nth ORF across the
different arrays, which correspond to the different samples. Let the data
matrix d̂ of size N-ORFs × L-data samples tabulate L genome-scale molecu-
lar biological profiles of, e.g., proteins’ DNA binding, measured for the same
ORFs in L samples from the same organism. The lth column vector in the
matrix d̂, |dl〉 ≡ d̂|l〉, lists the signal measured in the lth sample across all N
ORFs simultaneously.

Moore–Penrose pseudoinverse projection of the data matrix d̂ onto the basis
matrix b̂ is a linear transformation of the data d̂ from the N-ORFs × L-data
samples space to the M-basis profiles × L-data samples space (Fig. 15),

(8)

where the matrix b̂†, that is, the pseudoinverse of b̂, satisfies

(9)

such that the transformation matrices b̂b̂† and b̂†b̂ are orthogonal projection
matrices for a real basis matrix b̂.
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In this space the data matrix d̂ is represented by the pseudoinverse correla-
tions matrix ĉ. The vector in the mth row of the matrix ĉ, 〈cm| ≡ 〈m|ĉ, lists the
pseudoinverse correlations of the L data profiles with the mth basis profile. The
pseudoinverse correlations matrix ĉ is unique, i.e., data driven.

4.2. Pseudoinverse Projection Integrative Analysis of Yeast Cell Cycle
RNA Expression and Proteins’ DNA-Binding Data

In this example, a data matrix that tabulates DNA-binding occupancy levels
of nine yeast cell cycle transcription factors (8) and four yeast replication initi-
ation proteins (9) across 2928 yeast ORFs is pseudoinverse projected onto (1)

Fig. 15. Raster display of the pseudoinverse projection of the yeast cell cycle
transcription factors and replication initiation proteins’ DNA-binding data onto the
SVD and GSVD cell cycle RNA expression bases, with overexpression (red), no
change in expression (black) and underexpression (green) centered at ORF- and
sample-invariant expression, and with the ORFs sorted according to their SVD and
GSVD phases, respectively. Pseudoinverse projection is a linear transformation of
the proteins’ binding data from the 2227 ORFs × 13-data samples space to the nine
eigenarrays of the SVD basis × 13-data samples space (upper), and also of the pro-
teins’ binding data from the 2139 ORFs × 13-data samples space to the six arraylets
of the GSVD basis × 13-data samples space (lower).

02_Alter  6/3/07  10:35 AM  Page 47



48 Alter

the SVD cell cycle RNA expression basis matrix, which tabulates the expres-
sion of the nine most significant eigenarrays of the α factor, CLB2, and CLN3
dataset, including the two eigenarrays that span the SVD cell cycle subspace,
across 4579 ORFs, 2227 of which are present in the data matrix; and (2) the
GSVD cell cycle RNA expression basis matrix, which tabulates the expression
of the six arraylets that span the GSVD cell cycle subspace across 4523 ORFs,
2139 of which are present in the data matrix.

4.2.1. Pseudoinverse Correlations Uncovered in the Data Correspond 
to Reported Functions of Transcription Factors

The nine transcription factors are ordered, following Simon et al. (8),
from these that have been reported to function in the cell cycle stage G1,
through these that have been reported to function in S, S/G2, G2/M, and
M/G1: Mbp1, Swi4, Swi6, Fkh1, Fkh2, Ndd1, Mcm1, Ace2, and Swi5. With
this order, the SVD- and GSVD-pseudoinverse correlations approximately
fit cosine functions of one period and of varying initial phases across the
nine transcription factors’ samples and are approximately invariant across
the four samples of the replication initiation proteins, Mcm3, Mcm4, Mcm7,
and Orc1 (Fig. 16). Transcription factors that have been reported to function
in antipodal cell cycle stages, such as Mbp1, Swi4, and Swi6 that are known
to function in G1 and Mcm1 that is known to function in G2/M, consistently
exhibit anticorrelated levels of DNA-binding in all patterns of pseudoinverse
correlations. Each pattern of pseudoinverse correlations 〈cm| represents the
activity of the transcripition factors during the cell cycle stage that the cor-
responding basis profile 〈bm| correlates with. For example, the first SVD
basis profile, i.e., the first eigenarray, correlates with RNA expression oscil-
lations at the transition from the cell cycle stage G2/M to M/G1 and anticor-
relates with oscillations at the transition from G1 to S (Fig. 6C).
Correspondingly, the first pattern of SVD-pseudoinverse correlations
describes enhanced activity of the transcription factor Mcm1 and reduced
activity of Mbp1, Swi4, and Swi6 (Fig. 16B).

4.2.2. Pseudoinverse Reconstruction of the Data in the Basis Simulates
Experimental Observation of Only the Cellular States Manifest 
in the Data that Correspond to Those in the Basis

The proteins’ DNA-binding data is SVD- and independently also GSVD-
reconstructed using pseudoinverse projections in the intersections of the SVD and
GSVD bases matrices with the data matrix (Fig. 17). With the 2227 and 2139
ORFs sorted according to their SVD and GSVD cell cycle phases, respectively,
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the variations of the SVD- and GSVD-reconstructed binding profiles across the
ORFs approximately fit cosine functions of one period and of varying initial
phases.

The SVD- and GSVD-reconstructed transcription factors’ data approxi-
mately fit traveling waves, cosinusoidally varying across the ORFs as well as
the nine samples. Simon et al. (8) observed a similar traveling wave in the bind-
ing data from the nine transcription factors, ordered as in Subheading 4.2.1.
above, across only 213 ORFs. These traveling waves are in agreement with cur-
rent understanding of the progression of cell cycle transcription along the genes
and in time as it is regulated by DNA binding of the transcription factors at the
promoter regions of the transcribed genes. Pseudoinverse reconstruction of the
data in both the SVD and GSVD bases, therefore, simulates experimental
observation of only the proteins’ DNA-binding cellular states that correspond to
those of RNA expression during the cell cycle.

Fig. 16. Pseudoinverse correlations of the proteins’ DNA-binding data with the  SVD
and GSVD cell cycle RNA expression. (A) Raster display of the correlations with the
nine eigenarrays that span the SVD basis. (B) Line-joined graphs of the correlations
with the first (red) and second (blue) most significant eigenarrays that span the SVD
subspace. (C) Raster display of the correlations with the six arraylets that span the
GSVD basis and the GSVD subspace. (D) Line-joined graphs of the correlations with
third (red), fourth (blue), and fifth (green) arraylets, and (E) the 14th (red), 15th (blue),
and 16th (green) arraylets.
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The SVD- and GSVD-reconstructed replication initiation proteins’ data
approximately fit a standing wave, cosinusoidally varying across the ORFs
and constant across the four samples. These replication initiation proteins’
reconstructed profiles are antiparallel to the reconstructed profiles of Mbp1,
Swi4, and Swi6, and parallel to that of Mcm1.

Fig. 17. Pseudoinverse reconstructions of the proteins’ DNA-binding data in the  SVD
and GSVD cell cycle RNA expression bases, with the open reading frames sorted accord-
ing to their SVD and GSVD phases, respectively, showing a traveling wave in the nine
transcription factors and a standing wave in the four replication initiation proteins. 
(A) Raster display of the SVD-reconstructed data. (B) Line-joined graphs of the SVD-
reconstructed data profiles. (C) Raster display of the GSVD-reconstructed data. (D) Line-
joined graphs of the GSVD-reconstructed data profiles.
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4.2.3. Classification of the Basis-Reconstructed Data Samples Maps 
the Cellular States of the Data Onto Those of the Basis and Gives 
a Global Picture of Possible Causal Coordination of These States

Projected from the SVD basis, that is spanned by nine eigenarrays, onto the
SVD cell cycle subspace, that is spanned by the two most significant of these
eigenarrays, all SVD-reconstructed samples have at least 25% of their binding
profiles in this subspace, except for Fkh2 (Fig. 18A). Projected from the six-
dimensional GSVD cell cycle subspace, that is spanned by six arraylets, onto
the two-dimensional subspace that approximates it, 50% or more of the contri-
butions of the six arraylets to each GSVD-reconstructed sample add up, rather
than cancel out (Fig. 18B).

Sorting the samples according to their SVD or GSVD phases gives an array
order that is similar to that of Simon et al. (8), and describes the yeast cell cycle
progression from the cellular state of Mbp1’s binding through that of Swi5’s.
The SVD and GSVD mappings of the transcription factors’ binding profiles

Fig. 18. Reconstructed yeast proteins’ DNA-binding data in the RNA expression
bases. (A) Correlations of the reconstructed binding of each of the 13 proteins with the
first and second rotated eigenarrays along the x- and y-axes. The transcription factors
are color coded according to their classification into the five cell cycle stages: M/G1
(yellow), G1 (green), S (blue), S/G2 (red), and G2/M (orange). The replication initiation
proteins are colored violet. The dashed unit and half-unit circles outline 100% and 25%
of overall normalized array expression in this subspace. (B) Projections of the binding
of each of the nine transcription factors and four replication initiation proteins, after
reconstruction in the six-dimensional GSVD cell cycle subspace, onto the two-dimen-
sional subspace that least-squares approximates it. The dashed unit and half-unit cir-
cles outline 100% and 50% of added up, rather than cancelled out, contributions of the
six arraylets to the overall projected reconstructed binding. The arrows describe the pro-
jections of the –π/3-, 0-, and π/3-phase arraylets.
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onto the expression subspaces are also in agreement with the current under-
standing of the cell cycle program. Mapping the binding of Mbp1, Swi4, and
Swi6 onto the cell cycle expression stage G1 corresponds to the biological coor-
dination between the binding of these factors to the promoter regions of ORFs
and the subsequent peak in transcription of these ORFs during G1. The mapping
of Mbp1, Swi4, and Swi6 onto G1, which is antipodal to G2/M, also corre-
sponds to their binding to promoter regions of ORFs that exhibit transcription
minima or shutdown during G2/M, and to their minimal or lack of binding at
promoter regions of ORFs which transcription peaks in G2/M. Similarly, the
mapping of Mcm1 onto G2/M corresponds to its binding to the promoter
regions of ORFs that are subsequently transcribed during the transition from
G2/M to M/G1. The binding profiles of the replication initiation proteins are
SVD- and GSVD-mapped onto the cell cycle stage that is antipodal to G1.
These SVD and GSVD mappings are consistent with the reconstructed profiles
of Mcm3, Mcm4, Mcm7, and Orc1 being antiparallel to those of Mbp1, Swi4,
and Swi6 and parallel to that of Mcm1.

The parallel and antiparallel associations by annotation of the proteins’
DNA-binding profiles with the cellular states of RNA expression during the cell
cycle are also consistent with the SVD and GSVD mappings. These associa-
tions follow the p-values for the distribution of the 400 and 377 ORFs that were
microarray-classified and the 58 and 60 ORFs that were traditionally classified
as cell cycle regulated among all 2227 and 2139 ORFs that are mapped onto the
SVD and GSVD subspaces, respectively, and among each of the subsets of 200
ORFs with largest and smallest levels of binding occupancy in each of the pro-
files. Again, the binding profiles of all four DNA replication initiation proteins,
Mcm3, Mcm4, Mcm7, and Orc1 are anticorrelated with RNA expression in the
cell cycle stage G1, together with the profile of the transcription factor Mcm1,
whereas the profiles of the transcription factors Mbp1, Swi4, and Swi6 that are
known to drive the cell cycle stage G1, are correlated with RNA expression in
this stage (20,21).

Thus, DNA-binding of Mcm3, Mcm4, Mcm7, and Orc1 adjacent to ORFs is
pseudoinverse-correlated with minima or even shutdown of the transcription of
these ORFs during the cell cycle stage G1. This novel correlation suggests a pre-
viously unknown genome-scale coordination between DNA replication initia-
tion and RNA transcription during the cell cycle in yeast.

The correlation between Mcm3, Mcm4, Mcm7, and Orc1 and the transcrip-
tion factor Mcm1 suggests a genome-scale, or maybe even a genome-wide
coordination in the activities of the DNA replication initiation proteins and Mcm1.
One possible explanation of this correlation may be provided by the recent sugges-
tion by Chang et al. (48; see also Donato, Chang and Tye, ref. 49) that Mcm1
binds origins of replication, and thus functions as a replication initiation protein
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in addition to its function as a transcription factor. However, this correlation
does not necessarily mean that Mcm1 colocalizes with origins. It is the ten-
dency of ORFs adjacent to Mcm1’s binding sites to exhibit transcription min-
ima during the cell cycle stage G1, which correlates with a similar tendency of
those ORFs that are adjacent to binding sites of the replication initiation proteins.

4.3. Pseudoinverse Projection Integrative Model for Genome-Scale RNA
Transcription and DNA-Binding of Cell Cycle Transcription Factors 
and Replication Initiation Proteins in Yeast

One consistent picture emerges upon integrating the genome-scale proteins’
DNA-binding data with the SVD and GSVD cell cycle RNA expression bases,
which is in agreement with the current understanding of the yeast cell cycle pro-
gram (50–53), and is supported by recent experimental results (49). This picture
correlates for the first time the binding of replication initiation proteins with min-
ima or shutdown of the transcription of adjacent ORFs during the cell cycle stage
G1, under the assumption that the measured cell cycle RNA expression levels are
approximately proportional to cell cycle RNA transcription activity. It was shown
by Diffley et al. (50) that replication initiation requires binding of Mcm3, Mcm4,
Mcm7, and Orc1 at origins of replication across the yeast genome during G1 (see
also ref. 51). And, it was shown by Micklem et al. (52) that these replication ini-
tiation proteins are involved with transcriptional silencing at the yeast mating loci
(see also ref. 53). Either one of at least two mechanisms of regulation may be
underlying this novel genome-scale correlation between DNA replication initia-
tion and RNA transcription during the yeast cell cycle: the transcription of genes
may reduce the binding efficiency of adjacent origins. Or, the binding of replica-
tion initiation proteins to origins of replication may repress, or even shut down,
the transcription of adjacent genes.

This is the first time that a data-driven mathematical model, where the math-
ematical variables and operations represent biological or experimental reality,
has been used to predict a biological principle that is truly on a genome scale.
The ORFs in either one of the basis or data matrices were selected based on data
quality alone, and were not limited to ORFs that are traditionally or microarray-
classified as cell cycle regulated, suggesting that the RNA transcription signa-
tures of yeast cell cycle cellular states may span the whole yeast genome.

5. Are Genetic Networks Linear and Orthogonal?
The SVD model, the GSVD comparative model, and the pseudoinverse pro-

jection integrative model are all mathematically linear and orthogonal. These
models formulate genome-scale molecular biological signals as linear superpo-
sitions of mathematical patterns, which correlate with activities of cellular ele-
ments, such as regulators or transcription factors, that drive the measured signal
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and cellular states where these elements are active. These models associate the
independent cellular states with orthogonal, i.e., decorrelated, mathematical
profiles suggesting that the overlap or crosstalk between the genome-scale
effects of the corresponding cellular elements or modules is negligible.

Recently, Ihmels, Levy, and Barkai (54) found evidence for linearity as well
as orthogonality in the metabolic network in yeast. Integrating genome-scale
RNA expression data with the structural description of this network, they
showed that at the network’s branchpoints, only distinct branches are coex-
pressed, and concluded that transcriptional regulation biases the metabolic flow
toward linearity. They also showed that individual isozymes, i.e., chemically
distinct but functionally similar enzymes, tend to be corregulated separately
with distinct processes. They concluded that transcriptional regulation uses
isozymes as means for reducing crosstalk between pathways that use a common
chemical reaction.

Orthogonality of the cellular states that compose a genetic network suggests
an efficient network design. With no redundant functionality in the activities of
the independent cellular elements, the number of such elements needed to carry
out a given set of biological processes is minimized. An efficient network, how-
ever, is fragile. The robustness of biological systems to diverse perturbations,
e.g., phenotypic stability despite environmental changes and genetic variation,
suggests functional redundancy in the activities of the cellular elements, and
therefore also correlations among the corresponding cellular states. Carslon and
Doyle (55) introduced the framework of “highly optimized tolerance” to study
fundamental aspects of complexity in, among others, biological systems that
appear to be naturally selected for efficiency as well as robustness. They
showed that trade-offs between efficiency and robustness might explain the
behavior of such complex systems, including occurrences of catastrophic fail-
ure events.

Linearity of a genetic network may seem counterintuitive in light of the non-
linearity of the chemical processes, which underlie the network. Arkin and Ross
(56) showed that enzymatic reaction mechanisms can be thought to compute the
mathematically nonlinear functions of logic gates on the molecular level. They
also showed that the qualitative logic gate behavior of such a reaction mecha-
nism may not change when situated within a model of the cellular program that
uses the reaction. This program functions as a biological switch from one path-
way to another in response to chemical signals, and thus computes a nonlinear
logic gate function on the cellular scale. Another cellular program that can be
thought to compute nonlinear functions is the well-known genetic switch in the
bacteriophage λ, the program of decision between lysis and lysogeny (57).
McAdams and Shapiro (58) modeled this program with a circuit of integrated
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logic components. However, even if the kinetics of biochemical reactions are
nonlinear, the mass balance constraints that govern these reactions are linear.
Schilling and Palsson (59) showed that the underlying pathway structure of a
biochemical network, and therefore also its functional capabilities, can be
extracted from the linear set of mass balance constraints corresponding to the
set of reactions that compose this network.

That genetic networks might be modeled with linear and orthogonal mathe-
matical frameworks does not necessarily imply that these networks are linear
and orthogonal(e.g., refs. 60–62). Dynamical systems, linear and nonlinear, are
regularly studied with linear orthogonal transforms (63). For example, SVD
might be used to reconstruct the phase-space description of a dynamical system
from a series of observations of the time evolution of the coordinates of the sys-
tem. In such a reconstruction, the experimental data are mapped onto a sub-
space spanned by selected patterns that are uncovered in the data by SVD. The
phase-space description of linear systems, for which the time evolution, or
“motion,” of the coordinates is periodic, such as the analog harmonic oscillator,
is the “limit cycle.” The phase-space description of nonlinear systems, for which
the coordinates’ motion is chaotic, such as the chemical Lotka-Volterra irre-
versible autocatalytic reaction (35–37), is the “strange attractor.” Broomhead
and King (64) were the first to use SVD to reconstruct the strange attractor.

Although it is still an open question whether genetic networks are linear and
orthogonal, linear and orthogonal mathematical frameworks have already proven
successful in describing the physical world, in such diverse areas as mechanics
and perception. It may not be surprising, therefore, that linear and orthogonal
mathematical models for genome-scale molecular biological signals (1) provide
mathematical descriptions of the genetic networks that generate and sense the
measured data, where the mathematical variables and operations represent bio-
logical or experimental reality; (2) elucidate the design principles of cellular sys-
tems as well as guide the design of synthetic ones; and (3) predict previously
unknown biological principles. 

These models may become the foundation of a future in which biological sys-
tems are modeled as physical systems are today.
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