
MOL Solvers for Hyperbolic PDEs with Source Terms.I. Ahmad and M. BerzinsSchool of Computer Studies, The University of Leeds, Leeds LS2 9JT, UK.AbstractA method-of-lines solution solution algorithm for reacting ow problems modelledby hyperbolic p.d.e.s with sti� source terms is presented. Monotonicity preservingadvection schemes are combined with space/time error balancing and a Gauss-Seideliteration to provide an e�cient solver. Numerical experiments on two challengingexamples are presented to illustrate the performance of the method.1 IntroductionA currently active area of research is the numerical solution of hyperbolicpartial di�erential equations (p.d.e.s) with sti� non-linear source terms [9,11].Tang [11] and others have concentrated on the convergence while Papalexan-dris et al. [9] and others (e.g. Leveque) have considered new spatial discretiza-tion methods. The di�culty of solving such problems was illustrated by [8]who showed that spurious numerical solution phenomena, such as incorrectwave speeds may occur when insu�cient spatial and temporal resolution areused.In this paper the application of the method of lines to such problems is con-sidered. Monotone spatial discretization schemes are used to reduce the PDEto a system of ordinary di�erential equations (ODEs) in time. For reactingow problems the spatial mesh points should be chosen with great care toreect the true solution of the PDE and to avoid generating signi�cant butspurious numerical solution features. One way of achieving this is to use oneof the many adaptive mesh algorithms, [3], to control the spatial discretisa-tion error by re�ning and coarsening the mesh. The aim here is not only touse such algorithms but also to integrate in time with su�cient accuracy sothat the spatial error is not degraded while maintaining the e�ciency of thetime integrator. This has been achieved by varying the time accuracy toler-ance with spatial error rather than keeping it �xed thus extending the workof Berzins [3] to problems with sti� source terms. Such problems require thePreprint submitted to Elsevier Science 5 July 2000



use of implicit methods to resolve the fast transients associated with somechemistry species. For problems involving many species the cost of using im-plicit methods may be high unless great care is taken with numerical linearalgebra. In the present work this is done by making use of a method developedfor method of lines solvers applied to atmospheric chemistry problems, [13,2].The approach uses a Gauss-Seidel iteration applied to the source terms alone.The advective terms are e�ectively treated explicitly but without introducinga splitting error. The �rst part of this paper deals with the implementation ofthese ideas for a 1D hyperbolic conservation law with a nonlinear source term,[8]. while the second part will show results for the more complex problem ofFedkiw [6,7].2 Spatial Discretisation and Time IntegrationThe 1D Leveque and Yee problem [8], is given by@u@t + @u@x = � (u) x 2 [0;1];  (u) = �u(u� 1)(u� 0:5) (1)and is the linear advection with a source term that is "sti�" for large �. Theinitial and boundary values (at x = 0) are de�ned byu(x; 0) = u0(x) = uL = 1; x � xd; uR = 0; x > xdwhere xd = 0:1 or 0:3 in the cases considered here. The in�nite domain willalso be truncated to [0; 1] for the cases considered here, as this is su�cientto demonstrate the behaviour of the methods employed. A simple outowboundary condition is then used at x = 1. The solution of equation (1) is adiscontinuity moving with constant speed and has a potentially large sourceterm that only becomes active at the discontinuity, [8].De�ning a spatial mesh 0 = x1 < ::: < xN = 1 and the vector of values Uwith components Ui(t) � u(xi; t) where u(x; t) is the exact solution to thep.d.e. and Ui(t) is the exact solution to the o.d.e. system derived by spatialsemi-discretization of the p.d.e. and given by_U = FN (t;U(t)); U(0) given; (2)and this true solution [U(tn)]pn=0 is approximated by [V(tn)]pn=0 at set of dis-crete time 0 = t0 < t1 < ::: < tp = te by the time integrator. The form of theODEs system given by equation (2) at time t is given byFN(tn;U(tn)) = FfN (tn;U(tn)) + FsN (tn;U(tn)): (3)2



where the vector FfN (tn;U(tn)) is the second-order limited discretisation ofthe advective terms in equation (1) whose components are given byF fj (t;U(t)) = � "1 + (B(rj; 1)2 � B(rj�1; 1)2rj�1 # (Uj(t)� Uj�1(t))4x (4)where B is a limiter such as that of van Leer: (see [3])B(rj; 1) = rj + j rj j1 + rj ; and rj = Uj+1(t)�Uj(t)Uj(t)�Uj�1(t) : (5)The vector FsN (t;U(t)) represents the approximate spatial integration of thesource term which is de�ned by 14x R xj+12xj� 12  (U(x; t))dx and is evaluated byusing the midpoint quadrature rule so tha tits jth component is:F sj (t; Uj(t)) =  (Uj(t)): (6)The time integration method used here (mostly for simplicity of analysis) isthe Backward Euler method de�ned byV(tn+1) = V(tn) + FN(tn+1;V(tn+1)): (7)In the case when a modi�ed Newton method is used to solve the nonlinearequations at each timestep, this constitutes the major computational task ofa method of lines calculation. In cases where large o.d.e. systems that resultfrom the discretization of the ow problems with many chemistry species thec.p.u. times may be excessive unless special iterative methods are used.The approach taken here follows [4] in neglecting the advective terms Jf = @ Ff@V, and concentrates on the Jacobian of the source terms Js = @ Fs@V when form-ing the Jacobian matrix used in the Newton iteration. This approach, in thecase when no source terms are present, corresponds to using functional it-eration for the advective calculation, see [2,4]. The matrix I � 4tJs is theJacobian matrix of that part of the o.d.e. system corresponding to the dis-cretization of the time derivatives and the source terms. This matrix is thusblock-diagonal with as many blocks as there are spatial elements and with eachblock having as many rows and columns as there are p.d.e.s. The fact thata single block relates only to the chemistry within one cell means that eachblock's equations may be solved independently by using a Gauss-Seidel iter-ation, which has also been used with great success for atmospheric chemistryproblems, [13]. The nonlinear equations iteration employed here may thus bewritten as[I �4t Js] [Vm+1(tn+1)�Vm(tn+1)] = r �tmn+1� (8)3



where r �tmn+1� = �Vm(tn+1)+V(tn)+4tFN(tn+1;Vm(tn+1)). This approx-imation is only used to speed up the solution of the nonlinear equations and,providing that the iteration converges, has no adverse impact on accuracy. Inorder for this iteration to converge with a rate of convergence rc it is necessary,[2], thatjj [I �4tJs]�1 4t Jf jj = rc where rc < 1: (9)Using the identity k ab k�k a kk b k, and noting that Jf may be written as(4x)�1J�f gives:4t4xjj J�f jj � rc jj [I �4tJs] jj : (10)For the p.d.e. in (1), [I �4tJs] is a diagonal matrix with entries 1 +4t� @ @Vwhere@ @V = p(V ) (11)and where p(V ) = 3V 2 � 3V + 0:5 gives a CFL type condition that allowslarger timesteps as � increases. The function p(V ) is bounded between thevalues 0:5 and �0:25 for solution values in the range [0; 1].3 Space-Time Error Balancing Control.Hyperbolic PDEs are often solved by using a CFL condition to select thetimestep. One alternative approach developed by Berzins [3,4] is to use a localerror per unit step control in which the time local error ( denoted by le(t)) iscontrolled so as to be smaller than by the local growth in the spatial error overthe timestep (denoted by est(t)). In the case of the Backward Euler methodthe standard local error estimate at tn+1 is de�ned as le(tn+1) and is estimatedin standard ODE codes byle(tn+1) = 4t2 [FN (tn+1;V(tn+1))� FN (tn;V(tn)] :� 4t22 �V(tn+1) (12)The error control of [3] is de�ned byk len+1(tn+1) k � � k est(tn+1) k (13)4



where 0 < � < 1 is a balancing factor and est(tn+1) represents the local growthin time of the spatial discretisation error from tn to tn+1, assuming that theerror is zero at tn. Once the primary solution has been computed using themethod of Section 2, a secondary solution is estimated at same time step withan upwind scheme of di�erent order and a di�erent quadrature rule for sourceterm integration. The di�erence of these two computed solution is then takenas an estimate of the local growth in time of the spatial discretization errorin the same way as in [3]. The primary solution V(tn+1) starting from V(tn)is computed in the standard way as described in Section 2. The secondarysolution W(tn+1) is computed by solving_W(t) = Gf (t;W(t)) + Gs (t;W(t)); W(tn) = V(tn): (14)with initial value Vn, where Gf and Gs are the �rst order advective term andthe source terms which are evaluated using a linear approximation on eachinterval and the trapeziodal rule i.e.Gfj (t;Wj(t))=�(Wj(t)�Wj�1(t)4x ;Gsj(t;Wj(t))= 14( (Wj�1(t)) + 2 (Wj(t)) +  (Wj+1(t): (15)Estimating es(tn+1) by applying the Backward Euler Method to (14) sub-tracted from (7) with one iteration of the modi�ed Newton iteration of theprevious section, as in [4], gives[I �4tJs][es(tn+1)]=4t [Ff(tn+1;V(tn+1))�Gf (tn+1;V(tn+1) (16)+Fs(tn+1;V(tn+1))�Gs(tn+1;V(tn+1)) ]where es(tn+1) � V(tn+1) �W(tn+1). From this the estimate of the localgrowth in time of the spatial discretization error and is given at the jth gridpoint by[1 +4t� p (Vj(tn+1))]estj(tn+1)= 4t24x[B(~rj; 1) � 1~rj�1B(~rj�1; 1)](Vj(tn+1)� Vj�1(tn+1))+ 4t4 ( (Vj�1(tn+1))� 2 (Vj(tn+1)) +  (Vj+1(tn+1))): (17)where p(V ) is de�ned as in equation(10) and ~rj = Vj+1(t)�Vj(t)Vj(t)�Vj�1(t). The terminvolving the limiter B(:; :) may be rewritten as in [3], equation (5.13), as:5



[B(~rj; 1)� 1~rj�1B(~rj�1; 1)](Vj(tn+1)� Vj�1(tn+1)) =h�j V n+1j;xx + �j V n+1j�1;xxi : (18)where �j and �j are both in the range [0; 1] and where V n+1j;xx = Vj+1(tn+1) �2Vj(tn+1) + Vj�1(tn+1) and V n+1j�1;xx is similarly de�ned. Hence( (Vj�1(tn+1))� 2 (Vj(tn+1)) +  (Vj+1(tn+1)) � p(Vi) V n+1j;xx ;where p(V ) is de�ned by equation (11), then gives estj(tn+1 as[1 +4t� p(Vj(tn+1))] estj(tn+1)� 4t4x h�j V n+1j;xx + �j V n+1j�1;xxi :+ 4t44x2 p(Vi) V n+1j;xx ; (19)Let V �j;xx = max(V n+1j;xx ; V n+1j�1;xx)=4x2 and then rewrite this equation asjestj(tn+1)j � 4t4x j�j + �j + � 4x p(Vj(tn+1)=4jj1 +4t� p(Vj(tn+1))j jV �j;xxjand de�ne the vector E(x; V; t) as having components Ej(x; Vj; t) whereEj(x; Vj; t) = j2 + � 4x p(Vj(tn+1)=4jj1 + � 4t p(Vj(tn+1))j :Taking norms after de�ning the vector V�xx as having components V �j;xx,givesk est(tn+1) k � 4x4t k E(x; V; t) kk V�xx k :Combining this equation with (12) shows that another CFL type condition isinherent in the error control de�ned by (13):4t4x � 2 � k E(x; V; t) kk V�xx kk �V(tn+1) k (20)4 Numerical Solution with Fixed MeshesIn initial �xed mesh experiments with the problem de�ned by equation (1)comparisons were made between the standard local error control approach6



in which absolute and relative tolerances RTOL and ATOL are de�ned, seePennington and Berzins, [10], and the new approach de�ned by (13). Thechoice of the parameter � is an important factor in the performance of thesecond approach. In selecting this parameter the local growth in the spatialdiscretization error should dominate the temporal error and the work neededshould not be excessive. Obviously the larger the value of � the fewer ODE timesteps there will be, and the smaller the value of � the more steps there will be.A good compromise between e�ciency and accuracy is to use � in the range0.1 to 0.3. The numerical experiments described by Ahmad [1] con�rm theresults of Berzins [3] although it is noted that for some combustion problems,� may have to be reduced below 0:1.An important feature of solving the problem de�ned by equation (1) is thatthe numerical solution may move with an incorrect wave speed. Leveque andYee [8] showed that the step size and the mesh size should be O( 1�), to avoidspurious solutions being generated. In order to illustrate these results we havetaken xd = 0:3 in equation (1), 4x =0.02 and used a �xed time step 4t=0.015. The product of time step 4t and the reaction rate � determines thesti�ness of the system. Fgure(1) shows the comparison of the computed solu-tion and exact solution at t = 0:3 for � =100, and 1000 (4t�= 1.5 and 15)respectively. It is evident from Figure (1) that for smaller 4t� the strategy
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5 Local Grid Re�nementIn the previous section it was shown that the front is moving with the wrongspeed, due to lack of proper spatial resolution. Leveque and Yees [8] pointedout that the source of di�culty is the discontinuity in the solution and thata much �ner grid is needed there. One solution, suggested by [8] to suchproblems is to deploy a method that is capable of essentially increasing thespatial resolution rather than excessive re�nement of the overall grid.For this purpose a monitor function was used to guide the decision where tore�ne or coarsen the mesh. A commonly used monitor function is the secondspatial derivative which however tends to in�nity around a shock [10] as themesh is re�ned. In order to overcome this we have introduced a new monitorfunction based upon the local growth in time spatial error est as de�ned byequation (13). This leads to the use of local grid re�nement, and with thehelp of the error balancing approach described in Section 3 it is possible tocreate a new re�ned grid directly surrounding of the location of the source.For this purpose we have modi�ed the approach described by Pennington andBerzins [10]. The remesh routine bisects the mesh cell if the monitor functionis too large or combines two cells into one if the monitor function is well belowthe required value. In the experiments here remeshing routine is called onevery second time step. The adaptive mesh initially starts with 26 points andwhen the error was larger that speci�ed limit then the corresponding cell issubdivided into two with a 75 maximum points being allowed for the caseshown in Figure 2, which shows the front moving correctly.
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6 Combustion ProblemModelling reactive ow in combustion problems is based on a generally ac-cepted set of time-dependent coupled partial di�erential equations maintainingconservation of density, momentum and energy. There are basically four typesof physical processes represented in reactive ow equations. These processesare chemical reactions, di�usive transport, convection and wavelike properties,[6]. The chemical kinetics represents the production and loss of the chemicalspecies, convection describes the motion of uid quantities in space. The wave-like behaviour are described implicitly in the reactive ow equations by thecoupled continuity equations. The important point about wavelike motion isthat energy is transferred from one element of the uid to others by wavesthat can travel much faster than the uid velocity.The main type of wave considered here is a shock wave, which moves as adiscontinuity through the domain. The shock wave heats and compresses theundistributed reactive mixture as it passes through it. The raised temperaturetriggers chemical reactions; energy release eventually occurs and the pressurewaves are generated, some of which propagate forward and accelerate the shockwave. The reactions may proceed very rapidly after the initiation, which willmake the source term sti� [12,13] in time, hence it is possible that the solutionwill yield non-physical waves with incorrect speed and incorrect discontinuousin ow properties [6,12].The governing equations of the combustion problem considered here are theEuler equations modi�ed in such a way that the ow of more than one speciescan be considered, Ton et al. [12] and Fedkiw [6]:ut + [f(u)]x =  (u); (21)whereu = 26666666666666664 ��uE�Y1...�YNS�1
37777777777777775 f(u) = 26666666666666664 �u�u2 + p(E + p)u�uY1...�uYNS�1

37777777777777775  (u) = 26666666666666664 000_w1(T; p; Y1; � � � ; YNS�1)..._wNS�1(T; p; Y1; � � � ; YNS�1)
37777777777777775and _wi represents the mass production rate of the ith species and where the9



energy equation is given byE = �p+ � u22 + �h; (22)where h is the enthalpy. NS represents the number of species (nine in all) andYi is the mass fraction of species i and YNS = 1�PNS�1i=1 Yi. The equation ofstate for the mixture of gas is given by p = � hPNSi=1 YiRiiT .In this one-dimensional shock tube test problem with chemistry, as given in[1,6,7], a shock hits a solid wall boundary and is reected. Then, after a delay,a reaction wave kicks in at the boundary. The reaction wave eventually mergeswith the shock causing a split into 3 waves. From wall to outow (left to right)these waves are a rarefaction, a contact discontinuity and a shock (see Fedkiw[6,7]). Following Fedkiw [6,7] we have taken 2/1/7 molar ration of H2/O2/Arand all the gases are assumed to be thermally perfect with initial data values� = :072 kgm3 ; u = 0ms ; p = 7173 Jm3 ; (23)on the left and on the right the initial data is given by� = :1870 kgm3 u = �487:34ms ; p = 35594 Jm3 ; (24)The length of domain is 10cm and time is 230� s. The left side boundary con-ditions are reective, while transmissive boundary conditions have been im-plemented on right hand side of the domain. The domain has been discretizedinto 400 equally spaced grid cells. To handle the steep spatial fronts, it is nat-ural to apply modern shock-capturing numerical methods for the convectiveterms. The spatial discretization method was that of Section 2 combined withthe Marquina ux method [5] whose excellent shock-capturing behaviour onnon-reacting ows, has motivated its use here for reacting ow. The thetamethod, [3], together with Gauss Seidel iterative method has been used forthe time integration. Thus the methods used are somewhat di�erent to theENO approach adopted in Fedkiw[6,7]. For full details see Ahmad [1].The results obtained from the code are not entirely oscillation free - there issmall oscillation due to fact the numerical method has to resolve a one cellthick shock. For many of the chemistry components the solution values in allcases were very similar. Substantial di�erences were observed in the H2O2 andHO2 species and these are displayed from left to right as cases A,B and C inFigues 3 and 4. The results with new error control strategy given by equation(13) are given in Figures (3,4) as case A. For time of 230�s and the code took6532 steps and the results are comparable to Fedkiw[6,7]. The code has also10



been run with a standard local error per step control strategy as given byequation with di�erent relative (RTOL) and absolute (ATOL) values. WithRTOL= 0.1 and ATOL=1�10�4, in this case, the code halted after some timedue to negative pressure being generated near the boundary and consequentlya slightly tighter tolerance has been used and the code has been run withRTOL=0.1 and ATOL= 10�5. In this case the code took 5549 steps to reachthe �nal time=230�s and got small oscillations as given in case B of Figures(3,4). When the code was run with RTOL=0.01 and ATOL=10�5, the codetook 8207 steps and the results are given as case C in Figures (3,4). Againsmall oscillations are visible in this case.
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