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ABSTRACT

The state of the melt region as well as the temperature field are critical indicators reflecting the stability of the process and subsequent product quality in selective laser sintering (SLS). The present study compares various simulation models for analyzing melt pool morphologies, specifically considering their complex transient evolution. While thermal fluid dynamic simulations offer comprehensive insights into melt regions, their inherent high computational time demand is a drawback. In SLS, the polymer’s high viscosity and low conductivity limit liquid flow, thereby promoting a slow evolution of the melt region formation. Based on this observation, utilizing low-complexity pure heat conduction simulation can be adequate for describing melt region morphologies as compared to the more complex thermal fluid dynamic simulations. In the present work, we propose such a purely conduction based finite element (FE) model and use it in combination with an AI-powered partial differential equation (PDE) solver based on a parametric physics-informed neural network (PINN). We specifically conduct the simulations for the sintering process, where large thermal gradients are present, with the parametric PINN based model, whereas we employ the finite element method (FEM) for the cooling phase in which gradients and cooling rates are several orders lower, thus enabling the prediction of sintering temperature and melt region morphology under various configurations. The combined hybrid model demonstrates less than 7% deviation in temperatures and less than 1% in melt pool sizes as compared to the pure FEM-based models, with faster computational times of 0.7 s for sintering and 20 min for cooling. Moreover, the hybrid model is utilized for multi-track simulation with parametric variations with the purpose of optimizing the manufacturing process. Our model provides an approach to determine the most suitable combinations of settings that enhance manufacturing speed while preventing issues such as lack of fusion and material degradation.

1. Introduction

Selective laser sintering (SLS) is a form of laser powder bed fusion (L-PBF) additive manufacturing (AM) technology that fabricates three-dimensional objects layer by layer [1]; see Fig. 1 (a). The procedure begins with preparing a powder bed with a fine layer of...
particles uniformly spread across the 3D printer’s build platform. Subsequently, the laser scans the intended cross-section of the object, as specified in the CAD file. Upon encountering the material, the laser heats and selectively fuses the particles, forming a solid layer. This cycle of applying powder layers and scanning with the laser is continued until the entire part is completed. Polymer-based SLS can produce strong, complex, and functional parts utilized in consumer goods, prototyping [2], aerospace [3], and healthcare devices [2]. However, despite its advantages, polymer-based SLS can still exhibit certain limitations and defects in the resulting products. Common issues include lack of fusion, porous structures, and high surface roughness [3–5]. The interaction between the laser and the powder bed leads to the formation of a molten region. Inadequate fusion and porosity can especially occur when a low-power laser generates a molten region which is too small.

As opposed to this, material degradation and dimensional inaccuracy can occur when the laser power is too high, leading to overheating [6,7]. Hence, the size and characteristics of the melt region can serve as a crucial indicator for regulating and ensuring the quality of the final products [8]. Typically, two primary approaches are suggested for studying the melt region dimensions, in-situ sensing [9] and numerical simulations. Several research studies have focused on using imaging techniques to assess factors such as the melt pool size and temperature and the part’s porosity in L-PBF. However, the practical application of in-situ sensing is constrained by high costs, complexity, limited spatial resolution, and the need for extensive data management. Multiple researchers have been engaged in simulating the initial powder bed preparation using the discrete element method (DEM) [10–12] followed by employing the finite volume method (FVM)-based thermal fluid dynamic models [13]. They aim to forecast parameters like melt pool dimensions [14,15], the formation of keyholes [16], and the quality including potential porosities of the final surface [17] in metal or polymer L-PBF processes. An inherent characteristic of multiphysics models in simulating product defects and melt pool morphologies in various processes is the significantly long calculation times and this is also the case for SLS of polymers. This is primarily due to the material characteristics of polymers, such as high viscosity, low flowability, and low conductivity, which result in a very slow evolution of the melt region during sintering itself as well as during the subsequent cooling [3,18].

For that reason, there have been several contributions in the literature on pure conductive models of L-PBF of metals [19,20]. Furthermore, there have also been contributions on pure conductive models of L-PBF of polymers. Riedlbauer et al. introduced a finite element (FE) thermal model focused on a single-track approach using PA12 [21]. It investigated the correlation between laser parameters and the melt region’s behavior, temperature, and size. The simulation model’s precision was validated by comparing its outputs with experimental data and measurements, affirming its accuracy.

Over the past few years, a growing number of researchers have been working on AI-based simulations for L-PBF processes, aiming to decrease simulation time while maintaining accuracy. Based on the amount of data required, there are mainly two types of models, i.e., data-driven and physics-informed models [23]. Regarding data-driven models [24,25], Zhang et al. [26] utilized sensors to gather temperature data from the melt pool while varying relevant process parameters. They employed this collected data as datasets for training two different models: XGBoost and long short-term memory (LSTM). These models were designed to establish mappings between process parameters and their respective temperature values within the melt pool. Ren et al. [27] created a data-driven model predicting the temperature evolution in a single layer produced with different scanning strategies in directed energy deposition (DED). The dataset was based on FEM simulation of 100 different geometries and six distinct scanning strategies. Their model attained a prediction accuracy of 95% with respect to test data from which it was not trained, demonstrating its effectiveness in forecasting the thermal field evolution for different scanning strategies in AM. Data-driven models perform well in LPBF thermal simulations, but their accuracy relies heavily on the dataset size [28], which can be expensive. On the other hand, physics-informed models [29–33] incorporate physics-based knowledge, i.e. partial differential equations (PDEs) into the network architecture, thus requiring minimal or even no extensive datasets [34,35], making them more suitable and practical for industrial applications. Hosseini et al. [36] applied a physics-informed neural network (PINN) to address the parametric 3D transient heat conduction equation for predicting the temperature in L-PBF single-track simulation. The model demonstrated generalizability within specified ranges of laser settings and material properties, and it was verified with results from their own FE model. Similarly, Li et al. [37] also utilized PINN to predict
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single-track temperature profiles during metal-based L-PBF. In order to adapt the model to various manufacturing parameters efficiently, the transfer learning technique was utilized to save training time. The model achieved an error of less than 2% compared to their own FE model. Lastly, the PINN-based hybrid model mixing partial-domain temperature data and physics-based knowledge was adopted by Liao et al. [38] to predict the full-domain temperature in L-PBF and DED of a metal single-track. Furthermore, the model demonstrated the capability to identify unknown properties of material by solving the inverse problem based on the obtained temperature data from their FE model.

The purpose of the present paper is twofold. First, we present and compare different models of varying complexity ranging from full computational fluid dynamics (CFD) to purely conductive models for the polymer-based SLS process. Thereafter, we create an artificial intelligence (AI)-assisted hybrid surrogate model to accurately and efficiently predict the melt region’s transient temperature level and morphologies during manufacturing. This model offers an opportunity for rapid fine-tuning and optimization of process parameters. More specifically, we initially utilize an FVM thermal fluid dynamic simulation as our CFD model, incorporating phase change, heat transfer, Marangoni effect, and liquid flow within the commercial software, Flow-3D. This should strictly speaking be done on a loose powder bed as we did in [39]. Previously, we validated this approach against experimental values for melt region width and depth and found good agreement [39]. However, this numerical procedure on the loose powder bed took around three weeks in computational time on an Intel Xeon w-2195 processor. Hence, in the present work, we do the CFD simulation on a dense substrate effectively reducing calculation time down to four days. This simulation is subsequently validated against in-house experimental results to ensure accuracy [39, 40]. Following this, we observe that the inherent low flowability of the polymer restricts the activity of the liquid flow [41], resulting in the liquid convection having limited impact on evolution of the dimensions of the melt region. Consequently, the thermal fluid dynamic model on the dense substrate will be further simplified to a thermal conduction model using the FEM solver FEniCS [42], which proves adequate for describing the melt pool morphologies of SLS of high viscosity polymers.

In the current work, we present a comparative study of four different models ranging from a complex FVM-based thermal fluid dynamic model including a dense powder bed to a much less complex FEM-based thermal conduction model. The basis of our simulations is experiments carried out on the machine (EOS P110FDR (Fig. 1 (b)), where the laser settings (speed and power), and the applied material (PA11) we are working with, results in the formation of a sintering track which becomes apparent during the cooling stage following laser sintering. It is important to note that in the FEM simulation, most of the simulation time consists of the sintering process.

Fig. 2. A comparative analysis of models (a) AI-based heat transfer simulation (b) FEM-based heat transfer simulation (c) FVM-based thermal fluid dynamic simulation with dense substrate (d) FVM-based thermal fluid dynamic simulation with powder substrate, ranging from low to high time complexity.
phases because of the very small-time increments needed to capture the moving heat source accurately. Hence, we develop a hybrid physics-informed machine learning and FEM surrogate model to obtain sintering temperature and melt region morphologies during sintering, as summarized in Fig. 2. First, parametric PINN predicts single-track temperature profiles corresponding to different laser settings during sintering. Second, in the cooling phase, the temperature results predicted by PINN during sintering are utilized as initial conditions for the subsequent FEM-based conduction simulations. Notably, the FEM simulation is chosen over PINN for the cooling phase due to its superior time efficiency in handling the specific initial conditions from sintering, thereby eliminating the need to train distinct PINN models for these conditions. The simulated temperature and melt pool sizes from the hybrid model are verified against the FEM-based heat conduction model, showing less than a 7% and 1% deviation, respectively. The training time for the parametric sintering model is 7 h, using an NVIDIA A100 Tensor Core GPU. The prediction time for sintering has been notably reduced to 0.7 s, with an additional 20 min required for cooling simulation. This represents a significant improvement compared to the previous mesh-based numerical model. Table 1 outlines the computational features and simulation performance. Our work expands the model for multi-track simulations despite facing a non-important temperature deviation of 18% confined to the corner of the sintering domain. However, when evaluating the overall temperature level, the error remains below 10% compared to the FEM simulation. Leveraging its high accuracy and speed, the hybrid model is a valuable solution for tackling combinatorial optimization challenges in real-world production settings. This is further elaborated in the rest of the paper.

2. Method

This section first outlines the fundamental governing equations that describe the fluid flow dynamics and thermal behavior during the polymer-based SLS process. Next, a parametric PINN-based PDE solver, and the framework which it rests upon will be introduced. Finally, we detail the simulation domain, parameter setup, and mesh configuration to provide a thorough understanding of the computational aspects of the work.

2.1. Governing physical phenomena and their corresponding equations

2.1.1. Thermal fluid dynamics simulation

This work assumes the flow to be incompressible laminar and the fluid to exhibit Newtonian behavior. Under these assumptions, the PDEs representing the conservation of mass, linear momentum, and energy are utilized to derive the resulting vector and scalar fields.

\begin{equation}
\nabla \cdot u = 0
\end{equation}

\begin{equation}
\text{Momentum: } \rho \frac{\partial u}{\partial t} + (u \cdot \nabla)u = -\nabla p + \mu \nabla^2 u - \frac{K_c (1 - f_{liq})^2}{C_h + f_{liq}}u
\end{equation}

\begin{equation}
\text{Energy: } \rho \frac{\partial h}{\partial t} + (u \cdot \nabla)h = \nabla \cdot (k \nabla T)
\end{equation}

where \( \rho (\text{kgm}^{-3}) \) and \( k (\text{Wm}^{-1} \text{K}^{-1}) \) are density and heat conductivity, respectively. \( T(\text{K}) \) denotes temperature, \( u(\text{ms}^{-1}) \) refers to the velocity field vector, \( p (\text{Pa}) \) is pressure, and \( \mu (\text{Pa s}) \) stands for viscosity. In Eq. (2), \( K_c (\text{kgm}^{-3} \text{K}^{-1}) \) and \( C_h (\text{Jkg}^{-1} \text{K}^{-1}) \) are constants used in the evaluation of the crystallization drag force and, they range from \( 10^5 \text{to} 10^7 \) and \( 10^8 \text{to} 10^9 \), respectively. Additionally, the enthalpy term \( h(\text{Jkg}^{-1}) \) in Eq. (3) can be expressed as:

\begin{equation}
h = h_{\text{ref}} + c_p (T - T_{\text{ref}}) + \Delta H_{\text{liq}},
\end{equation}

where \( c_p (\text{Jkg}^{-1} \text{K}^{-1}) \) is specific heat, \( \Delta H_{\text{liq}}(\text{Jkg}^{-1}) \) is the latent heat due to crystallization, and \( f_{liq}(-) \) is the fraction of liquid material. The subscript \( \text{ref} \) means the reference state. \( f_{liq} \) follows a linear function during crystallizations:

<table>
<thead>
<tr>
<th>Model type</th>
<th>FVM thermal fluid dynamic model on powder bed [39]</th>
<th>FVM thermal fluid dynamic model on dense substrate</th>
<th>FEM conduction model</th>
<th>Hybrid conduction model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Computation time</td>
<td>3 weeks</td>
<td>4 days</td>
<td>6 h</td>
<td>0.7 s + 20 mins</td>
</tr>
<tr>
<td>Capability of model</td>
<td>Melt pool sizes</td>
<td>Melt pool sizes</td>
<td>Melt pool sizes</td>
<td>Melt pool sizes</td>
</tr>
<tr>
<td></td>
<td>Lack of fusion</td>
<td>Lack of fusion</td>
<td>Lack of fusion</td>
<td>Lack of fusion</td>
</tr>
<tr>
<td></td>
<td>Porosity</td>
<td>Surface roughness</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
where \( T_{\text{crys}} \) and \( T_{\text{liq}} \) are crystallization and liquidus temperatures. The temperature-dependent thermal physical properties are volume-averaged based on the fraction of liquid and solid, i.e.:

\[
\rho = \rho_{\text{crys}} f_{\text{crys}} + \rho_{\text{liq}} f_{\text{liq}} \quad (6)
\]

\[
C_p = \frac{\rho_{\text{crys}} c_{\text{p},\text{crys}} f_{\text{crys}} + \rho_{\text{liq}} c_{\text{p},\text{liq}} f_{\text{liq}}}{\rho_{\text{crys}} f_{\text{crys}} + \rho_{\text{liq}} f_{\text{liq}}} \quad (7)
\]

\[
k = k_{\text{crys}} f_{\text{crys}} + k_{\text{liq}} f_{\text{liq}} \quad (8)
\]

Concerning thermal boundary conditions of Eq. (3), the part of the top surface which is exposed to the laser will be heated by it, whereas the rest of the top surface will strictly speaking be subject to radiation as well as convection. However, in the present case, the build chamber will be close to vacuum and moreover the particles are preheated to 172 \(^\circ\)C, which suggests that radiation and convection can be neglected and replaced by an adiabatic boundary. This was further confirmed by doing simulations where radiation and convection were included, and very little difference was noticed as compared to neglecting them. Consequently, the boundary condition at the top surface can be expressed by the laser power source term as:

\[
k \frac{\partial T}{\partial n} = q''_{\text{laser}} \quad (9)
\]

\( q''_{\text{laser}} \) (W \( m^{-2} \)) is the surface heat flux due to laser heating and the intensity is assumed to follow the Gaussian distribution, expressed in Eq. (10).

\[
q''_{\text{laser}} = \frac{2 \pi \alpha p}{\pi r_b^2} \exp\left( -2 \frac{r}{r_b} \right) \quad (10)
\]

where \( p \) (W) is the laser power, \( \alpha \) (–) is the absorptivity of the material. \( r \) (m) stands for the distance from the considered point to the heat source’s center, and \( r_b \) (m) is the spot radius. Lastly, due to the non-uniform temperature distribution within the melt pool, both the Marangoni effect and capillary effect become significant factors influencing the melt pool’s morphology during manufacturing.

\[
\tau_{\text{marangoni}} = \frac{d \sigma}{dT} \left[ \nabla T - n(\nabla T \cdot n) \right] \quad (11)
\]

\[
p_{\text{capillary}} = \sigma_0 + \frac{d \sigma}{dT} (T - T_0) \kappa \quad (12)
\]

Eq. (15) and Eq. (16) include \( \frac{d \sigma}{dT} \) (Nm\(^{-1}\)K\(^{-1}\)) representing the gradient of surface tension with respect to the temperature, and \( \kappa \) (m\(^{-1}\)) is the curvature of the free surface. Additionally, \( \sigma_0 \) (Nm\(^{-1}\)) and \( T_0 \) (K) are the reference surface tension and reference temperature, respectively. The reference values are specifically chosen at the liquidus point. Fig. 3 presents an overview of all these multiphysical phenomena influencing the melt region morphology in polymer-based SLS.

![Fig. 3. Schematic of melt region thermal dynamics in polymer-based SLS.](image-url)
2.1.2. Pure Conduction Simulation

For the pure heat conduction simulation, the contribution from the convective heat transfer is neglected and hence the general energy Eq. (3) is simplified to the transient 3D heat conduction equation, i.e.:

\[ \rho c_p \frac{\partial T}{\partial t} = \frac{\partial}{\partial x}\left(k \frac{\partial T}{\partial x}\right) + \frac{\partial}{\partial y}\left(k \frac{\partial T}{\partial y}\right) + \frac{\partial}{\partial z}\left(k \frac{\partial T}{\partial z}\right) - \rho \Delta H \frac{\partial \dot{q}_{\text{in}}}{\partial t} + \dot{Q} \]

where \( \rho, c_p, k, \) and \( f_{\text{in}} \) are given by the same expressions specified in the thermal fluid dynamic simulation, i.e. Eqs. (6)–(8). Note that in order to take full advantage of the simplification from CFD to a pure conductive model, we describe the laser heat input with a volumetric source accounting for convection effects in a simple way. This typically promotes much faster simulation times as compared to a fully featured CFD model as well as it does not require as fine a surface mesh and small time steps as the surface heat flux would do. The volumetric heat source is given by a Gaussian distribution [36]:

\[ \dot{Q} = \frac{6\sqrt{3} \alpha_p}{\pi \sqrt{\pi} r_0^3} \exp\left(-3 \cdot \left(\frac{x-x_0}{r_0}\right)^2\right) \exp\left(-3 \cdot \left(\frac{y-y_0}{r_0}\right)^2\right) \exp\left(-3 \cdot \left(\frac{z-z_0}{c}\right)^2\right) \]

The coordinates \((x_0, y_0, z_0)\) (m) depict the center of the moving laser source, and \( c \) (m) represents the penetration depth of the laser. Other variables, i.e., \( \alpha, p, r_0 \), were introduced in the previous section.

2.2. Physics-informed neural network (PINN)

PINN is a type of machine learning model that solves complex physical problems by combining physics-based principles and their associated governing equations with artificial neural networks. In that sense, it leverages neural networks to learn and approximate the governing equations with artificial neural networks.

Other variables, i.e., \( \alpha, p, r_0 \), were introduced in the previous section.

\[ R_{\text{pde}} = \rho c_p \frac{\partial \tilde{u}(t; x; \gamma)}{\partial t} - \frac{\partial}{\partial x}\left(k \frac{\partial \tilde{u}(t; x; \gamma)}{\partial x}\right) - \frac{\partial}{\partial y}\left(k \frac{\partial \tilde{u}(t; x; \gamma)}{\partial y}\right) - \frac{\partial}{\partial z}\left(k \frac{\partial \tilde{u}(t; x; \gamma)}{\partial z}\right) + \rho \Delta H \frac{\partial \dot{q}_{\text{in}}}{\partial t} - \dot{Q} \]

where \( t, x, \) and \( \gamma \) serve as the input to the PINN. \( \Omega \) and \( \partial \Omega \) are computational domain and boundary domain, respectively. Here, \( t \) is temporal dimension, \( x = [x, y, z] \) are spatial coordinates, and \( \gamma = [v, p, h] \) are laser parameters, i.e., laser speed, laser power, and hatch spacing. In the given equation, \( \tilde{u} \) is the output of the neural network as earlier mentioned. In Eq. (16), \( I(x) \) refers to the ICs, whereas in Eq. (17), \( B \) and \( g \) represent the boundary operators for all BCs. The overall loss or residual of the PINN can hence be formulated as:

\[ \mathcal{L} = w_{\text{pde}} \mathcal{L}_{\text{pde}} + w_{\text{ic}} \mathcal{L}_{\text{ic}} + w_{\text{bc}} \mathcal{L}_{\text{bc}} \]

\[ \mathcal{L}_{\text{pde}} = \frac{1}{N_p} \sum_{i=0}^{i=N_p} R_{\text{pde}}^2 \]

\[ \mathcal{L}_{\text{ic}} = \frac{1}{N_i} \sum_{i=0}^{i=N_i} R_{\text{ic}}^2 \]

\[ \mathcal{L}_{\text{bc}} = \frac{1}{N_b} \sum_{i=0}^{i=N_b} R_{\text{bc}}^2 \]

where \( w_{\text{pde}}, w_{\text{ic}}, \) and \( w_{\text{bc}} \) correspond to the weights for each loss term, while \( N_p, N_i, N_b \) are the numbers of sampling points in the domain for the respective loss terms. During training, the assigned weights of the loss terms will have an impact on learning efficiency. To simplify the corresponding weight tuning, a hard constraint was applied to the initial condition, leading to a reformulation of the network’s output as follows:
\[ \hat{u}^*(t, x; \gamma) = \hat{u}(t, x; \gamma) \times t + I(x; \gamma). \] \tag{22}

where \( \hat{u}^*(t, x; \gamma) \) is the reformulated output ensuring that the initial conditions are always satisfied namely, \( \mathcal{L}_I = 0 \). Fig. 4 depicts the training scenario of PINN as well as the proposed hybrid framework combining the PINN and FE model. The PINN framework is implemented in the PyTorch package [43] and involved a fully connected neural network with six hidden layers, each comprising of 48 neurons and utilizing the hyperbolic tangent (Tanh) activation function. The optimizer used is Adam [44], with a learning rate set at 2e-5.

### 2.3. Simulation domain

Regarding the FVM thermal fluid dynamic model, two mesh blocks were employed within the simulation domain, see Fig. 5. The first block uses fine meshing (cell side length of 6 µm) to intricately capture the melt pool dynamics, while the second block employs a coarser meshing (cell side length of 12 µm) to simulate the substrate’s thermal impact on the melt pool. In order to reduce the computational cost for single-track simulations, a symmetry boundary condition is applied. A prescribed temperature of 445 K (Dirichlet boundary condition) was applied to the bottom boundary, two boundaries perpendicular to the x-axis, and one boundary perpendicular to the y-axis. This setup effectively simulates the preheating of the powder bed. In the cooling simulation, only a representative 800 µm long section situated in the center is used (as shown in Fig. 5(b)). This focused simulation significantly decreases the computational time for the cooling phase whilst still capturing the overall trend. Consequently, the boundary conditions perpendicular to the x-axis are adjusted to periodic or adiabatic conditions in the cooling step. The material properties are shown in Table 2, and the laser settings are a power of 15 W and a velocity of 3.6 m s\(^{-1}\).

For the thermal conduction simulation, both the FEM-based model and the PINN-based model have the same simulation domain. The laser is activated to begin the sintering process at \( x = 300 \) µm and is then deactivated at \( x = 1800 \) µm as shown in Fig. 6(a). Subsequently, the pure conduction cooling simulation continues until the entire domain reaches a temperature lower than the preheating temperature. During both the sintering and cooling phases, the bottom boundary and the boundaries perpendicular to the x-axis and y-axis are subjected to Dirichlet boundary conditions. Fig. 6(b) shows the mesh settings. The model utilizes mesh refinement.
specifically near the laser path to enhance computational efficiency. It consists of 82338 elements, featuring an 8 µm characteristic element size near the laser path and larger elements, reaching up to 140 µm, at the outer boundaries of the domain.

The proposed hybrid model uses the simulation domain depicted in Fig. 6 (a). To ensure that the PINN-based sintering part of the hybrid model accommodates various sintering speeds, a total period of 0.6 ms for the simulation was applied. This time frame ensures
that the sintering process is completed for different laser speeds within the training interval. Subsequently, after the 0.6 ms duration, the results are transferred to the FEM cooling simulation. Regarding the selection of training points within the domain, 1024 spatial points are randomly chosen, and an extra 300 points are collected spherically centered at the location of the moving heat source with a radius for each temporal point shown in Fig. 7 (a). 512 points are sampled along the boundary where Dirichlet boundary conditions are applied, as shown in Fig. 7 (b). Meanwhile, approximately 64 temporal points are sampled from within the training domain see Fig. 7 (c). The reference for the training interval of laser settings and material properties utilized can be found in Tables 2 and 3.

After this, the hybrid model combining the PINN and FEM models is now applied to multi-track simulation for more realistic printing purposes, and the results are verified using the full FE model (sintering and cooling). The simulation domain is illustrated in Fig. 8. As for the single-track case, the laser performs the sintering process from 300 μm to 1800 μm along the x-direction, moving a hatch distance for each subsequent track until three tracks are completed. Dirichlet boundary conditions are also applied on the four sides and the bottom as before. Comprehensive details of the materials used and laser settings for the simulations are presented in Tables 2 and 3. The meshing procedure in FEM is similar to the single-track simulation. Due to the normalization in the pre-processing applied to the temporal and spatial points in the PINN, a similar sampling procedure could be utilized in the multi-track simulation.

3. Results and discussion

In this section, the validation process begins with the FVM thermal fluid dynamic model applied to a dense substrate and comparing the results with the corresponding data obtained from experiments. Following that, the adequacy of the FE thermal model to describe melt pool morphologies is demonstrated by the small deviation of melt pool sizes when compared with the FVM thermal fluid dynamic model. Finally, the parametric governing equation is solved using the faster and more efficient hybrid model, and its results are verified against those obtained by the FE model.

3.1. FVM thermal fluid dynamic simulation and FEM thermal conduction simulation

Next, the thermal fluid dynamic model is reduced to a pure heat conduction model, and the results are presented in Fig. 9 (b). There is no apparent deviation between cross-sections. Comparing the results from the two simulations in Fig. 10 (a), it is evident that the fully molten region (depicted in dark red) appears somewhat smaller in the thermal fluid dynamic model as compared to the pure conduction model. This variation is attributed to convection cooling, which decreases the melt pool size in the thermal fluid dynamic model. However, the influence of liquid dynamics on the dimensions of the melt region is restrained due to the high viscosity of PA11. Viscosity is even higher in the partially molten region (depicted in yellow and green), further minimizing the fluid dynamics. Consequently, the melt pool dimensions in both the thermal fluid dynamic model and the conduction model exhibit strong similarities as shown in Fig. 10 (b). This is opposed to L-PBF of metals in which the very low viscosity of the molten metal results in considerable convective cooling rendering the predicted melt pool sizes from thermal fluid models and purely conductive models entirely different. Moreover, we conducted a comparison between the heat conduction model with and without air cooling (convection and radiation) in Fig. 10. The results revealed nearly identical melt pool sizes, which can be attributed to the small temperature difference between the ambient environment and the scan line in SLS of polymers, suggesting that air cooling has a limited impact on the melt region and can be disregarded.

The simulation outcomes from both models are validated against experimental results from the literature [39], using a constant laser speed of 3.6 ms⁻¹ while varying the laser power between the three values of 10, 12.5 and 15 W, as presented in Table 4 and Fig. 11. The experimental upper limits for weld pool width and depth respectively were obtained by measuring the precise distance between peaks along a single track as shown in Fig. 12. In contrast to this, the lower limits were determined by observing the boundaries between melted and non-melted particles (Fig. 12). Simulation results from both the thermal-fluid as well as the purely conductive

![Fig. 7. (a) Sampling points in the spatial domain at time t (b) Sampling points on the spatial boundary (c) Sampling points in the temporal domain.](image-url)
The model fall within the range of the measurements, indicating that both methods effectively capture the dimensions of the melt region. However, since the thermal-fluid model uses 4 days CPU time whereas the purely conductive model requires only 6 h, and they both predict width and depth within the experimentally obtained limits, the latter is preferred for efficiently simulating the dimensions of the melt region in the SLS of polymers.

Table 3
Training set as well as test cases for the hybrid model (PINN/FEM).

<table>
<thead>
<tr>
<th>Test ID</th>
<th>Laser speed (ms$^{-1}$)</th>
<th>Laser power (W)</th>
<th>Hatch spacing ($\mu$m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training set</td>
<td>[3.6,4.2, 4.8]</td>
<td>[10,12.5,15]</td>
<td>[120,180,240]</td>
</tr>
<tr>
<td>Single-track</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Test ID</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ST1</td>
<td>4.8</td>
<td>10.0</td>
<td>-</td>
</tr>
<tr>
<td>ST2</td>
<td>3.6</td>
<td>15.0</td>
<td>-</td>
</tr>
<tr>
<td>ST3</td>
<td>4.0</td>
<td>14.0</td>
<td>-</td>
</tr>
<tr>
<td>ST4</td>
<td>3.7</td>
<td>11.0</td>
<td>-</td>
</tr>
<tr>
<td>Multi-track</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Test ID</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MT1</td>
<td>3.7</td>
<td>15.0</td>
<td>130</td>
</tr>
<tr>
<td>MT2</td>
<td>4.2</td>
<td>12.0</td>
<td>170</td>
</tr>
<tr>
<td>MT3</td>
<td>4.6</td>
<td>11.0</td>
<td>220</td>
</tr>
</tbody>
</table>

Fig. 8. Multi-track simulation schematic.

Fig. 9. Cross-sectional analysis on (a) FVM thermal fluid dynamic model (b) FEM thermal conduction model, with laser settings of 15 W and 3.6 m s$^{-1}$.
3.2. Hybrid PINN and FEM surrogate model

Since the thermal conduction model adequately captures the morphologies of the melt region, it was decided to use this henceforth in the establishment of the hybrid model. More specifically, in the proposed hybrid model, the time-consuming FEM sintering simulation is replaced by a parametric PINN model, while FEM handles the cooling stage. The fidelity of the hybrid model is then verified by comparing its results to those obtained from the pure conductive FE model.

3.2.1. Single-track result

In the single-track simulation, the input to the parametric PINN consists of a vector including \( t, x, y, z, v, p \), representing temporal coordinates, spatial coordinates, laser speed, and laser power. The laser speed ranges between 3.6 and 4.8 ms\(^{-1}\), while the laser power varies from 10 to 15 W, following the actual specification in production. \textbf{Fig. 13} shows the seamless simulation outcomes generated by the hybrid model, illustrating the process from sintering to cooling. The findings also reveal that owing to the notoriously low thermal conductivity, the energy accumulates at the surface during sintering, while eventually transferring downwards as the cooling phase commences. Additionally, for verification purposes, \textbf{Table 3} outlines the testing scenarios used to assess the accuracy of the parametric model.

### Table 3

<table>
<thead>
<tr>
<th>Laser Power (W)</th>
<th>10</th>
<th>12.5</th>
<th>15</th>
</tr>
</thead>
<tbody>
<tr>
<td>Melt pool width (μm)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Measurement lower.</td>
<td>248.82</td>
<td>292.17</td>
<td>384.21</td>
</tr>
<tr>
<td>Measurement upper.</td>
<td>373.22</td>
<td>428.84</td>
<td>538.29</td>
</tr>
<tr>
<td>FVM Thermal fluid dynamic</td>
<td>–</td>
<td>–</td>
<td>415.56</td>
</tr>
<tr>
<td>FEM Thermal conduction</td>
<td>367.12</td>
<td>419.39</td>
<td>424.77</td>
</tr>
<tr>
<td>Melt pool depth (μm)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Measurement lower.</td>
<td>117.01</td>
<td>127.23</td>
<td>149.21</td>
</tr>
<tr>
<td>Measurement upper.</td>
<td>209.73</td>
<td>250.84</td>
<td>266.61</td>
</tr>
<tr>
<td>FVM Thermal fluid dynamic</td>
<td>–</td>
<td>–</td>
<td>151.67</td>
</tr>
<tr>
<td>FEM Thermal conduction</td>
<td>124.12</td>
<td>147.83</td>
<td>168.41</td>
</tr>
</tbody>
</table>

\textbf{Fig. 10.} Cross section of melt region with showing (a) the levels of melting (b) the region of melting level > 0 in FVM thermal fluid dynamic simulation and FEM heat transfer simulation with and without air cooling, with laser settings of 15 W and 3.6 m s\(^{-1}\).
Fig. 14 depicts the temperature profiles at the top surface for different instants in time for both models as well as the corresponding percentage deviation between both models at the top surface as well as at the z-x cross-section for \( y = 350 \mu m \) for all the test cases.

During the sintering phase, the temperature field predicted by the hybrid model matches well with the FEM results, with a maximum percentage error in temperature deviation of 7% across four different test cases. The maximum deviation occurs at the laser starting position once the sintering phase concludes. This might be due to the sampling procedure, as neural networks prioritize training based on points near the moving heat source. As a result, when the heat source reaches the rightmost position, the temperature at the laser’s initial point will be too high as compared to the FEM solutions, due to the inherent reduced ability to resolve a high thermal gradient and as well as a high cooling rate.

The simulation results from the parametric PINN serve as initial conditions for the cooling phase in the hybrid model. Given that the solver for the cooling simulation in the hybrid model is also FEM-based, the temperature deviation between this FE model and the full FE model is primarily inherited from the sintering simulation phase. Hence, discussing differences in transient temperature profiles during cooling seems unnecessary. Fig. 15 presents the simulated melt region from the hybrid model and the full FE model, as well as the corresponding deviation. The melt region, defined by the level of liquid fraction, \( f_{liq} \), indicates a fully molten material when \( f_{liq} = 1 \).

The error map here displays the absolute value of the difference in \( f_{liq} \) between the two models. The results show that the melt regions, under the same test settings, exhibit identical width and depth characteristics. Additionally, the deviation indicates a maximum difference of only 0.13 in \( f_{liq} \) around the edge of the melt region, which does not significantly affect the overall morphologies of the melt region, where the difference between the results of the two models (width and depth) is actually less than 1%. The entire prediction time, including sintering and cooling, is 0.7 s + 20 mins, using the NVIDIA A100 Tensor Core GPU and Intel Xeon w-2195 processor. Consequently, the suggested hybrid framework, utilizing both PINN and FEM, accurately replicates the sintering and cooling with low computational cost.
3.2.2. Multi-track result

The hybrid model addresses the parametric multi-track problem, extending the capabilities beyond single-track simulation. Here, the parametric PINN input resembles the single-track simulation but incorporates an extra variable: the hatch spacing ($h$), included in the input vector. Specific parameters are defined within realistic ranges based on production specifications: the laser speed varies between $3.6 \text{ and } 4.8 \text{ ms}^{-1}$, laser power ranges from $10$ to $15$ W, and hatch spacing spans from $120$ to $240 \mu m$. The selected parameter variations are intended to emulate real-world production conditions realistically. Fig. 16 displays the results of the multi-track simulation, providing an overview of both temperature levels and the melt region at the cross section where $x = 1000 \mu m$. Similarly as for the single-track simulation, the melt region remains relatively shallow during sintering. Additionally, at $1.25 \text{ ms}$, the depth of the melt region sintered by the first scan line has penetrated further down than for the second and third scan lines. This variation stems from the fact that the temperature propagation perpendicular to the scan line is much slower than the scan speed. Following this, we outline three distinct test cases in Table 3 devised to verify and compare the simulation outcomes obtained from the hybrid model against those calculated from the FE model.

Fig. 17 presents the verification results between the proposed hybrid model and the FEM simulation for the considered multi-track parametric problem. In general, we notice that parametric PINN can calculate the transient temperature field based on the input laser parameters, e.g., speed, power, and hatch spacing. Although there is a maximum percentage error of around 18%, these differences are mainly concentrated around the starting point of each scan line. However, when evaluating the overall temperature level, the errors are under 10% compared to the FEM simulation, indicating a limited influence of peak temperatures and overall profiles. Regarding computer time consumption, the parametric PINN can provide considerable reduction compared to the pure FE simulation, especially in multi-track cases, since the increase in training and inference time is not proportional to the number of tracks and input laser parameters. The training time for the PINN was recorded to 12 h, whereas the actual solution of the heat conduction based on the PINN took just 0.7 s during testing.

In the cooling phase, the hybrid model utilizes FEM as the PDE solver, as earlier mentioned, producing melt regions for the three test cases, as shown in Fig. 18. Comparing the melt regions from the $y$-$z$ cross-section, the results from both models are in general following the same pattern in all test cases, and the error map further supports this similarity. However, due to the aforementioned differences concentrated especially at the initial point of each scan line, minor deviations in the melt regions are observed from the top view. In general, it can be stated that the hybrid model rapidly and accurately generates temperature profiles and melt region morphologies for both single-track and multi-track cases. Apart from the comparison with the corresponding FEM based results for validation, the temperature fields can also support process analysis and optimization. For instance, in the MT1 simulation presented in Fig. 17 (a), excessive temperature is observed, potentially leading to material degradation. Similarly, Fig. 18 (c) reveals a melt region with uneven edges along the $y$-axis. In the following section, we will introduce further practical cases concerning process optimization utilizing the hybrid model.
Fig. 15. The melt region for the $y$-$z$ cross section at $x = 1000 \, \mu m$, for the four test cases as predicted by both the hybrid model and FEM model.

Fig. 16. Multi-track simulation results from the hybrid model with laser speed: $3.6 \, ms^{-1}$, laser power: $14 \, W$, and hatch spacing: $150 \, \mu m$. 
Fig. 17. Comparison of multi-track temperature fields during sintering obtained from both the hybrid and the FEM model at the top surface, along with the percentage error.

Fig. 18. Melt region from top view (lower row) and y-z cross section at $x = 1000 \mu m$ (upper row) for the 3 test cases during the cooling after 3 s.
3.2.3. Process parameter selection based on DoE

In polymer-based SLS, achieving optimal hatch spacing, laser speed, and laser power is crucial for ensuring the quality of the final product in a real production line while simultaneously reducing manufacturing time. Using a high-speed laser alongside wider hatch spacing can accommodate this goal. However, such an approach may introduce issues like lack of fusion and porosity defects in the final product due to insufficient energy input. In contrast, too much energy leads to high temperatures, potentially leading to material degradation as well as generally reducing the mechanical properties of the material.

In the present work, we use the proposed hybrid model in order to make process parameter selection under two distinct design of experiments (DoEs). In the first DoE shown in Fig. 19 (a), three laser scanning lines are applied sequentially on the domain with varying key process parameters, specifically laser velocity (v), laser power (p), and hatch spacing (h). Our primary objective is to pinpoint optimal configurations that not only prevent material degradation and eliminate lack of fusion but also lead to an efficient manufacturing time per surface area. Moreover, to ensure optimal mechanical properties in the final product, the depth of the melt region must exceed the layer thickness (to ensure sufficient bonding between layers) which in this case is chosen to be 100 μm.

Notably, for a fixed laser power, higher speeds, and larger hatch spacings result in lower sintering temperatures, and conversely, lower speeds and smaller hatch spacing lead to higher temperatures. For the PA11 material utilized in this study, thermal degradation occurs at approximately 430°C [45]. Hence, in Fig. 20, 'o' represents peak temperatures below that value, whereas '*' indicates peak temperatures above, thus indicating which cases ensure compliance with the constraint to avoid thermal degradation. Next, we only select the scenarios which do not imply degradation for the further cooling simulation in which we do a lack of fusion analysis; see the points marked as "satisfied" in Fig. 20. Analyzing the simulated melt regions derived from the hybrid model, there is no observable lack of fusion defect within the laser settings of DoE 1, see Fig. 21. This supports the fact that the laser settings referenced in this DoE are in line with typical values for this type of SLS machine. Lastly, Fig. 21 displays the melt region as a function of different hatch spacings and laser powers with the highest laser velocity set at 4.8 ms\(^{-1}\) for DoE 1. We note that for 10 W and 12.5 W in laser power together with 4.8 ms\(^{-1}\) in scanning velocity, rough edges marked by orange circles become apparent with increasing hatch spacing. Based on previous works by the authors where we compared simulations and experimental observations, we concluded that a reasonable threshold to determine the size of melt region is \(f_{\text{eq}}>0.5\, [39]\), and this is also used here to identify the molten region (see the depth indications in Fig. 21). Here, we realize that increasing the hatch spacing to its maximum value of 240 μm, results in melt region depths of 78 μm and 108 μm for laser powers of 10 W and 12.5 W, respectively. Given the hard constraint of surpassing a 100 μm melt region depth and considering the objectives of DoE 1, the settings of 4.8 ms\(^{-1}\) laser speed, 12.5 W laser power, and 240 μm hatch spacing will be the

Fig. 19. The top view of domain for process parameters selection (a) DoE 1 (b) DoE 2.
optimal ones. It should however be emphasized that even though we do not see any direct lack of fusion in this case, we start observing a wavy behavior of the penetration profile for the case with the lowest laser input per volume, i.e., 4.8 m/s laser speed, 10 W laser power, and 240 μm hatch spacing, thus indicating a too high hatch spacing for these laser settings.

Within DoE 2, the investigation involves variations in laser power, $p (W) = [10, 12.5, 15]$, the laser speed at the contour, $v_c (ms^{-1}) = [3.6, 4.2, 4.8, 5.4, 6]$, and the laser speed at the hatch, $v_h (ms^{-1}) = [3.6, 4.2, 4.8, 5.4, 6]$, while keeping the hatch spacing constant at 150 μm. Because of the same number of design variables as DoE 1, the brute-force search method is also utilized here. Fig. 22 illustrates the peak temperature during the sintering process, denoting two different symbols to distinguish settings that satisfied or did not satisfy the non-degradation constraint. Also, points marked as satisfied will undergo cooling simulation and lack of fusion analysis.
Then, after the cooling simulation and lack of fusion analysis, there is no apparent lack of fusion occurring with the laser settings in DoE 2, either. Hence the laser settings of contour laser speed \( v_c \) at 6 ms\(^{-1}\), and hatch laser speed \( v_h \) at 6 ms\(^{-1}\), will provide the overall fastest sintering process and seem to be the preferable combination. However, upon further examination of melt region width and depth within the area where \( f_{\text{liq}} > 0.5 \) marked by the white boxes in Fig. 23, it is found that this combination does not meet the width requirement of 600 \( \mu \)m for both 12.5 W and 10 W laser power. Consequently, the contour laser speed \( v_c \) has to be decreased. Fig. 23 indicates that the laser settings of contour speed \( v_c \) of 5.4 ms\(^{-1}\) and laser power 12.5 W produces a melt region width of 597 \( \mu \)m, aligning closely with nominal width value of 600 \( \mu \)m. Additionally, the melt region depth under these settings reaches 115 \( \mu \)m, which is larger than the powder layer thickness. Therefore, the laser settings of contour laser speed \( v_c \) 5.4 ms\(^{-1}\), hatch laser speed \( v_h \) 6 ms\(^{-1}\), and laser power \( p \) 12.5 W appear to be one of the most suitable. The efficiency of the proposed hybrid model in selecting suitable process parameters under different DoEs and constraints is evident, addressing challenges that are typically difficult for conventional numerical simulations to handle.

4. Conclusion

SLS is an AM technique that uses a laser to build three-dimensional objects by fusing layers of powdered material. While advantageous for producing complex parts, SLS can face defects like lack of fusion, porous structures, and rough surfaces, often due to inadequate melt pool formation from low-power laser settings or excessive energy leading to material degradation. Hence, monitoring the morphologies of the melt region and temperature is crucial for ensuring process stability and product quality. This study introduces a hybrid model combining a parametric physics-informed neural network (PINN) and finite element method (FEM) to simulate polymer-based SLS utilizing PA11 as the material. Motivated by the high computational time for the FVM-based thermal fluid dynamic model on a loose powder bed [39], we specifically present an assessment of the needed computation time for each of the three tested

![Fig. 22. Within DoE 2, peak temperature predicted by the hybrid model during sintering as a function of laser settings \( \text{"o" presents lower than} \) degradation threshold, and \( \text{"^" presents higher than} \) degradation threshold.](image)

![Fig. 23. Melt region of y-z cross-section at x=1000 \( \mu \)m with hatch laser speed 6 ms\(^{-1}\), increasing contour laser speed and 10 W and 12.5 W laser power, respectively.](image)
models (FVM-based thermal fluid dynamic model on dense powder bed, FEM-based heat conduction model, as well as Hybrid PINN and FEM heat conduction model). Specifically, transitioning from the first to the second drastically reduces computational time from 4 days to 6 h. Both models effectively predict both width and depth within the experimentally obtained limits, however the second model requires much less computational time, as stated above. This underscores the effectiveness of the heat conduction model in predicting such morphologies. Subsequently, an AI-powered PDE solver, known for its rapid and parametric capabilities, PINN, is integrated into the hybrid model to simulate the sintering phases and FEM for the cooling phase to predict sintering temperature and melt region morphologies for various laser speeds and velocities, model 3. The model exhibits less than a 7% deviation in temperature and less than 1% in melt pool sizes compared to the FEM-based heat condition model, model 2. With a 7 h training time and significantly reduced prediction time of 0.7 s for sintering and 20 min for cooling, this approach improves computational efficiency over purely mesh-based methods. The study extends the model to perform multi-track simulations despite encountering an 18% error, specifically at the sintering domain corner. Nevertheless, when considering the overall temperature level, the error remains below 10% compared to the FEM simulation. The satisfactory precision and high speed of the hybrid model render it an effective tool for tackling process parameter selection that are typically hard to address using conventional numerical methods in real-world production scenarios.
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