Progressive CPU Volume Rendering with Sample Accumulation
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\textbf{Abstract}

We present a new method for progressive volume rendering by accumulating object-space samples over successively rendered frames. Existing methods for progressive refinement either use image space methods or average pixels over frames, which can blur features or integrate incorrectly with respect to depth. Our approach stores samples along each ray, accumulates new samples each frame into a buffer, and progressively interleaves and integrates these samples. Though this process requires additional memory, it ensures interactivity and is well suited for CPU architectures with large memory and cache. This approach also extends well to distributed rendering in cluster environments. We implement this technique in Intel’s open source OSPRay CPU ray tracing framework and demonstrate that it is particularly useful for rendering volumetric data with costly sampling functions.

\textbf{Categories and Subject Descriptors (according to ACM CCS):} I.3.3 [Computer Graphics]: Picture/Image Generation—Display algorithms

\section{Introduction}

Over the last decade, with growing computing power, direct volume rendering has become increasingly interactive and widespread. However, large, entropic or unstructured volume data, higher-order reconstruction filters, and costly classification can still hamper performance and image quality. The typical approach to reducing the cost per frame in order to remain interactive is to decrease the sampling rate along a ray. However, since the volume rendering integral is noncommutative, old samples must be thrown away when new higher frequency samples are computed. Consequently, most progressive refinement schemes for volume rendering either recompute redundant samples prior to blending or employ separate image-space progressive rendering.

In this paper, we introduce an approach for sample-space progressive refinement in the context of direct volume rendering. In the spirit of Ohbuchi and Fuchs [OF91], we separate the \textit{evaluation} of interpolated samples from the \textit{integration} of samples, and implement progressive refinement by accumulating volume samples over successive frames. Each frame adds new samples to a list of samples, stored in a streaming- and vector-friendly format, and then

Figure 1: (a-c) Progressive refinement with Sample-Accumulation Volume Rendering (SAVR) on the 40GB Landing Gear AMR dataset using a prototype AMR sampler. The SAVR algorithm correctly accumulates frames to progressively refine the image. After 16 frames of accumulation the volume is sampled at the Nyquist limit, with some small noise, by 32 frames the noise has been removed. SAVR extends to distributed data, in (d) we show the 1TB DNS dataset, a 10240 × 7680 × 1536 uniform grid, rendered interactively across 64 second-generation Intel\textsuperscript{\textcopyright} Xeon Phi\textsuperscript{\textreg;} “Knights Landing” (KNL) processor nodes on Stampede 1.5 at a 6144 × 1024 resolution. While interacting, our method achieves around 5.73 FPS.
re-integrates this list of samples every frame. With this approach, after \( N \) rays with \( M \) samples each, we have the equivalent of a single ray with \( N \times M \) samples, converging to the equivalent image as a single finely sampled frame, see Figure 2 and Figure 3. Our contribution is an analysis of this approach in practice in a modern parallel volume rendering system. Our method is independent of how samples are computed and is thus applicable to any volumetric data type that can return a sample for a 3D point in space, such as structured volumes, adaptive mesh refinement data, radial basis function particle data, unstructured volumetric data, or other representations. We show this technique can be extended to both image-parallel and data-distributed sort-last rendering on a cluster with no additional communication or impact on scalability.

One drawback of this approach—the memory required to store the samples—is feasible with modern HPC nodes and workstation memory budgets, and in fact mostly disappears in an image-parallel or data-distributed rendering context, where each node stores only the samples it needs for its portion of the image and dataset. The sample accumulation volume rendering method we propose in this paper:

- Performs correct progressive refinement of volumetric data while allowing transfer function changes during refinement
- Is capable of rendering any sample-able volumetric data
- Extends well to distributed rendering on a cluster.

2. Related Work and Background

Direct volume rendering (DVR) is a method for directly rendering a 3D scalar field through a process of sampling, classification, and integration [DCH88, Sab88, Lev88]. In recent years, ray casting [Lev88] has become the dominant method, displacing other approaches such as slicing [CN93] and splatting [Wes90]. State-of-the-art GPU volume rendering systems now employ ray casting or ray-guided approaches [BHP15, HBJP12, CNLE09]. To improve interactivity, LOD approaches have been employed in several popular GPU volume renderers such as Voreen [MSRHM09] and ParaView [Aya15]. Generally, these approaches reduce the number of samples (or slices) by some fixed fraction when the user moves the camera, resulting in visible artifacts, and then render a higher quality version when interaction has ceased. Image-space progressive rendering of volume data was first explored by Levoy [Lev88], and recently more by Frey et al. [FSME14] for time-sensitive applications (i.e., video streaming).

Ray casting approaches have generally sought to minimize the computational costs of volume rendering through methods such as space-skipping, early ray-termination, data brickling, and instruction-level optimization of the sampling process [PPL’99, KTW’11]. Levoy presented a refinement technique that sub-sampled at the pixel level, with successive frames filling in empty pixel regions of an image [Lev90]. Multi-resolution refinement techniques employ hierarchical representations of the volume, with subsequent frames rendering finer resolution representations of the data [LH91]; however, these require preprocessing the data and additional storage. OSPRay’s CPU volume ray caster [WJA’16] currently employs a combination of brickling, space-skipping, early ray-termination, and SIMD-level optimizations of the interpolation routine via the open source Intel® SPMD compiler (ISPC) [PM12].

Special-case volume rendering systems have employed separated approaches similar to ours. On the GPU, Nelson et al. [NLKH12] used the OptiX ray tracing engine to traverse a higher-order spectral finite element volume and separate CUDA kernels to sample and integrate. Sakamoto et al. [SKKK09] perform sort-free progressive refinement of tetrahedral element volumes by rendering points with probability equal to the opacity of the sample, avoiding the cost of storing all the samples at the cost of requiring many iterations to converge. Orthomann et al. [OKK10] used a similar two-pass approach for sampling SPH/RBF volumes on the GPU. On the Intel® Xeon® processor and Intel® Xeon Phi™ co-processor (KNC), Knoll et al. [KWN’14] employed a similar two-pass algorithm per-packet for fast rendering of RBF volume data. Storing samples along the ray and deferred integration have been previously employed on the GPU in the form of volumetric depth images [FSE13] for more flexible classification, batch rendering, and in situ (co-processing) visualization [FSE14]. Our approach bears some resemblance to “deep A-buffer” approaches [Car84, CICS05] and “deep images” [LV00], and to visualization preview approaches such as explorable images [TCM10] and ParaView Cinema [OAE’14]. There are some differences: our approach computes deep samples per packet as opposed to over the entire frame buffer, and most importantly none of these works have leveraged progressive sampling in object space. However, this technique could be useful for the applications of those works.

The specific method proposed in our work is similar to the ray cache of Ohbuchi and Fuchs [OF91] and the sample buffer introduced by Ke and Chang [KC93]. Both methods perform similar refinement to ours by storing samples along a ray; our technique extends these methods to SIMD and distributed rendering in a modern volume renderer that generalizes to different types of data with different filters. There are some differences as well: in our approach we perform a new pass of samples through the entire volume and do not store approximate or lower resolution samples. Moreover, our work seeks to show the tradeoffs of these methods in practice, and expose where they may be helpful for large-scale visualization.

2.1. Volume Rendering

In Equation (1), a Riemann sum of the volume rendering integral is shown, where \( N \) is the number of samples taken along the ray and \( t \) is the distance between each sample [KM05]. \( C(x) \) and \( \alpha(x) \) compute the color and opacity at distance \( x \) along the ray. The product of \((1 - \alpha(j \cdot t))\) terms attenuates samples further along the ray by the opacity of closer ones, modeling light absorption by the volume. The accuracy of the discretization is dependent on the step size \( t \). The ideal sampling rate is at the Nyquist frequency of roughly twice a voxel, but in practice is often several times the size of a single voxel to maintain interactive framerates with large or costly data. For final renderings the sampling rate is increased to the Nyquist limit, at the cost of interactivity.

\[
L = \sum_{i=0}^{N} \left( C(i \cdot t) \alpha(i \cdot t) \prod_{j=0}^{i-1} (1 - \alpha(j \cdot t)) \right) \tag{1}
\]
To achieve smooth rendering, progressive refinement is done by averaging $M$ frames following Equation (1), which results in Equation (2). Each frame is computed by traversing a new ray with a different starting offset through the volume, with the goal of taking a new unique set of samples with each ray. We multiply total radiance by 1/M to unbias opacity (note that irrespective of a correct blend order, separately-integrated samples $(1 - \alpha(j \cdot t))$ result in over-weighting of each sample per frame). Moreover, as usual, insufficient sampling of volumes with high-frequency data or transfer functions results in missing features, as shown in Figure 2.

$$L_{DVR} = \frac{1}{M} \sum_{i=0}^{N} \left( \sum_{j=0}^{1} C(i \cdot t) \alpha(i \cdot t) \prod_{j=0}^{N-1} (1 - \alpha(j \cdot t)) \right)$$

(2)

2.2. Distributed Rendering

Data parallel rendering in the context of large volume datasets has been widely studied, producing work covering data distribution, rendering, and compositing. Early work by Hsu and Ma et al. [Hsu93, MPHK94] distributes bricks of the volume data among multiple processes, with each process rendering an image with its assigned data. These partial images are then composited together to produce the final frame in a sort-last compositing step. Another approach employed by DeMarle et al. [DPH03] uses image-parallel work distribution where each node is assigned a subset of the framebuffer to render and creates a distributed shared memory buffer to make the volume available to all nodes. On each node the data is fetched from remote nodes as needed and cached locally into an octree for rendering.

We implement our method in OSPRay [WJA16], which provides functionality for image-parallel rendering with duplicated data, and data-distributed volume rendering with sort-last compositing. In the image-parallel case, the scene being rendered is copied onto the nodes and each is responsible for rendering a subset of the image tiles. OSPRay’s data-distributed DVR renderer is an extension of segmented ray casting [Hsu93] where bricks of volume data are assigned to nodes. Each node is then responsible for rendering the tiles to which its bricks project and compositing some subset of tiles.

3. SAVR – Sample-Accumulation Volume Rendering

Sample-Accumulation Volume Rendering (SAVR) decouples the evaluation (sampling) and integration of samples for the purpose of progressive refinement. With this decoupling, SAVR increases $N$ in Equation (1) to correctly refine its approximation of the integral over successive rendered frames. As shown in Figure 2 and Figure 3 our method converges to the equivalent of the Nyquist limit sampled image while remaining interactive during rendering. However, in order to refine the integral properly, all samples taken by previous rays are retained in memory to update the approximation by recomputing Equation (1) for each frame with a finer sampling of the integral.

An overview of the algorithm is given in Algorithm 1. For each frame, a new set of samples is accumulated along each ray, starting from offsets taken from a precomputed Halton sequence (lines 7-13). These samples are merged into a buffer of previously taken samples. The buffer of all samples for the pixel, list, is maintained in sorted order by depth along the ray. The merge process is a variant of merge sort, which works well in practice because the sample depths from the two merged buffers are already partially sorted. To produce a color for each pixel, we color and blend all the accumulated samples by traversing the list in order and applying the transfer function.
4. Implementation

The SAVR algorithm is agnostic toward hardware platform and to the choice of data distribution, tasking, and compositing algorithms. In practice, its effectiveness depends on the size and type of data, transfer function, relative costs of sampling and classification, lighting, and implementation choices. We describe the latter in this section.

4.1. Single Node SAVR

The SAVR algorithm itself is implemented using ISPC [PM12] within the OSPRay [WJA’16] framework, to take advantage of vector instructions on Intel Xeon and Intel Xeon Phi processors. Our initial implementation utilized scalar code within ISPC (serializing with the `foreach_active` statement), and we found the vectorized ISPC version provided approximately 3x speed-up over the scalar code with AVX2. We observe that volume rendering with ray casting is a relatively coherent problem, where vectorization is important for good performance. Our evaluations are with the ISPC vectorized implementation on each platform.

In OSPRay, a renderer implements a `renderSample` method that receives a packet of rays for sampling and shading. Packets are a machine vector width number of rays and are traced by OSPRay in Z-order through a tile. For each Z-order packet in the tile, we store the depth and sample pairs for the rays in the packet in an array. Each index in this array are the \( M \) samples for the \( i \)th sample point for each ray in the packet, where \( M \) is the vector width of the target CPU. With this streaming and vectorization friendly layout, operations to load/store all samples at index \( i \) are made with a single vector load/store instead of separate scalar load/stores or gather/scatters. Each ray also stores a small header tracking the number of samples currently in its buffer for determining when it is full. We could also optionally track the effective sampling rate of the ray and use this to determine when each pixel is finished.

To reduce the number of sample buffers allocated, and thus the memory required by our method, buffers are allocated on demand by a cache for each image tile that views a portion of the volume. This cache allocates the sample buffers for an entire tile once a packet requests writes to a buffer in a tile that has not yet been allocated.

4.2. Image-Parallel SAVR

In image-parallel volume rendering, the volume data is replicated on each node, and work is divided across multiple nodes by partitioning the image tiles to be rendered among the workers. When rendering work is distributed among multiple nodes in this way, each node needs to store the buffers only for the portion of the framebuffer it renders, reducing memory requirements per-node. This reduction is handled transparently by our caching system. In image-parallel rendering OSPRay assigns different image tiles to the workers, each worker only samples rays in its assigned tiles and thus only requests buffers from the cache which it needs for those tiles.

This reduction in memory requirements enables end applications to be more flexible in tuning the number of samples stored in each buffer and to render larger images. In an extreme case of 4K rendering (4096 \( \times \) 2160) with 2048 samples per buffer, 145GB of space is required for the samples alone. If rendering work is distributed among 16 nodes in this scenario, each node would need to store only 9.06GB of the sample buffers, easily fitting into the memory budgets of recent HPC nodes or even in a KNL’s MCDRAM or GPU’s VRAM.

The sorting and blending of samples in the SAVR algorithm is independent per ray-packet, and since packets are localized to tiles, SAVR introduces no extra communication and thus no decrease in scalability over existing image-parallel direct volume rendering techniques.
4.3. Data-Distributed SAVR

OSPRay supports a method of sort-last tile-based compositing [WJA+16]. Volume data is partitioned into disjoint blocks, typically one per node, and assigned to worker nodes for rendering. Each block projects to some subset of the tiles in the frame buffer which the worker is then responsible for rendering. As tiles are finished, they are handed off to a sort-last compositing algorithm to combine the worker’s results into the final image.

Similar to the image-parallel case, only tiles onto which a node’s data projects are rendered, and the resulting reduction in memory requirements is similar as well, though somewhat less predictable due to reliance on the underlying data distribution. Some nodes may render overlapping tiles, where each has a subregion of the data projecting to the tile. In this case the nodes can use smaller buffers respective to their data region’s depth along the camera axis, effectively splitting the memory cost of storing the samples for that region of data.

Although not explored in this paper, implementations have the flexibility to send the volume samples themselves, if the added bandwidth requirement is acceptable. Such techniques may allow for global sample blending operations to be performed. On demand paging of remote data from other nodes as needed could also be implemented with our technique, with more data being streamed as needed over the course of several frames to alleviate costly data transfers. These options are left for future work.

5. Results

We evaluate the convergence of our method’s progressive refinement and performance compared to naïve “unsorted” DVR with a large sampling step size of 8 voxels (80 on Cosmic Web) and DVR sampling at the Nyquist limit of two samples per voxel to render the same quality as SAVR, listed as “Ideal Sampling”. Though incorrect from the standpoint of order-dependent integration, unsorted DVR provides an upper bound on performance given a certain step size.

To demonstrate the flexibility of our approach, we run on a variety of different volumetric datasets, as well as an AMR volume dataset using a prototype AMR sampling method and a particle RBF model of cosmology data. The latter two datasets are costly to sample, and are where our method is most applicable, as mentioned in Figure 3. In the case of uniform grid volumes with trilinear interpolation the sampling can be cheap enough that rendering at the ideal sampling rate gives acceptable performance. The datasets used for benchmarking are shown in Figure 4. The uniform grid volumes use fast trilinear interpolation, whereas computing a sample for the RBF model requires a costly k-d tree query and combination of Gaussians. We also measure performance in image-parallel and data-distributed volume rendering applications and demonstrate that SAVR extends well to these contexts.

Our benchmarks were run on the Stampede 1.5 KNL partition and Lonestar5 cluster at the Texas Advanced Computing Center. Single node performance for a Stampede 1.5 KNL node and for a Lonestar5 node is shown in Table 1. Evaluation of single node performance and convergence quality can be found in Section 5.1, image-parallel and data-distributed performance are discussed in Section 5.2.

5.1. Single Node Performance

For the purposes of classification, we break the SAVR rendering sequence into three phases: interacting, accumulating, and filled. These phases can be seen in Figure 5a and Figure 5b, which show our method’s quality and performance dependence on the number of samples stored per ray.

In the interacting phase, the user is moving the camera and we keep only a single pass of samples, as each new camera position invalidates our previous set. At this stage, the rendering quality of our algorithm is similar to that of DVR. Additionally, the merging of samples after traversal is not required, and we find performance is around 2× to 3× slower than unsorted DVR, see max FPS for unsorted and SAVR columns in Table 1. This reduction in performance is at least partially due to loss of early ray termination in our current implementation. However, without removing the ability to interactively change the transfer function while refining, using early ray termination would give incorrect results. Another option to address this issue would be to use unsorted DVR when interacting, and switch to SAVR when the camera motion has stopped.

In the accumulating phase, the user has stopped moving the camera, and samples are accumulated each frame to refine the rendering. Here SAVR drops in framerate as the sample merging step impacts performance. There are different options for implementing this merge, and it should be possible to alleviate this performance issue in the future by using a faster sorting method. Further, for non-uniform grid volumes and unstructured data this merging step is less expensive relative to sampling as shown on the Cosmic Web and Landing Gear benchmarks in Table 1. This decrease can be seen in Figure 5a and Figure 5b where we start accumulating at frame 20, and the framerate decreases as the merge becomes increasingly expensive over a greater number of accumulated samples.

As the sample buffers fill to capacity, the algorithm switches to the filled phase. In this phase the sample accumulation stage is skipped, and the previously accumulated samples are used to compute the pixel color. This is shown in Figure 5a and Figure 5b where after some number of frames of accumulation the framerate improves, depending on how many samples are being blended each frame. Optionally the end application could detect when the volume is sampled sufficiently and stop rendering new frames, e.g. after reaching the vertical line in each plot.

Interacting performance is not as high as the sparsely sampled unsorted DVR; however, our method will converge to the correct result and here performance is a great improvement over ideally sampled DVR which renders the same quality result as SAVR. For challenging data such as the AMR dataset and cosmology RBF model we reach nearly the same framerate as unsorted DVR, while converging to a significantly better result. In all cases when moving the camera, our method remains interactive and only when stopping motion to focus on a feature and resolve the image does rendering performance decrease. When accumulating to the final image the user is also still able to change the transfer function without
Datasets used for benchmarking and convergence comparisons, from left to right: Magnetic Reconnection (512MB, 512\times 512\times 3), Richtmyer–Meshkov (8GB, 2048 \times 2048 \times 1920), DNS, the Landing Gear AMR dataset (40 GB) \cite{KBH14}, and an unstructured particle RBF model of the Cosmic Web early universe simulation with 178.9M particles. The top row shows the far viewpoint images, marked (F), and the bottom row shows the close viewpoint images, marked (C).

Table 1: Framerate of DVR methods vs. SAVR. We show the max framerate (interactive phase) and mean in parentheses (expected framerate across all phases). Ideal sampling is DVR at two samples per voxel, rendering equivalent quality to SAVR’s converged result. Unsorted does not converge correctly, but provides a useful performance baseline.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>SAVR (F)</th>
<th>SAVR + Gradients (F)</th>
<th>Ideal Sampling (F)</th>
<th>Ideal Sampling + Gradients (F)</th>
<th>Unsorted (F)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Magn. Recon.</td>
<td>28.62 (3.36)</td>
<td>16.93 (0.92)</td>
<td>6.78 (6.71)</td>
<td>2.66 (2.62)</td>
<td>59.46 (56.10)</td>
</tr>
<tr>
<td>Magn. Recon.</td>
<td>15.40 (2.77)</td>
<td>8.91 (0.73)</td>
<td>4.01 (3.99)</td>
<td>1.49 (1.58)</td>
<td>36.99 (35.43)</td>
</tr>
<tr>
<td>R–M (F)</td>
<td>14.72 (5.31)</td>
<td>9.61 (0.83)</td>
<td>6.43 (6.32)</td>
<td>2.23 (2.19)</td>
<td>32.58 (30.94)</td>
</tr>
<tr>
<td>R–M (C)</td>
<td>6.67 (3.62)</td>
<td>4.69 (0.60)</td>
<td>3.27 (3.24)</td>
<td>1.18 (1.18)</td>
<td>18.01 (17.28)</td>
</tr>
<tr>
<td>Landing Gear (F)</td>
<td>21.78 (6.19)</td>
<td>N/A</td>
<td>4.60 (4.54)</td>
<td>N/A</td>
<td>36.13 (31.89)</td>
</tr>
<tr>
<td>Landing Gear (C)</td>
<td>12.16 (3.99)</td>
<td>N/A</td>
<td>2.09 (2.08)</td>
<td>N/A</td>
<td>20.05 (18.75)</td>
</tr>
<tr>
<td>Cosmic Web (F)</td>
<td>2.63 (2.09)</td>
<td>N/A</td>
<td>0.026 (0.025)</td>
<td>N/A</td>
<td>2.69 (2.65)</td>
</tr>
<tr>
<td>Cosmic Web (C)</td>
<td>1.13 (0.98)</td>
<td>N/A</td>
<td>0.016 (0.0159)</td>
<td>N/A</td>
<td>1.29 (1.27)</td>
</tr>
</tbody>
</table>

Table 1: Framerate of DVR methods vs. SAVR. We show the max framerate (interactive phase) and mean in parentheses (expected framerate across all phases). Ideal sampling is DVR at two samples per voxel, rendering equivalent quality to SAVR’s converged result. Unsorted does not converge correctly, but provides a useful performance baseline.

5.2. Distributed Performance

As discussed in Section 4.2, each image tile being rendered with SAVR is independent of others and as a result SAVR follows scaling trends similar to OSPRay’s existing image-parallel volume rendering. In Figure 6 we compare both the max framerate, our performance while interacting, and the median framerate, our expected performance across all phases, against ideally sampled DVR on the Landing Gear.

We find that SAVR follows scaling trends similar to DVR and, as in the single node case, provides better performance than ideal sampling when interacting while not being significantly slower while accumulating to the final result. The drop in median framerate at 64 workers may be due to some machine or compositing performance fluctuations, we found the standard deviation of the frame time for this run was large (±22 FPS). This case warrants some further investigation though is likely unrelated to SAVR, as it does not modify the compositing code used by the renderer.

Our data-distributed implementation of the SAVR algorithm fits well into OSPRay’s existing sort-last distributed volume rendering, as described in Section 4.3. In the data-distributed case, we partition the volume with a grid such that we assign one brick to each
Figure 5: Performance and quality vs. number of samples/ray. During the first 20 frames the user is interacting and no accumulation is performed. From frame 20 on we accumulate samples and see a dip in performance until the buffers are filled. At the vertical line on (a) and (b) the volume is sampled to the Nyquist limit. (c-j) Show rendered results for both datasets, for R–M 512 or 1024 samples are insufficient to sample the volume, for Cosmic Web 2048 is insufficient.

Figure 6: Image parallel scaling on Stampede 1.5 KNL nodes rendering the far viewpoint of the Landing Gear.

Figure 7: Data distributed on Stampede 1.5 KNL nodes rendering the far viewpoint of the Richtmyer–Meshkov dataset.
been added to OSPRay, and have previously proven powerful on non-intrusive data. Adaptive volume rendering approaches have recently proposed alternative to volume rendering of full-resolution data using the techniques described in our work. In particular, new sparse octree capabilities on GPUs allow for straightforward adoption of ray-guided LOD techniques in the spirit of Fogal et al. [FSK13]. Similarly, use of volumetric LOD techniques are orthogonal to our progressive rendering method. Recent GPU work has shown framerates that are higher than our approach by combining efficient LOD and progressive refinement [BBP12, CNLE09]. An advantage of the SAVR approach is that it provides a progressive rendering solution that always operates on native data resolution, assuming the architecture has sufficient memory. When that is not the case, it would be possible (and desirable) to pair SAVR with out-of-core techniques, regardless of the underlying architecture (CPU or GPU).

5.3. Limitations and Comparison to Other Approaches

The main performance bottleneck of our current implementation is the merging algorithm used to maintain the sorted sample buffers, as shown in the drop at frame 20 in Figure 5a and Figure 5b. This merge could be parallelized or better vectorized. Alternatively, it may be possible to not merge the individual ray’s samples at all, but instead perform an ordered traversal of the samples while blending. We also find that at larger sample buffer sizes, classification and blending steps incur significant cost (see the tails of Figure 5a and Figure 5b at high sample counts).

Moreover, when comparing the framerate of SAVR while interacting, performance does not match unsorted DVR, likely due to buffer copies when merging samples and loss of early ray termination, which cannot be implemented without the full set of classified samples. The maximum required set of samples could be deduced during sample accumulation for some given transfer function; however, this optimization would require the sample cache to be recomputed upon modifications to the transfer function. Even with these limitations, however, SAVR remains a compelling method for progressively rendering large volume data, especially when computing samples is costly.

We have deliberately evaluated SAVR in the context of uniformly sampled volume rendering. It would, however, be desirable to combine this technique with adaptive sampling approaches, which would better leverage empty space and heterogeneous data. Adaptive volume rendering approaches have recently been added to OSPRay, and have previously proven powerful on both GPU [LLYM04, HSS*05] and CPU [KWT*11]. These adaptive techniques are orthogonal to the progressive rendering method of SAVR; full consideration of these combined approaches remains as future work.

Out-of-core approaches (see, e.g., the survey of Beyer and Hager [BHP15]), in particular on GPU architectures, are a compelling alternative to volume rendering of full-resolution data using the techniques described in our work. In particular, new sparse octree capabilities on GPUs allow for straightforward adoption of ray-guided LOD techniques in the spirit of Fogal et al. [FSK13]. Similarly, use of volumetric LOD techniques are orthogonal to our progressive rendering method. Recent GPU work has shown framerates that are higher than our approach by combining efficient LOD and progressive refinement [BBP12, CNLE09]. An advantage of the SAVR approach is that it provides a progressive rendering solution that always operates on native data resolution, assuming the architecture has sufficient memory. When that is not the case, it would be possible (and desirable) to pair SAVR with out-of-core techniques, regardless of the underlying architecture (CPU or GPU).

6. Discussion and Future Work

We have presented sample-accumulation volume rendering, a novel method for progressive refinement of volume data in object space, which supports arbitrary structured or unstructured volume data and extends to both image-parallel and data-parallel distributed rendering configurations. Unlike naïve averaging and image-space progressive refinement, our method ensures the refined image converges to the correct result while still maintaining an interactive framerate and providing a smooth transition from low to high quality. This technique allows for terascale data to be rendered progressively and interactively on few compute resources, and is particularly well-suited for large-memory CPU architectures.

The main drawback of our approach, the memory required to store samples and additional time required to sort them, is less of a concern in a distributed setting; moreover our method scales similarly to standard DVR techniques. SAVR is also independent of how samples are computed, and does not prevent one from taking advantage of more advanced adaptive sampling schemes or LOD.

Although we have focused our evaluation of SAVR on GPU architectures, there is nothing inherent in our method that prevents it from being applied in a GPU volume rendering context. Recent GPUs such as the Tesla P40 have 24GB of memory, and a single user could handle small to medium datasets at reasonable framebuffer sizes, and switch to data-distributed or image-parallel rendering to handle larger data or framebuffers. We leave exploring GPU implementation possibilities for future work.

Finally, we would like to examine possibilities for reducing the memory required by SAVR. Even though the cost per node is reduced in distributed environments, on many current HPC nodes with limited memory it can still be an issue. Although the Stampede 1.5 KNL nodes have 96GB of RAM, this amount is high by HPC standards. Reducing memory requirements further would allow SAVR to be used in more memory-constrained environments, and may improve performance due to reduced memory bandwidth.
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