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ABSTRACT

The Material Point Method (MPM) and the Implicit Continuous-fluid Eulerian method (ICE) have been used to simulate and solve many challenging problems in engineering applications, especially those involving large deformations in materials and multimaterial interactions. These methods were implemented within the Uintah Computational Framework (UCF) to simulate explosions, fires, and other fluids and fluid-structure interaction. For the purpose of knowing if the simulations represent the solutions of the actual mathematical models, it is important to fully understand the accuracy of these methods. At the time this research was initiated, there were hardly any error analysis being done on these two methods, though the range of their applications was impressive. This dissertation undertakes an analysis of the errors in computational properties of MPM and ICE in the context of model problems from compressible gas dynamics which are governed by the one-dimensional Euler system. The analysis for MPM includes the analysis of errors introduced when the information is projected from particles onto the grid and when the particles cross the grid cells. The analysis for ICE includes the analysis of spatial and temporal errors in the method, which can then be used to improve the method’s accuracy in both space and time. The implementation of ICE in UCF, which is referred to as Production ICE, does not perform as well as many current methods for compressible flow problems governed by the one-dimensional Euler equations – which we know because the obtained numerical solutions exhibit unphysical oscillations and discrepancies in the shock speeds. By examining different choices in the implementation of ICE in this dissertation, we propose a method to eliminate the discrepancies and suppress the nonphysical oscillations in the numerical solutions of Production ICE – this improved Production ICE method (IMPICE) is extended to solve the multidimensional Euler equations. The discussion of the IMPICE method for multidimensional compressible flow problems includes the method’s detailed implementation and embedded boundary implementation. Finally, we propose a discrete adjoint-based approach to estimate the spatial and temporal errors in the numerical solutions obtained from IMPICE.
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8.2 Error indices $eindex(\text{et}(T_e))$, $eindex(\text{et}(T_e))$, and $eindex(\text{ge}(T_e))$ of the estimated adjoint-based global errors for numerical solutions to test problems discussed in Section 7.7 and Section 6.5. The numerical solutions to these problems are obtained from the one-dimensional IMPICE method with second-order advection and $C_{cfl} = 0.2$.

A.1 Spatial and Temporal Errors: $L_1$-norms and the order of accuracy for the inviscid Burgers’ problem at $T_e = 0.5$ on the spatial domain $[-1.0, 1.0]$. The temporal errors are calculated for the grid using $N=200$ (cells) and the time-integrated exact solutions are the converged numerical solutions.

A.2 Spatial and Temporal Errors: $L_1$-norms and the order of accuracy for the viscous Burgers’ problem at $T_e = 0.5$ on the spatial domain $[-2.0, 4.0]$. The temporal errors are calculated for the grid using $N=200$ (cells) and the time-integrated exact solutions are the converged numerical solutions.
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CHAPTER 1

INTRODUCTION

The last few decades have seen a significant increase in the use of numerical methods in many research areas. Numerical methods are no longer merely simulation tools; they are now used to study and understand phenomena represented as mathematical models. A broad range of physical processes in engineering applications are simulated and studied using numerical methods; for example, micromechanics of heterogeneous materials [9]; deformation processes in energetic materials [14]; large deformation fluid-structure interaction [52, 44]; aerodynamics of vocal fold movement [31]; explosions of energetic devices [45]; nano-scale magnetization dynamics [59]; accidental fires and explosions [56] and densification of real open-celled foam microstructures [19], to name just a few. These examples clearly demonstrate the need to use numerical methods to solve increasingly complex problems. At the Center for the Simulation of Accidental Fires and Explosions (C-SAFE) at the University of Utah – created through the Advanced Simulation and Computing Program of the Department of Energy – numerical methods were used to provide state-of-the-art, science-based tools for the numerical simulation of accidental fires and explosions [56]; methods included in the Uintah Computational Framework (UCF) [40, 56, 95, 96]. These methods are the product of more than a decade of cutting-edge research.

The UCF was developed by a number of highly skilled researchers to provide a software system for simulating complex physical phenomena [88], such as reacting flows, material properties, and multimaterial interactions. There are four main simulation algorithms in the UCF: the ARCHES simulation code, the Implicit Continuous-fluid Eulerian method (ICE), the Material Point Method (MPM), and an integrated combination of MPM and ICE (MPMICE). Each simulation component facilitates the solution of partial differential equations on structured adaptive mesh refinement grids using hundreds to thousands of processors. Each component is specifically designed for solving certain types of problems. Specifically, the ARCHES component, a finite-volume incompressible flow C.F.D solver, was initially designed for predicting the heat flux from large buoyant pool fires, and then later was extended for solving many industrial relevant problems. ICE is for compressible flows; MPM is for solids; MPMICE is
for fluid-structure. These methods have been used to simulate a wide range of applications. Examples of simulated applications using MPM include biomechanics of microvessels, effects of wounding on heart tissue, and the properties of foam under large deformation [19]; densification of foam [6]; compression of wood [94]; large-scale complex fluid-structure interactions arising from the modeling of safety studies involving explosions [56, 97]; sea ice dynamics [115]; and energetic device explosions [45]. Examples of simulated applications using ICE include fluidized dust beds, the flow of a liquid with entrained bubbles, atmospheric condensation with the fall of precipitation, the expansion and compression of a bubble formed by highly explosive gases under water, dynamics resulting from intense atmospheric explosions from the early time highly compressible flow [51, 68]; and explosions, fires, and other fluid and fluid-structure interaction phenomena [45]. Finally, examples of simulated applications using MPMICE include modeling of explosives and their interaction with solid structures, modeling of blast and soil [117], and modeling of the material dynamics and aerodynamics of phonation [31].

Given that MPM, ICE, and MPMICE are used on such challenging problems, it is important to fully understand the accuracy of these methods and to have these methods accurately simulate the solutions of the actual mathematical models. At the time this research was initiated in 2005, there were hardly any error analyses being done on any of these methods. Thus our aim in this dissertation is to provide a numerical study of some variation of these methods. In addition, we propose an improvement to the version of ICE that is currently implemented in the Uintah Computational Framework, including an estimate of the errors in the improved version. Several other researchers at C-SAFE were working simultaneously on MPM and ICE, and this dissertation both builds upon and complements their work.

1.1 Contributions

By providing a numerical study of and improvement to the MPM and ICE algorithms, this dissertation makes the following contributions:

- A study of errors in numerical solutions that are obtained from a variation of MPM which we specifically proposed for gas dynamics. We undertake an analysis of MPM in modeling compressible flow problems governed by the one-dimensional Euler equations. Though this analysis is done for a specific variation of MPM, it is described in a way that can be applied to other versions of MPM. In this analysis, we focus on two sources of error: errors introduced when information from particles is projected onto the grid, as well as errors introduced when particles cross grid cells. In addition to the analysis obtained from studying the algorithm of the method, we include results obtained from observing the method’s performance on the Sod’s shocktube problem. These aforemen-
tioned contributions are presented in Chapter 5 and were reported in the published article: “Solving Time-Dependent PDEs using the Material Point Method, A Case Study from Gas Dynamics,” L.-T. Tran, J. Kim, and M. Berzins, International Journal for Numerical Methods in Fluids, Volume 62, Issue 7, pages 709–732, Copyright ©2009 John Wiley & Sons, Ltd. [123].

- **An improvement to the Production Implicit Continuous-fluid Eulerian Method (Production ICE) in the Uintah Computational Framework for the case of one-dimensional compressible flows, including an error study of this improved version.** The implementation of Production ICE depends upon choosing among several different implementation choices of the cell-centered ICE method proposed by Kashiwa et al. [68]. We will explore such different implementation choices of the cell-centered ICE method of Kashiwa et al. [68] in order to propose an improved version of Production ICE. This Improved Production ICE method (IMPICE) aims to eliminate the unphysical oscillations in the numerical solutions to the one-dimensional compressible flow problems. Of comparable importance to having a nonoscillating numerical solution is determining the accuracy of the IMPICE method in time and space – which we study both theoretically and numerically. We can increase the orders of accuracy in time and space by applying a high order time discretization and a nonlinear spatial discretization respectively. These aforementioned contributions are presented in Chapter 6 and were also reported in the published article: “Improved Production Implicit Continuous-fluid Eulerian Method for Compressible Flow Problems in Uintah,” L.-T. Tran, and M. Berzins, International Journal for Numerical Methods in Fluids, Volume 69, Issue 5, pages 926–965, Copyright ©2012 John Wiley & Sons, Ltd. [122].

- **An extension of IMPICE to solve multidimensional compressible flow problems, including the implementation of boundary conditions.** The IMPICE method shows great improvement in its accuracy and ability to capture discontinuities when solving one-dimensional compressible flow problems. We propose the extension of IMPICE to solve the compressible problems governed by the system of Euler equations in multidimensional space. In this proposed IMPICE method’s detail implementation is the implementation of boundary conditions, including the embedded boundary treatment which enables the solution of problems with potentially complex geometries. These aforementioned contributions are presented in Chapter 7 and will be submitted for publication in the future.

- **An error estimate of the IMPICE Method for one-dimensional compressible flow problems.** We formulate a discrete adjoint-based approach for estimating spatial and temporal errors in the numerical solutions of the time-dependent partial differential equations
(PDEs). We appropriate and modify the adjoint global error estimate discussed in Cao and Petzold [21] to formulate our adjoint-based approach, which is then tested against the numerical solutions obtained via the Backward Differentiation method (BDF) of the ordinary differential equations (ODEs) and PDEs defined in this dissertation. Finally, we apply our adjoint-based error estimate to the estimation of the temporal and spatial errors in the IMPICE's numerical solutions for one-dimensional compressible flow problems. These aforementioned contributions are presented in Chapter 4 and Chapter 8 and will be submitted for publication in the future.

1.2 Content

This dissertation is organized as follows. Chapter 2 reviews the background and relevant work supporting the MPM and ICE methods used in the Uintah Computational Framework. Chapter 3 provides an overview of the compressible flow problems which includes the necessary mathematical formula and physical quantities for the discussion of MPM and ICE. In Chapter 4, we include the discrete adjoint-based approach for estimating spatial and temporal errors for the method-of-lines PDEs. In Chapter 5, we introduce a variation of the MPM developed for gas dynamics and provide an in-depth study of the method’s accuracy properties on a well-known test problem in one dimensional space. In Chapter 6, we examine the different implementation choices in the cell-centered ICE method and propose the IMPICE method, which is an improvement to Production ICE for one-dimensional compressible flow problems. We also include in Chapter 6 an error analysis of IMPICE. Chapter 7 discusses a generalization of this method to work with the multidimensional compressible flow problems including the implementation of boundary conditions is presented. In Chapter 8, we estimate the errors in IMPICE’s numerical solutions for one-dimensional compressible flow problems using the discrete adjoint-based approach. Chapter 9 summarizes the work presented in this dissertation and conclusions are discussed.
CHAPTER 2

BACKGROUND AND RELEVANT WORK

Computational Fluid Dynamics (CFD) is an area of computational science that uses numerical methods and algorithms to solve a broad range of physical processes in engineering applications involving the motion of liquids and gases. Several examples of physical processes and engineering applications which are solved by CFD include simulating flows around automobile surfaces and airplane wings; simulating fluid-structure interaction; simulating manufacturing processes; calculating forces and moments on aircraft; determining the mass flow rate of petroleum through pipelines; predicting weather patterns; understanding nebulae in interstellar space; and reportedly modeling fission weapon detonation [1]. Much current research in CFD is devoted to improving upon early (and still fundamental) methods developed by the Fluid Dynamics Group (T-3) at Los Alamos National Laboratory (LANL). For example, the Material Point Method (MPM) and the Implicit Continuous Eulerian (ICE) method used in modern simulation were adopted from the early CFD methods of T-3 at LANL. The early precursors of MPM and ICE include the Particle-In-Cell (PIC) method of Harlow and Evans [46, 35], the Marker-And-Cell (MAC) method of Harlow and Welch [47, 48], and the Implicit Continuous-fluid Eulerian (ICE) method of Harlow and Amsden [49, 50, 51]. While these early precursors are used in the field of computational fluid dynamics, the MPM method, which resulted from reformulating and modifying PIC, is for use in computational solid dynamics.

MPM is one of the fairly new computational methods – among these new computational methods are meshfree and particle methods as surveyed by Li and Liu [77] – that solve problems involving large deformations in materials. For a comprehensive history of MPM, see the doctoral dissertation of Steffen [109]. Here we list only a selection relevant developments of MPM to provide the necessary background for our current MPM work. The first variation of MPM, introduced by Sulsky et al., [113, 114], may, perhaps, be described as a quasi-meshless method. This MPM’s variation has evolved from the Particle-In-Cell (PIC) and Fluid-Implicit-Particle (FLIP) methods [15] originally developed by Brackbill et al.; see [17] and the references within. These two methods and their important theoretical results are discussed by Grigoryev et al. [43]. One of the fundamental aspects of PIC methods is
a discretization of a material into particles, and the interpolation of information from particles to grids and vice-versa. Evolving from PIC, MPM is a mixed Lagrangian-Eulerian method with moving particles on a background grid. The particles are used to represent the Lagrangian state of a material, and the equations of motion are solved on the background grid. In MPM, the Lagrangian particles (or points) are used to discretize the volume of the fluid or solid. These material points carry with them properties such as mass, velocity, stress, strain, and so on. The background grid in MPM is used as a scratchpad for calculations; hence, MPM has a quasi-meshless characterization. An important feature of MPM is its capability to model solid materials undergoing large deformation. Bardenhagen et al. [5] later proposed their variation of MPM which is referred to as the Generalized Interpolation Material Point method (GIMP) to provide a general formulation covering MPM methods. These previously mentioned methods - PIC, MPM, and GIMP - use similar approaches to Smoothed Particle Hydrodynamics (SPH) to solve the governing equations [109]. A comparison between MPM and SPH has been undertaken by Ma et al. [83].

MPM has not yet been subjected to as much analysis as many of the methods surveyed by Li and Liu [77]. Prior to our research, the significant contribution to the analysis of MPM was the analysis of time integration errors of Bardenhagen [4]. Still, projection errors of MPM remained to be addressed. Though Vshivkov [135] provided a detailed analysis of the projection errors for PIC, the difference between shape functions in PIC and MPM makes the straightforward application of these results to MPM difficult [109]. In 2008, while we were working on our analysis of MPM, Steffen et al. [110, 111] published an analysis on quadrature errors and some of the spatial integration errors of the original MPM method. Their analysis studied different contributing factors in the errors introduced by the quadrature employed in the method’s algorithm, and examined the spatial integration errors in internal force due to these quadrature errors. Although the original MPM was designed for solid mechanics problems, we were performing our analysis on a variation of the method proposed for gas dynamics in the context of a shock propagation problem. The shock propagation problem for compressible gas dynamics has the advantage of being sufficiently simple to allow analysis of the method. This problem has also been studied by Brackbill [20], Sulsky [113], York et al. [140], and very recently in the context of SPH methods by Brown et al. [18]. Furthermore, the shock propagation problem’s analytical solution makes it possible to evaluate the various sources of error in our variation of MPM. In the present analysis of our MPM’s variation, we focused on two sources of error: errors introduced when information from particles is projected onto the grid, as well as errors introduced when particles cross grid cells. With the aforementioned advantages of the settings for our study of MPM, we aimed to provide an analysis of all error sources in
our variation of the method and would later apply them to other variations. The result of this analysis was published in 2009 by Tran et al. [123]. Then again in 2010, Steffen et al. [112] published another analysis of MPM in which they considered our analysis of temporal errors when integrating past a jump in continuity of the velocity field for their analysis on the impact of spatial quadrature errors on time stepping.

With the availability of several analyses for MPM as mentioned above, we turned our focus on the analysis of ICE when looking at the potential combination of MPM and ICE in simulation; see [31, 117] for this potential combination of these two methods in simulation. At the time, the analysis of ICE also had not received much attention.

While MPM is often used in computational solid dynamics, ICE is often used to simulate fluid dynamics. The ICE method was developed by Harlow and Amsden in 1968 [49] with the aim of calculating the compressible flows in all velocity ranges. With the use of semi-implicit time discretization, in which the acoustic waves are treated implicitly while the advection terms are treated explicitly, the method can remove the Courant stability limitation based on the speed of sound in the fluid. According to Harlow and Amsden [49], this is a numerically stable and efficient method for calculating transient, viscous fluid flows in several space dimensions. In 1971, Harlow and Amsden [50] simplified the method and also greatly extended its scope of applicability. There are several improved versions of the ICE method using a pressure-correction solution procedure as seen in [22, 63, 62, 102, 128], and one typical pressure-correction method is referred as PISO (Pressure Implicit with Splitting of Operations). ICE was first developed to simulate single-phase fluid dynamics problems. It was later extended by Harlow and Amsden in 1975 [51] and Kashiwa et al. in 1994 [68] to work with multiphase flow simulations. The ICE method by Harlow and Amsden used a staggered grid with normal velocity components at cell faces and all other variables at cell centers. The cell-centered ICE method by Kashiwa et al. [68] uses a different approach from the previous ICE method proposed by Harlow and Amsden. As mentioned in Kashiwa and Lee [67], Kashiwa et al. [68] uses a nonstaggered grid in an ongoing effort to deal with the difficulties of the ICE method with staggered grid. The main difficulties in the use of the staggered mesh include the addition of the artificial terms corresponding to a bulk viscosity to the equations in order to obtain reasonably smooth variation in density near shock waves and the development of spurious fluid as a result of a purely nonphysical circumstance. In the nonstaggered approach in Kashiwa et al. [68], all variables including velocity are located at the cell-center. In this approach, the velocity at cell faces is not computed directly, but is defined using the flow field or other dependent variables. The definition of the face-centered velocity is a crucial matter for the robustness of the method as mentioned in Kashiwa and Lee [67].
With its ability to handle complex flow problems, the ICE method for multiphase flows is utilized by UCF to simulate explosions, fires, and other fluid and fluid-structure interaction phenomena [45]. The ICE method in UCF is designed to solve “full physics” simulations of fluid-structure interactions involving large deformations and phase change [82]. As mentioned in Luitjens et al. [82], “full physics” refers to problems involving strong coupling between the fluid and solid phases with a full Navier Stokes representation of fluid phase materials and the transient, nonlinear response of solid phase materials, which may include chemical or phase transformation between the solid and fluid phases.

The implemented ICE method in the Uintah Computational Framework is referred to as Production ICE in Tran and Berzins [122]. The implementation of Production ICE is based on the cell-centered ICE method by Kashiwa et al. [68] with several exceptions that are discussed in detail in Chapter 5. The implementation of the cell-centered ICE method by Kashiwa et al. [68] uses a regular Cartesian grid to divide the computational domain into cells and to evaluate the changes in mass, momentum, and energy in each cell with two stages: the Lagrangian Stage and the Eulerian Stage. For the Lagrangian Stage, the advection changes in mass, momentum, and energy along a path moving with fluid velocity are evaluated by neglecting the convective terms. For the Eulerian Stage, the changes in mass, momentum, and energy in each cell due to advection are calculated. The fully cell-centered ICE method of Kashiwa et al. [68] defines the face-centered velocity, the rate of volume flux at cell boundary, and leaves a degree of freedom in the choice of conservation variables. The numerical scheme used in Production ICE [44, 45, 52, 79, 80] solves the conservation of mass, linear momentum and internal energy. However, the Lagrangian part of Production ICE is defined in a nonconservative form which appears to be an exception to the standard ICE method. While this may not be a problem for some cases, it appears to be a problem when applying this Production ICE code to single-fluid cases that are governed by the Euler equations in which the obtained numerical solutions exhibit some discrepancies in the shock speeds and they additionally show unphysical oscillations. Several researchers have investigated the effect of nonconservative schemes approximating hyperbolic conservation laws; for example, see [60, 75, 121]. In these investigations, they found that the numerical solutions obtained from nonconservative schemes might converge to wrong solutions.

Because of the importance of having a numerical solution that does not have spurious oscillations, we propose improvements to Production ICE in order to eliminate unphysical oscillations in its numerical solutions to compressible flow problems. We first focus on the improvements to Production ICE in one-dimensional space and then later extend these improvements to this method in multidimensional space. The cause of oscillations in numerical solutions of Production ICE is the lack of a special treatment for data discontinuities. When
dealing with discontinuities in data, the idea of using a nonoscillatory piecewise linear reconstruction is typically used. This data discontinuity treatment originates from the technique used in second-order Godunov-type methods for solving numerically hyperbolic conservation laws; for some examples, see [120] and the references within. In this approach, the value at the discontinuous point is the solution of the Generalized Riemann Problem whose piecewise constant data are obtained from a piecewise linear reconstruction. We used this treatment of data discontinuity in our improvement of Production ICE.

To enable this improved Production ICE method (IMPICE) the capability to solve significant problems, it is necessary to extend IMPICE to solve multidimensional flows in complex geometries. The use of Cartesian grids in IMPICE has the advantage of seamless grid generation for simple regular geometries, but the disadvantage of being unable to deal with complex ones. To solve complex geometries, we used in IMPICE the method of cut cells to handle the case when the computational boundary is not aligned with the cell edges; several implementations of cut cells are found in [38, 55, 124, 139]. In these implementations, there are several techniques that have previously been proposed, but the trimming of cell surfaces has mostly been used for compressible inviscid flows; see [124] and the references within. We will discuss the implementation of this technique as well as how to overcome the “small cell problem” in the IMPICE’s method of cut cells; for explanations of “small cell problem,” see [55] and its references. To address the “small cell problem,” cell merging techniques were used by many authors; for example, see [24, 26, 36, 37, 98, 101]. We derived a new variant of the cell merging technique for merging small cells in IMPICE.

Since IMPICE is used to solve a wide range of important applications, its error analysis is necessary. In this dissertation, we determine both theoretically and numerically the accuracy of the temporal and spatial errors in the IMPICE method. The orders of accuracy in time and space can be increased by applying a high order time discretization and a nonlinear spatial discretization, respectively. We will use this error analysis of ICE to estimate the errors in this method.

As mentioned above, in addition to the use of MPM and ICE as independent simulation tools, an advanced new simulation tool is being developed that uses the combination of these two methods to simulate multimaterial and fluid-structure interactions. The combined tool, MPMICE, uses MPM to model the materials and uses ICE to model aerodynamics. As discussed in [117], the modeling techniques used by MPMICE differ from traditional methods and hold promise for increased accuracy. Basic analysis of MPM and ICE presented in this dissertation may help to understand the fluid-structure interaction modeling MPMICE in the future.
CHAPTER 3

COMPRESSIBLE FLOW PROBLEMS

Compressible flows appear in many processes in nature and technology, so the study of these flows is very important. Compressible flows model the fluids in which the fluid density varies significantly in response to a change in pressure. Such flows are obtained in gases, and they are referred to as compressible gas flows. Compressible gas flows are the subjects in the study of gas dynamics. Two of the most distinctive phenomena which occur in compressible flow problems are shock waves and choked flows [137]. Shock waves occur when there is a very sharp discontinuity in the fluid properties such as velocity, pressure, and temperature and choked flows are phenomena in which the flow rate and the velocity remain the same after the downstream change in pressure has reached a certain point. However, many of the numerical methods developed for compressible flow problems consider only the ability to accurately capture shock waves, but not choked flow; shock capturing schemes can be found in many papers such as [84, 75, 54, 61, 106, 107, 138]. The ability to capture the sharp changes in the fluid properties is essential in numerical methods for compressible flow problems in order to deal with shock waves.

The Navier-Stokes equations for compressible flow problems are time-dependent and consist of a set of nonlinear partial differential equations that describe the flow of fluids. These equations are obtained from the principles of conservation of mass, conservation of momentum, and conservation of energy with the assumption that the fluid is a continuum. In allowing shock waves to be treated as discontinuities, the system of Euler equations are usually utilized. As mentioned in Toro [120], the system of Euler equations is derived from the Navier-Stokes equations by neglecting the effects of body forces, viscous stresses and heat flux.

In this chapter, we provide a summary of the Euler equations for compressible flow problems. Here we study the system of time-dependent Euler equations in one-dimensional and multidimensional space with several important derived equations and boundary conditions. Though there are many different forms of the Euler equations along with basic physical quantities and thermodynamics relations, we include here only the forms which are useful to the discussion of the numerical methods included in this dissertation, namely the Material Point Method
(MPM) and the Improved Production Implicit Continuous-fluid Eulerian method (IMPICE).

Many forms and equations in the discussion of the Euler equations in this chapter are obtained from Toro [120].

### 3.1 The Multidimensional Euler Equations

The system of time-dependent Euler equations of nonlinear hyperbolic conservation laws that governs the compressible flow problems in \(d\)-dimensional space can be written in the following compact form:

\[
\begin{align*}
\frac{\partial \rho}{\partial t} + \nabla \cdot (\rho \mathbf{u}) &= 0, \\
\frac{\partial \rho \mathbf{u}}{\partial t} + \nabla \cdot (\rho \mathbf{u} \otimes \mathbf{u}) + \nabla p &= 0, \\
\frac{\partial \rho E}{\partial t} + \nabla \cdot (\rho E \mathbf{u}) + \nabla \cdot (p \mathbf{u}) &= 0,
\end{align*}
\]

where \(\rho(x, t)\) is the density function, \(\mathbf{u}(x, t) = (u_1, u_2, ..., u_d)^T(x, t)\) is the vector of the velocity functions, \(p(x, t)\) is the pressure function, and \(E(x, t)\) is the function of specific total energy on the problem domain \(x = (x_1, x_2, ..., x_d)^T \in \mathbb{R}^d\) and \(t \in \mathbb{R}^+\). In Equation (3.2), \(\otimes\) denotes the tensor product. The tensor product of \(\mathbf{u}\) and \(\mathbf{u}\) is defined as:

\[
\mathbf{u} \otimes \mathbf{u} = \begin{bmatrix}
  u_1^2 & u_1u_2 & \cdots & u_1u_d \\
  u_2u_1 & u_2^2 & \cdots & u_2u_d \\
  \vdots & \vdots & \ddots & \vdots \\
  u_du_1 & u_du_2 & \cdots & u_d^2
\end{bmatrix},
\]

An equation of state is required to close the system given by Equations (3.1)–(3.3); the commonly used equation of state derived from the ideal gas law is as follows:

\[
p = (\gamma - 1)\rho \left( E - \frac{1}{2} \mathbf{u} \cdot \mathbf{u} \right),
\]

where \(\gamma\) is the specific heat ratio with the value of 1.4 for ideal gas.

The speed of sound, which is the transmission speed of a small disturbance through a medium, is a variable of interest. This variable is often used in controlling the time integration step in numerical methods for the system of Euler equations. The speed of sound, \(c(x, t)\), in an ideal gas is approximately given by:

\[
c = \sqrt{\frac{\gamma p}{\rho}}.
\]

\(\text{Equation}\ 3.6\)
There are two different sets of variables often used to describe the flow of compressible fluids governed by the system of Euler equations. The first set of variables called the set of conserved variables includes the mass density $\rho$, the momentum $\rho u$, and the total energy per unit mass $\rho E$. The time derivatives of the conserved variables are directly obtained from conservation laws and shown in Equations (3.1)-(3.3). Hereafter, the vector of conserved variables is denoted using the column vector $\mathbf{U}$. The second set of variables called the set of primitive variables or physical variables includes the mass density $\rho$, the velocity $u$, and the pressure $p$. The time derivatives of variables in vector $\mathbf{W} = [\rho, u, E, p]^T$ are shown as follows:

$$
\begin{align*}
\frac{\partial \rho}{\partial t} + \nabla \cdot (\rho \mathbf{u}) &= 0, \\
\frac{\partial \mathbf{u}}{\partial t} + \mathbf{u} \cdot \nabla \mathbf{u} + \frac{1}{\rho} \nabla p &= 0, \\
\frac{\partial E}{\partial t} + \mathbf{u} \cdot \nabla E + \frac{1}{\rho} \nabla \cdot (\rho \mathbf{u}) &= 0, \\
\frac{\partial p}{\partial t} + \mathbf{u} \cdot \nabla p + c^2 \rho \nabla \cdot \mathbf{u} &= 0.
\end{align*}
$$

These equations are useful for the discussion of the numerical methods in Chapters 5, 6, 7, and 8. It is also useful for the discussion of the IMPICE method in these chapters if we know about material derivatives. The material derivative of a quantity is a derivative taken along a moving path with the moving velocity $\mathbf{u}$. The material derivative of a scalar field $\phi(x, t)$ and a vector field $\mathbf{b}(x, t)$ are defined respectively as:

$$
\begin{align*}
\frac{D \phi}{Dt} &= \frac{\partial \phi}{\partial t} + \mathbf{u} \cdot \nabla \phi, \\
\frac{D \mathbf{b}}{Dt} &= \frac{\partial \mathbf{b}}{\partial t} + (\mathbf{u} \cdot \nabla) \mathbf{b}.
\end{align*}
$$

Using these definitions, the material derivatives of the velocity vector $\mathbf{u}$ in Equation (3.8) and pressure $p$ in Equation (3.10) are respectively given by:

$$
\begin{align*}
\frac{D \mathbf{u}}{Dt} &= -\frac{1}{\rho} \nabla p, \\
\frac{D p}{Dt} &= -c^2 \rho \nabla \cdot \mathbf{u}.
\end{align*}
$$

These equations are also called the Lagrangian forms of Equations (3.8) and (3.10). We also use the definitions in Equation (3.11) to rewrite (3.1), (3.8), and (3.9) as follows:
\[
\frac{D\rho}{Dt} = -\rho \nabla \cdot \mathbf{u}, \quad (3.14)
\]
\[
\rho \frac{Du}{Dt} = -\nabla p, \quad (3.15)
\]
\[
\rho \frac{DE}{Dt} = -\nabla \cdot (p\mathbf{u}). \quad (3.16)
\]

In order to obtain the changes in mass, momentum, and energy along the path moving with the fluid velocity, we need to derive the equations of material derivatives for a fluid volume corresponding to the system in Equations (3.1)–(3.3). In Vallis [125], the material derivative of a finite fluid volume \( V \) for fluid density is given by:

\[
\frac{D}{Dt} \int_V \rho dV = \int_V \left( \frac{D\rho}{Dt} + \rho \nabla \cdot \mathbf{u} \right) dV. \quad (3.17)
\]

Also in Vallis [125], the material derivative of a finite fluid volume \( V \) for the multiplication of some fluid property \( \phi \) and the fluid density \( \rho \) is given by:

\[
\frac{D}{Dt} \int_V \rho \phi dV = \int_V \rho \frac{D\phi}{Dt} dV. \quad (3.18)
\]

As mentioned in Vallis [125], the above formula also holds if \( \phi \) is a vector. Applying Equation (3.18) to fluid velocity \( \mathbf{u} \) and fluid specific total energy \( E \), we have the following equations:

\[
\frac{D}{Dt} \int_V \rho \mathbf{u} dV = \int_V \rho \frac{Du}{Dt} dV, \quad (3.19)
\]
\[
\frac{D}{Dt} \int_V \rho E dV = \int_V \rho \frac{DE}{Dt} dV. \quad (3.20)
\]

In these equations, the volume \( V \) changes due to the movement of the bounding surface. Let \( S \) be the bounding surface of the volume \( V \), then the change in volume is described by the following equation:

\[
\frac{D}{Dt} \int_V dV = \int_S \mathbf{u} \cdot d\mathbf{S}. \quad (3.21)
\]

From Equations (3.14)–(3.20), the following equations are obtained:

\[
\frac{D}{Dt} \int_V \rho dV = 0, \quad (3.22)
\]
\[
\frac{D}{Dt} \int_V \rho \mathbf{udV} = -\int_V \nabla pdV, \quad (3.23)
\]
\[
\frac{D}{Dt} \int_V \rho E dV = -\int_V \nabla \cdot (p\mathbf{u}) dV. \quad (3.24)
\]
Equations (3.22)–(3.24) are used to evaluate the changes in mass, momentum, and energy along a path moving with fluid velocity $u$ neglect the convective terms. In the other hand, the changes in mass, momentum, and energy due to the convective terms are governed by:

$$\frac{d}{dt} \int_V \rho dV = -\int_V \nabla \cdot (\rho u) dV,$$

(3.25)

$$\frac{d}{dt} \int_V \rho u dV = -\int_V \nabla \cdot (\rho u \otimes u) dV,$$

(3.26)

$$\frac{d}{dt} \int_V \rho E dV = -\int_V \nabla \cdot (\rho E u) dV.$$

(3.27)

The concepts of material derivatives introduced above are used to explain the implementation of numerical methods for the system of Euler equations with a separate Lagrangian Phase and an Eulerian Phase; for example, the implementation of the cell-centered ICE method of Kashiwa et al. [68], the Production ICE method, and the improved Production ICE method which will be discussed in detail in Chapter 6 and Chapter 7.

### 3.2 The One-Dimensional Euler Equations

In the case of one-dimensional space ($d = 1$), the system of Euler equations in conservation form given by Equations (3.1)–(3.3) is now simplified as follows:

$$\frac{\partial \rho}{\partial t} + \frac{\partial \rho u}{\partial x} = 0,$$

(3.28)

$$\frac{\partial \rho u}{\partial t} + \frac{\partial (\rho u^2 + p)}{\partial x} = 0,$$

(3.29)

$$\frac{\partial \rho E}{\partial t} + \frac{\partial (\rho u E + pu)}{\partial x} = 0,$$

(3.30)

where $u(x,t)$ is the velocity in the one-dimensional space and $x \in \mathbb{R}$. The equation of state (3.5) becomes:

$$p = (\gamma - 1) \rho \left( E - \frac{1}{2} u^2 \right).$$

(3.31)

One nonconservative form of the one-dimensional system of Euler equation is given by:

$$\frac{\partial \rho}{\partial t} + \frac{\partial \rho u}{\partial x} = 0,$$

(3.32)

$$\frac{\partial \rho u}{\partial t} + \frac{\partial (\rho u^2)}{\partial x} + \frac{\partial p}{\partial x} = 0,$$

(3.33)

$$\frac{\partial \rho E}{\partial t} + \frac{\partial (\rho u E + pu)}{\partial x} + p \frac{\partial u}{\partial x} = 0,$$

(3.34)
where $e(x,t)$ is the specific internal energy and its relationship with the total energy per unit mass, $E(x,t)$, is given by:

$$E = e + \frac{1}{2}u^2. \quad (3.35)$$

In an ideal gas, the internal energy is a function of temperature. The equation of state in (3.31) is rewritten in terms of the density and the internal energy as follows:

$$p = (\gamma - 1)\rho e. \quad (3.36)$$

The material derivatives of velocity in Equation (3.12) and pressure in Equation (3.13) for the one-dimensional space are written as follows:

$$\frac{Du}{Dt} = -\frac{1}{\rho} \frac{\partial p}{\partial x}, \quad (3.37)$$
$$\frac{Dp}{Dt} = -c^2\rho \frac{\partial u}{\partial x}. \quad (3.38)$$

The one-dimensional forms of material derivatives in Equations (3.22)–(3.24) are now given by:

$$\frac{D}{Dt} \int_V \rho dV = 0, \quad (3.39)$$
$$\frac{D}{Dt} \int_V \rho u dV = -\int_V \frac{\partial p}{\partial x} dV, \quad (3.40)$$
$$\frac{D}{Dt} \int_V \rho E dV = -\int_V \frac{\partial (\rho u)}{\partial x} dV, \quad (3.41)$$

where the volume change is governed by the following equation:

$$\frac{D}{Dt} \int_V dV = \int_S u \ dS. \quad (3.42)$$

The changes in mass, momentum, and energy due to the convective terms described by Equations (3.25)–(3.27) are rewritten for the one-dimensional space as follows:

$$\frac{d}{dt} \int_V \rho dV = -\int_V \frac{\partial (\rho u)}{\partial x} dV, \quad (3.43)$$
$$\frac{d}{dt} \int_V \rho u dV = -\int_V \frac{\partial (\rho uu)}{\partial x} dV, \quad (3.44)$$
$$\frac{d}{dt} \int_V \rho E dV = -\int_V \frac{\partial (\rho Eu)}{\partial x} dV. \quad (3.45)$$
Another form of Equations (3.32)–(3.34) is used in the discussion of the Material Point Method in Chapter 5 as given by Sulsky et al. [113] as follows:

\[
\frac{\partial \rho}{\partial t} + \frac{\partial \rho}{\partial x} + \rho \frac{\partial u}{\partial x} = 0, \quad (3.46)
\]

\[
\frac{\partial e}{\partial t} + \frac{\partial e}{\partial x} + \frac{\rho}{\rho} \frac{\partial u}{\partial x} = 0. \quad (3.47)
\]

The equations of material derivatives corresponding to Equations (3.46) and (3.47) are given by:

\[
\frac{D \rho}{Dt} = -\rho \frac{\partial u}{\partial x}, \quad (3.48)
\]

\[
\frac{D e}{Dt} = -\frac{\rho}{\rho} \frac{\partial u}{\partial x}. \quad (3.49)
\]

### 3.3 Boundary Conditions

We have, so far, presented the fluid flows in \( \mathbb{R}^d \). If the fluid flows are bounded in a spatial region \( \Omega \subset \mathbb{R}^d \), then it is necessary to impose conditions on the boundary \( \partial \Omega \). Different boundary conditions associated with partial differential equations include the Neumann boundary condition, the Dirichlet boundary condition, and the mixed boundary condition which is a combination of the Dirichlet and Neumann boundary conditions [134]. In a Dirichlet boundary condition, the value of a variable at the boundary is prescribed; in a Neumann boundary condition, the derivative of a variable at the boundary is prescribed; in a mixed boundary condition, a linear combination of the Dirichlet and Neumann boundary conditions at the boundary is prescribed. At a given boundary, different types of boundary conditions can be used for different variables.

The commonly used boundary conditions for the system of Euler equations are discussed in Sod [108]. Great care is necessary in the implementation of the numerical boundary conditions for numerical simulations of the compressible flow problems. At a computational boundary, a boundary condition is used to direct the flow between the boundary inlet and outlet. This flow is specified by a wide range of boundary condition types.

In the following sections, we will describe several examples of numerical boundary conditions and the Euler characteristic boundary conditions.

#### 3.3.1 Examples of Numerical Boundary Conditions

The following is the list of the most often implemented numerical boundary conditions for the Euler equations. These numerical boundary conditions are discussed in [99, 120].
**Periodic Boundary.** As mentioned in Poinsot and Veynante [99], the computation domain is folded on itself for the case of periodic boundary. In the treatment of periodic boundary conditions, the value of a variable at the inlet boundary is set to the value of that variable at the outlet boundary.

**Transmissive Boundary.** As mentioned in Toro [120], transmissive boundaries arise from the need to define finite (or sufficiently small) computational domains. At a transmissive boundary, the waves are allowed to pass without any change being made to the waves. In the treatment of the transmissive boundary condition, the value of a variable at the boundary is defined using the value of this variable inside the computational domain.

**Reflective Boundary.** At a reflective boundary, the waves reflect and move in the inverse direction. In the treatment of the reflective boundary condition, the value of all variables at the boundary except for velocity is defined using the value of these variables inside the computational domain; the normal component of the velocity at boundary is the negation of the normal component of the velocity inside the computational domain.

**Solid Boundary.** At a solid boundary, the fluid flow will have zero velocity relative to the boundary. This result is derived from the no-slip condition for viscous fluids in fluid dynamics. Generally this boundary condition implies that the fluid in contact with a solid wall will have the same velocity as the velocity of the solid wall.

**Nonreflecting Inflow Boundary.** At the inflow boundary, the fluid enters the computational domain. In the treatment of the nonreflecting inflow boundary, the inlet values of the flow velocity vector and temperature are imposed. The pressure gradient will again be given by momentum considerations under the assumption that the flow is fully developed at the entrance.

**Outflow Boundary.** At the outflow boundary, the fluid leaves the computational domain. In order to maintain the smoothness of the flow through the boundary, the normal derivative of velocity at the boundary is set to zero.

### 3.3.2 Euler Characteristic Boundary Condition (ECBC)

There are two classes of boundary conditions used to specify dependent variables at the boundaries: physical boundary conditions – using known physical behaviors, and numerical boundary conditions – using numerical descriptions. Physical boundary conditions are independent of the method used to solve the relevant equations; on the contrary, numerical boundary conditions are dependent of the method used. For the case of system of Euler equations, when the number of physical boundary conditions is lower than the number of primitive variables, then the variables which are not specified using physical attributes must be obtained using numerical boundary conditions. The numerical boundary conditions of these
variables may be obtained from extrapolation or the set of characteristic relations. However, it seems reasonable to obtain the numerical boundary conditions using characteristic relations and so to avoid extrapolations. The method of Euler Characteristic Boundary Conditions (ECBC) uses characteristic relations based on the analysis of the different waves crossing the boundary to specify boundary conditions for the system of Euler equations. In ECBC methods, some of the variables on the boundaries may be obtained from extrapolations while some others may be obtained using characteristic relations.

The following derivation of the ECBCs in $x_i$-direction of the multidimensional space is shown in [99]. Using a wave analysis of the Euler equations, the decomposition of the normal terms in $x_i$-direction into vector $h = [h_1, h_2, ..., h_{d+2}]^T$ as given by:

$$ h_1 = \frac{\partial \rho u_i}{\partial x_i}, \quad (3.50) $$

$$ h_2 = \rho c_s^2 \frac{\partial u_i}{\partial x_i} + u_i \frac{\partial p}{\partial x_i}, \quad (3.51) $$

$$ h_{2+k} = \begin{cases} u_i \frac{\partial u_i}{\partial x_i} + \frac{1}{\rho} \frac{\partial p}{\partial x_i} & \text{if } (k = i) \\ u_i \frac{\partial u_k}{\partial x_i} & \text{otherwise}, \end{cases} \quad (3.52) $$

where $k = 1, ..., d$ and $d$ is the dimension of the multidimensional space. An explanation of how these terms are decomposed as shown can be found in [118]. The system of Euler equations in (3.1)–(3.3) is now rewritten as follows:

$$ \frac{\partial p}{\partial t} + h_1 + \sum_{j=1}^{d} \frac{\partial (\rho u_j)}{\partial x_j} = 0, \quad (3.53) $$

$$ \frac{\partial (\rho E)}{\partial t} + \frac{1}{2} \sum_{j=1}^{d} u_j^2 h_1 + \frac{h_2}{\gamma - 1} + \rho \sum_{j=1}^{d} u_j h_{2+j} + \sum_{j=1}^{d} \frac{\partial (\rho E u_j)}{\partial x_j} + \sum_{j=1}^{d} \frac{\partial (\rho u_j)}{\partial x_j} = 0, \quad (3.54) $$

$$ \frac{\partial (\rho u_k)}{\partial t} + u_k h_1 + \rho h_{2+k} + \sum_{j=1}^{d} \frac{\partial (\rho u_k u_j)}{\partial x_j} = \begin{cases} 0 & \text{if } (k = i) \\ -\frac{1}{\rho} \frac{\partial p}{\partial x_k} & \text{otherwise}, \end{cases} \quad (3.55) $$

for $k = 1, ..., d$. Define the vector $L = [L_1, L_2, ..., L_{d+2}]^T$ of the amplitudes of characteristic waves associated with the characteristic velocities in $x_i$-direction. These characteristic wave amplitudes are specified as follows:
\[ L_1 = (u_i - c) \left( \frac{\partial p}{\partial x_i} - \rho c \frac{\partial u_i}{\partial x_i} \right), \]  
(3.56)

\[ L_2 = u_i \left( c^2 \frac{\partial \rho}{\partial x_i} - \frac{\partial p}{\partial x_i} \right), \]  
(3.57)

\[ L_{2+k} = \begin{cases} 
  u_i \frac{\partial u_k}{\partial x_i} & \text{if } (k \neq i) \\
  (u_i + c) \left( \frac{\partial p}{\partial x_i} + \rho c \frac{\partial u_i}{\partial x_i} \right) & \text{otherwise},
\end{cases} \]  
(3.58)

for \( k = 1, \ldots, d \). The ECBC defines \( \{L_j : j = 1, \ldots, d+2\} \), which are the amplitudes of the waves crossing the boundary, by imposing the physical conditions.
CHAPTER 4

ADJOINT-BASED ERROR ESTIMATION
FOR NUMERICAL SOLUTIONS OF
PARTIAL DIFFERENTIAL
EQUATIONS

The importance of obtaining a reliable error estimate for numerical solutions to time-dependent ordinary differential equations (ODEs) and partial differential equations (PDEs) is well understood, see [21, 34, 58, 81, 91, 92, 93]. As mentioned in Cao and Petzold [21], many methods of global error estimation have been proposed, studied carefully, and implemented in several ODE solvers. These error estimators either use residual errors for the error indicators or error recovery techniques. Residual errors are the errors resulting from failing to satisfy exactly the differential equations of numerical solutions. The estimate of residual error is also sometimes used to gain confidence in a numerical solution. The global error estimates that use error recovery techniques often solve the problem a second time with a reduced step size or tolerance and assume the second integration is more accurate; the error in the first integration is then recovered by the difference between the two numerical solutions. These estimates may sometimes be inaccurate since the second integration may not yield a more accurate solution [21, 104]. As a consequence, there have been many error estimates that use residual errors and multipliers obtained from the solution of the adjoint problem [21].

There are two different approaches for ODE global error estimates: the classical approach (based on the forward integration of an error equation) and the adjoint-based approach (based on residual errors and the backward integration of the adjoint problem). These approaches are compared by Lang and Verwer [73] for their reliability and efficiency. One disadvantage of adjoint-based methods is the need to store the forward solution that is required during the backward time integration. Lang and Verwer [73] suggested that the adjoint-based approach may not be competitive against the classical approach due to its huge storage demand for large problems, even though both approaches work well in terms of reliability. On the other hand, Cao and Petzold [21] suggested that the adjoint-based approach was an attractive choice and
proposed a novel approach to reduce the number of backward time integrations using the small sample statistical method. Furthermore, adjoint systems are linear, so they can be solved in parallel. Even though solving the adjoint system requires extra work and storage, the adjoint solutions are useful for adaptively control the global error as they are the appropriate weighting coefficients of local errors contributed to the global error.

Adjoint-based error estimates have also been used and become increasingly important in the error analysis of applications in Computational Fluid Dynamics (CFD). The use of adjoint methods in CFD error analysis has been discussed in many papers; for example, see [8, 41, 7, 133, 2, 64, 65, 66]. The main factor that contributes to the growing interest in adjoint methods is their application towards sensitivity analysis for large-scale systems governed by PDEs. Sensitivity analysis is applied in a wide range of applications in science and engineering that involve optimal design problems and error control problems. In these applications, the impact of input parameters on the errors in functional outputs is determined using sensitivity analysis. As mentioned in Venditti and Darmofal [133] and the references within, invoking the adjoint problem has the primary advantage of directly relating the error in a chosen functional output to the local residual errors. We show in this chapter that if the initial condition in the adjoint problem is properly set then the global error of the numerical solutions to systems of PDEs can be formulated using the local errors (the sum of ODE local error and the PDE truncation error) and the solutions of the adjoint problems. The proper initial condition for the adjoint problem was discussed in Cao and Petzold [21].

The adjoint problem when solving a system of PDEs can be formulated using either the continuous approach or the discrete approach. In the continuous approach, the adjoint problem is obtained from discretizing the analytic adjoint PDE. In the discrete approach, the adjoint problem is obtained from the system of ODEs approximating the PDEs. As mentioned in Li and Petzold [76], the system resulting from the continuous approach is much simpler than the system obtaining from the discrete approach. However, the discrete approach has the advantage of not requiring the explicit derivation and the discretization of the adjoint equations and corresponding boundary conditions as mentioned in Venditti and Darmofal [133].

In this chapter, we discuss our discrete adjoint-based approach for estimating spatial and temporal errors for the method-of-lines PDEs. We also test this approach on numerical solutions to several ODE and PDE problems using the Backward Differentiation Formula (BDF) method implemented in the DASSL DAL solver described in Ascher and Petzold [3]. In order to use our adjoint-based approach for numerical solutions obtained via the BDF method, we derive a technique for estimating the local error by sampling the integration residual error at two points per time interval.
4.1 Errors in Numerical Solutions to Partial Differential Equations

Consider the following class of time-dependent PDEs:

\[
\frac{\partial Y}{\partial t} = G(t, Y, \nabla Y),
\]

(4.1)

where \( x \in \Omega \subseteq \mathbb{R}^d \) and \( t \in (0, T_e] \). Boundary conditions are imposed on \( \partial \Omega \), and the initial condition has the form:

\[
Y(x, 0) = Y_0(x), \quad \forall x \in \Omega.
\]

(4.2)

The system of Euler equations discussed in Chapter 3 is an instance of the above class of PDEs.

Let \( \Omega_H \) be some space discretization of \( \Omega \). In \( \Omega_H \), the solution to the PDE system in (4.1) is numerically computed at the discrete points \( x_0, x_1, x_2, \ldots, x_N \). Let

\[
Y_H(t) = [Y_H(x_0, t), Y_H(x_1, t), Y_H(x_2, t), \ldots, Y_H(x_N, t)]^T,
\]

(4.3)

where \( Y_H(t) \) is the solution to the following ODE system:

\[
\begin{align*}
\dot{Y}_H(t) &= G_H(t, Y_H(t)) \\
Y_H(0) &= Y_{0H},
\end{align*}
\]

(4.4)

and vector \( G_H(t, Y_H(t)) \) approximates the column vector of values of \( G \) at discrete points \( G(t, Y(x_0), \nabla Y(x_0)), G(t, Y(x_1), \nabla Y(x_1)), \ldots, G(t, Y(x_N), \nabla Y(x_N)) \). The initial condition in Equation (4.4) is given by:

\[
Y_{0H} = [Y_0(x_0), Y_0(x_1), Y_0(x_2), \ldots, Y_0(x_N)].
\]

(4.5)

Let \( \tilde{Y}_H(t) \) be a perturbed solution of \( Y_H(t) \). The temporal error (also known as the time integration error), \( \mathbf{e}_t H(t) \), is defined as:

\[
\mathbf{e}_t H(t) = Y_H(t) - \tilde{Y}_H(t).
\]

(4.6)

Let \( Y(x, t) \) be the exact solution of the system in (4.1). The restriction of this exact solution to the discretized mesh is denoted as:

\[
Y[H](t) = [Y(x_0, t), Y(x_1, t), Y(x_2, t), \ldots, Y(x_N, t)].
\]

(4.7)
The error introduced by the space discretization, also known as the spatial error, is denoted as $es_H(t) = Y[H](t) - Y_H(t)$. The overall error in numerical solutions of PDEs, $ge_H(t)$, is then written as:

$$ge_H(t) = Y[H](t) - \tilde{Y}_H(t) = (Y[H](t) - Y_H(t)) + (Y_H(t) - \tilde{Y}_H(t))$$

$$= es_H(t) + et_H(t), \quad (4.8)$$

thus showing that there are two parts of errors in the numerical solutions to PDEs: the spatial error and the temporal error. The spatial error comes from the spatial discretization of the PDEs and the temporal error comes from the time integration of the discretized ODEs.

### 4.2 Adjoint-based Error Estimation for ODEs

The adjoint-based global error estimate of Cao and Petzold given in [21] is described here in a slightly modified form. We consider the class of ODEs given by:

$$\begin{align*}
\dot{Y}(t) &= G(Y, t) \quad 0 \leq t \leq T_e \\
Y(0) &= Y_0,
\end{align*} \quad (4.9)$$

where $Y \in \mathbb{R}^d$. The numerical solution $\tilde{Y} \in \mathbb{R}^d$ satisfies the following perturbed system:

$$\begin{align*}
\dot{\tilde{Y}}(t) &= G(\tilde{Y}, t) + r(t) \quad 0 \leq t \leq T_e \\
\tilde{Y}(0) &= Y_0 + r_0,
\end{align*} \quad (4.10)$$

where $r(t)$ denotes the perturbation of the numerical solution at time $t$ and the initial perturbation $r(0) = r_0$. The perturbation function $r(t)$ is also referred to as the residual error.

Let $et(t)$ be defined by $et(t) = \tilde{Y}(t) - Y(t)$, which is the error in the numerical solution $\tilde{Y}$ of $Y$ at time $t$. Then $et(t)$ approximately satisfies the following ODE system:

$$\begin{align*}
\dot{et}(t) &= J(\tilde{Y}, t)et(t) + r_1(Y, \tilde{Y}, t) + r(t) \\
et(0) &= r_0,
\end{align*} \quad (4.11)$$

where $J(\tilde{Y}, t)$ is the Jacobian of $G$ at $\tilde{Y}$. The residual $r_1(Y, \tilde{Y}, t)$ is an approximation to the quadratic and subsequent Taylor series terms given by $r_1(Y, \tilde{Y}, t) = G(\tilde{Y}, t) - G(Y, t) - J(\tilde{Y}, t)(\tilde{Y} - Y)$ with $\|r_1(Y, \tilde{Y}, t)\|_\infty$ is assumed to be small when $\tilde{Y}(t)$ is close to $Y(t)$. The adjoint-based global error estimate of Cao and Petzold [21] was derived with the assumption that the term $\|r_1(Y, \tilde{Y}, t)\|_\infty$ was small enough to be neglected. Therefore, the approach of
global error estimate described in this section cannot be trusted if the system of ODEs in (4.9) is not solved to a sufficient accuracy. With the assumption that \( \| r_1(Y, \tilde{Y}, t) \|_{\infty} \) may be neglected, we have:

\[
\begin{cases}
\dot{e}(t) &\approx J(\tilde{Y}, t) e(t) + r(t) \\
e(0) &= r_0.
\end{cases}
\]  

(4.12)

Let \( \lambda(t) \) be some vector in \( \mathbb{R}^d \) that solves the following system:

\[
\begin{cases}
\dot{\lambda}(t) &= -J^T(\tilde{Y}, t) \lambda(t) & 0 \leq t \leq T_e \\
\lambda(T_e) &= 1,
\end{cases}
\]  

(4.13)

for some vector \( l \) in \( \mathbb{R}^d \). Multiplying both sides of first equation in (4.12) by \( \lambda(t) \) gives:

\[
\lambda^T(t) \dot{e}(t) 
= \lambda^T(t) J(\tilde{Y}, t) e(t) + \lambda^T(t) r(t)
\]

(4.14)

\[
= (J^T(\tilde{Y}, t) \lambda(t))^T e(t) + \lambda^T(t) r(t)
\]

\[
= (-\dot{\lambda}(t))^T e(t) + \lambda^T(t) r(t).
\]

Rearranging this yields:

\[
\lambda^T(t) \dot{e}(t) + (\dot{\lambda}(t))^T e(t) \approx \lambda^T(t) r(t),
\]  

(4.15)

and, in turn, gives:

\[
\frac{d}{dt}(\lambda^T(t) e(t)) \approx \lambda^T(t) r(t).
\]  

(4.16)

Integrating both sides of the above equation gives:

\[
\int_0^{T_e} \frac{d}{dt}(\lambda^T(t) e(t)) dt \approx \int_0^{T_e} \lambda^T(t) r(t) dt,
\]

\[
\lambda^T(T_e) e(T_e) - \lambda^T(0) e(0) \approx \int_0^{T_e} \lambda^T(t) r(t) dt,
\]

\[
1^T e(T_e) - \lambda^T(0) r_0 \approx \int_0^{T_e} \lambda^T(t) r(t) dt.
\]

Or:

\[
1^T e(T_e) \approx \int_0^{T_e} \lambda^T(t) r(t) dt + \lambda^T(0) r_0.
\]  

(4.17)
It is perhaps worth remarking that if we replace \( r(t) \) by \( r(t) + r_1(Y, \tilde{Y}, t) \), then this equation is exact. To estimate the \( i \)th-component of error vector \( e(t)(T_e) \), we solve system in (4.13) with initial condition \( l = e_i = [0, 0, ..., 0, 1, 0, ..., 0]^T \) with a value of 1 at the \( i \)th-component and 0 elsewhere. So in order to estimate the global error vector \( e(t)(T_e) \), we have to solve the system in (4.13) \( d \) times (\( d \): number of ODE equations) with \( d \) different values of vector \( l \): \( e_1, e_2, ..., e_d \), where \( e_1, e_2, ..., e_d \) are the standard basis for \( \mathbb{R}^d \). Since the value of \( \lambda(t) \) can only be obtained numerically, the adjoint-based global error estimate cannot be trusted either if the adjoint system in (4.13) is not solved to a sufficient accuracy.

The global error estimate using Equation (4.17) requires the estimate of the residual error \( r(t) \) in addition to the solution of the adjoint system in (4.13). The residual error defined by Equation (4.10) is as follows:

\[
r(t) = \dot{\tilde{Y}}(t) - G(\tilde{Y}, t),
\]

where \( \tilde{Y}(t) \) is some approximation of function \( Y(t) \) obtained from interpolating the temporal discrete numerical solutions.

Assume that some time integration procedure is used and the discrete temporal numerical solutions, \( \{\tilde{Y}^n : n = 1, ..., m\} \), are obtained at \( t_1 = 0, t_2, t_3, ..., t_m = T_e \). We then approximate the left side of Equation (4.17) as follows:

\[
1^T e(t)(T_e) \approx \sum_{j=1}^{m} \int_{t_j}^{t_{j+1}} \lambda^T(t)r(t)dt + \lambda^T(0)r_0
\]

At \( t = t_n \), define the following local problem:

\[
\begin{cases}
\dot{Z}_{n+1}(t) = G(Z_{n+1}(t), t), & t \in [t_n, t_{n+1}], \\
Z_{n+1}(t_n) = \tilde{Y}^n.
\end{cases}
\]

The error for this local problem is given by:

\[
le\left(t; t_n, \tilde{Y}^n\right) = Z_{n+1}(t) - \tilde{Y}(t).
\]

The local error per time step, \( le\left(t_{n+1}; t_n, \tilde{Y}^n\right) \), is then defined by:

\[
le\left(t_{n+1}; t_n, \tilde{Y}^n\right) = Z_{n+1}(t_{n+1}) - \tilde{Y}^{n+1}.
\]
The residual error, \( r(t) \), in Equation (4.18) is then estimated by:

\[
\begin{align*}
    r(t) &= \dot{\hat{Y}}(t) - G(\hat{Y}(t), t) = \dot{\hat{Y}}(t) - \dot{Z}_{n+1}(t) + G(Z_{n+1}(t), t) - G(\tilde{Y}(t), t) \\
    &\approx \dot{\hat{Y}}(t) - \dot{Z}_{n+1}(t) - J(\tilde{Y}(t), t)(\tilde{Y}(t) - Z_{n+1}(t)).
\end{align*}
\] (4.23)

Using a similar derivation as given by Equations (4.15)–(4.16), we have:

\[
\lambda^T(t)r(t) \approx \frac{d}{dt} \left( \lambda^T(t)(\tilde{Y}(t) - Z_{n+1}(t)) \right).
\] (4.24)

Therefore:

\[
\begin{align*}
    \int_{t_n}^{t_{n+1}} \lambda^T(t)r(t)dt &\approx \int_{t_n}^{t_{n+1}} \frac{d}{dt} \left( \lambda^T(t)(\tilde{Y}(t) - Z_{n+1}(t)) \right)dt \\
    &= \lambda^T(t_{n+1}) \left( \tilde{Y}(t_{n+1}) - Z_{n+1}(t_{n+1}) \right) - \lambda^T(t_n) \left( \tilde{Y}^n - Z_{n+1}(t_n) \right) \\
    &= -\lambda^T(t_{n+1})le(t_{n+1}; t_n, \tilde{Y}^n).
\end{align*}
\]

Equation (4.19) is then given by:

\[
\begin{align*}
    \mathbf{I}^Tet(T_e) &\approx \sum_{j=1}^{m} -\lambda^T(t_{j+1})le(t_{j+1}; t_j, \tilde{Y}^j) + \lambda^T(0)r_0.
\end{align*}
\] (4.25)

The global error (also time integration error \( et(T_e) \) of numerical solutions to ODEs) in the adjoint-based approach is then calculated by the summation of products of the discrete adjoint solution and the local error.

### 4.3 Adjoint-based Error Estimation for Numerical Solutions of PDEs

From Equations (4.6) and (4.12), the temporal error \( et_H(t) \) in the numerical solution to PDEs (4.1) approximately satisfies the following system:

\[
\begin{align*}
    \dot{et}_H(t) &= J_H(t, \tilde{Y}_H)et_H + r_H(t) \\
    et_H(0) &= r_{0H},
\end{align*}
\] (4.26)

where \( J_H(t, \tilde{Y}_H) \) is Jacobian of \( G_H(t, Y_H(t)) \) with respect to \( Y_H(t) \) and \( r_H(t) = \dot{\hat{Y}}(t) - G_H(t, \tilde{Y}_H(t)) \).
According to Berzins [13], the approximate equation for spatial error $\mathbf{es}_H(t)$ is given by:

$$
\begin{align*}
\dot{\mathbf{es}}_H(t) &= \mathbf{J}_H(t, \mathbf{Y}_H)\mathbf{es}_H(t) + \mathbf{TE}_H(t) \\
\mathbf{es}_H(0) &= 0,
\end{align*}
$$

(4.27)

where $\mathbf{TE}_H(t) = \mathbf{Y}[H](t) - \mathbf{G}_H(t, \mathbf{Y}[H](t))$.

From Equations (4.8), (4.26) and (4.27), we have:

$$
\begin{align*}
\dot{\mathbf{ge}}_H(t) &= \mathbf{J}_H(t, \mathbf{Y}_H)\mathbf{ge}_H(t) + \mathbf{r}_H(t) + \mathbf{TE}_H(t) \\
\mathbf{ge}_H(0) &= \mathbf{r}_0_H,
\end{align*}
$$

(4.28)

Consider the following adjoint system:

$$
\begin{align*}
\dot{\mathbf{\lambda}}(t) &= -\mathbf{J}_H^T(t, \mathbf{Y}_H)\mathbf{\lambda}(t), \quad 0 \leq t \leq T_e \\
\mathbf{\lambda}(T_e) &= 1,
\end{align*}
$$

(4.29)

for some vector $\mathbf{l}$ in $\mathbb{R}^d$ where $d$ is the number of ODEs in system in (4.4). Given the similar form of Equations (4.12) and (4.27), the adjoint-based spatial error estimate is then given as follows:

$$
\mathbf{l}^T \mathbf{es}_H(T_e) = \int_0^{T_e} \mathbf{\lambda}^T(s)\mathbf{TE}_H(s)ds + \mathbf{\lambda}^T(0)\mathbf{r}_0_H.
$$

(4.30)

With the assumption that $\mathbf{\lambda}(t_j + \tau) \approx \mathbf{\lambda}(t_j)$ for $0 \leq \tau \leq (t_{j+1} - t_j)$, Equation (4.30) now becomes:

$$
\mathbf{l}^T \mathbf{es}_H(T_e) = \sum_{j=1}^{m} \mathbf{\lambda}^T(t_j) \int_{t_j}^{t_{j+1}} \mathbf{TE}_H(t)dt + \mathbf{\lambda}^T(0)\mathbf{r}_0_H.
$$

(4.31)

The combination of spatial and temporal error for numerical solutions of time-dependent PDEs is then approximated using:

$$
\mathbf{l}^T \mathbf{ge}_H(T_e) = \sum_{j=1}^{m} \mathbf{\lambda}^T(t_j) \int_{t_j}^{t_{j+1}} (\mathbf{r}_H(t) + \mathbf{TE}_H(t))dt + \mathbf{\lambda}^T(0) (\mathbf{r}_0 + \mathbf{r}_{0_H}) ,
$$

(4.32)

$$
\approx \sum_{j=1}^{m} \mathbf{\lambda}^T(t_j) \left( \mathbf{le}_H \left( t_{j+1}; t_j, \mathbf{Y}_H^j \right) + (t_{j+1} - t_j)\mathbf{TE}_H(t_j) \right) + \mathbf{\lambda}^T(0) (\mathbf{r}_0 + \mathbf{r}_{0_H}) ,
$$

where $\mathbf{le}_H \left( t_{j+1}; t_j, \mathbf{Y}_H^j \right)$ is the local integration error.
Exactly as in Section 4.2, once the vector $l$ is chosen, the value in each component of error vector $g_{eH}(T_e)$ is estimated using the solution to the adjoint system in (4.29), the ODE local error, and the PDE truncation error.

The subscript $H$ in above notations is called the *mesh characteristic length*. Hereafter, the mesh characteristic length $H$ is used within these notations only if different meshes simultaneously exist and there is a need to specify which mesh is being referred to; otherwise, this subscript is omitted.

### 4.4 Error Norms, Error Indices, and Error Notations

It is important to seek quantitative information on the error of the obtained numerical solutions to decide if the numerical solutions can be trusted. In order to make an assessment of error in the numerical solutions obtained with different numerical methods discussed later on in this dissertation, we consider several definitions of error norms, definition of error indices, and several error notations for the variables in the system of Euler equations. In the following discussion, the error vector $e$ can be replaced by the vector of global error $ge$, the vector of spatial error $es$, or the vector of temporal error $et$.

#### 4.4.1 Error Norms

Let $e(t)$ be some vector of errors defined at discrete points $x_j \in \mathbb{R}$ ($j = 1, ..., N$) at time $t$,

$$e(t) = [e_1(t), e_2(t), ..., e_N(t)]^T,$$  \hspace{1cm} (4.33)

we consider the following approximations to standard error norms:

**$L_1$-norm:**

$$\|e(t)\|_{L_1} \approx \sum_{j=1}^{N-1} \frac{(x_{j+1} - x_j)(e_{j+1}(t_n) + e_j(t_n))}{2}.$$  \hspace{1cm} (4.34)

**$L_2$-norm:**

$$\|e(t)\|_{L_2} \approx \sqrt{\sum_{j=1}^{N-1} \frac{(x_{j+1} - x_j)(e_{j+1}(t))^2 + (e_j(t))^2}{2}}.$$  \hspace{1cm} (4.35)

**$L_\infty$-norm:**

$$\|e(t)\|_{L_\infty} = \max_{j=1}^{N} |e_j(t)|.$$  \hspace{1cm} (4.36)
Depending on the property of the problem we are interested in, one norm may be more favored than others.

### 4.4.2 Error Indices

For the case that the exact error is available, it is reasonable to know how the estimate value of error is compared to the exact value. In order to know how reliable is the error estimate method, we compute the error index which is the ratio of the estimate error and the exact error. Let $e_{\text{true}}(t)$ be the exact error and $e(t)$ be the estimate value of $e_{\text{true}}(t)$. The error index $\text{eindex}(e(t))$ is then defined as follows:

$$
\text{eindex}(e(t)) = \frac{\|e(t)\|}{\|e_{\text{true}}(t)\|}.
$$

(4.37)

The error norms in the above equation can be $L_1$-norm, $L_2$-norm, or $L_{\infty}$-norm.

### 4.4.3 Error Notations for System of Euler Equations

In order to distinguish the errors for different interested quantities in the numerical solutions of the system of Euler equations, we use the superscript that represents the quantity of interest along with the error notations. More specifically, the notation $e^q(t)$ is used to denote the error in numerical solutions of quantity $q$ at $t$ where $q = \rho, u, p, E, \rho u,$ or $\rho E$. Also we consider the following error notations:

$$
e^W(t) = [e^\rho(t), e^u(t), e^E(t), e^p(t)]^T,
$$

(4.38)

where $W = [\rho, u, E, p]$, and:

$$
e^U(t) = [e^\rho(t), e^{\rho u}(t), e^{\rho E}(t)]^T,
$$

(4.39)

where $U$ is the vector of conserved variables in the system of Euler equations.

### 4.5 Examples of the Adjoint-based Approach to the Global Error Estimate

#### 4.5.1 Backward Differentiation Formula Method for Method-of-lines PDEs

The Backward Differentiation Formula (BDF) methods as described in Ascher and Petzold [3] are widely used for obtaining solutions to stiff differential equations and differential algebraic equations. The fixed leading coefficient BDF method is implemented in the DASSL DAE Solver.
The DASSL DAE Solver uses divided formulae to represent the numerical solution to DAEs. The divided difference \( Y[t_n, t_{n-1}, \ldots, t_{n-k}] \) on the nodal values \( Y(t_n), Y(t_{n-1}), \ldots, Y(t_{n-k}) \) is defined by:

\[
Y[t_n, t_{n-1}, \ldots, t_{n-k}] = \frac{Y[t_n, t_{n-1}, \ldots, t_{n-k+1}] - Y[t_{n-1}, t_{n-2}, \ldots, t_{n-k}]}{t_n - t_{n-k}}, \tag{4.40}
\]

where \( Y[t_n] = Y(t_n) \) and \( Y[t_n, t_{n-1}] = \frac{Y[t_n] - Y[t_{n-1}]}{t_n - t_{n-1}} \).

Suppose that numerical solutions \( \tilde{Y}^n, \tilde{Y}^{n-1}, \tilde{Y}^{n-2}, \ldots, \tilde{Y}^{n-k} \) are given at time levels \( t_n, t_{n-1}, t_{n-2}, \ldots, t_{n-k} \), then the standard Newton divided difference form of the interpolating polynomial used by the DASSL DAE Solver to predict the numerical solution at any point in the interval \([t_{n-k}, t_{n+1}]\) is given by:

\[
Y^{n+1}(t) = b_{0,n}(t) \tilde{Y}[t_n] + b_{1,n}(t) \tilde{Y}[t_n, t_{n-1}] + b_{2,n}(t) \tilde{Y}[t_n, t_{n-1}, t_{n-2}] + \ldots + b_{k,n}(t) \tilde{Y}[t_n, t_{n-1}, t_{n-2}, \ldots, t_{n-k}], \tag{4.41}
\]

where:

\[
b_{0,n}(t) = 1, b_{1,n}(t) = (t - t_n), \quad b_{2,n}(t) = (t - t_n)(t - t_{n-1}), \ldots \tag{4.42}
\]

The predicted derivative may be similarly written as:

\[
\frac{dY^{n+1}(t)}{dt} = \frac{db_{1,n}(t)}{dt} \tilde{Y}[t_n, t_{n-1}] + \frac{db_{2,n}(t)}{dt} \tilde{Y}[t_n, t_{n-1}, t_{n-2}] + \ldots + \frac{db_{k,n}(t)}{dt} \tilde{Y}[t_n, t_{n-1}, t_{n-2}, \ldots, t_{n-k}]. \tag{4.43}
\]

BDF codes such as the DASSL DAE Solver also make use of these polynomials to predict the numerical solution at the next time step. The system of equations solved for the new solution at time \( t_{n+1} \) is given by:

\[
\frac{dY^{n+1}(t)}{dt}(t_{n+1}) - \frac{\alpha_s}{(t_{n+1} - t_n)} \left( \tilde{Y}^{n+1} - Y^{n+1}(t_{n+1}) \right) = G(t_{n+1}, \tilde{Y}^{n+1}), \tag{4.44}
\]

where \( \alpha_s = -\sum_{i=1}^{k} \frac{1}{i} \) for a method of order \( k \). Substituting Equations (4.41)–(4.43) into Equation (4.44) and multiplying Equation (4.44) by \( \frac{(t_{n+1} - t_n)}{\alpha_s} \) enables Equation (4.44) to be written in
a more recognizable BDF form as:

\[
(t_{n+1} - t_n) \frac{\partial}{\partial t} \tilde{Y}_{n+1} \left[ t_{n-j}, \ldots, t_n \right] = \frac{(t_{n+1} - t_n)}{(-\alpha_s)} f(t_{n+1}, \tilde{Y}_{n+1}).
\]  

(4.45)

The above equation is solved to obtain the numerical solution \( \tilde{Y}_{n+1} \) at \( t_{n+1} \). The numerical solution at any point \( t \) that lies between \( t_n \) and \( t_{n+1} \) is obtained using the interpolating polynomial defined as in (4.41) but with a different set of nodal values \( \tilde{Y}_{n+1}, \tilde{Y}_n, \ldots, \tilde{Y}_{n+1-k} \). This polynomial may be rewritten in Lagrange form as:

\[
\tilde{Y}(t) = \sum_{i=0}^{k} \Pi_{i,k}(t) \tilde{Y}_{n+1-i}.
\]  

(4.46)

We use a shorthand notation \( \Pi_{i,k}^k(t) \) for \( \prod_{j=k+1}^{k} \frac{(t - t_{n+1-j})}{(t_{n+1-i} - t_{n+1-j})} \) for convenience of exposition. Using this shorthand notation in the Lagrange form of \( \tilde{Y}(t) \) gives:

\[
\tilde{Y}(t) = \sum_{i=0}^{k} \Pi_{i,k}^i(t) \tilde{Y}_{n+1-i}.
\]  

(4.47)

Equation (4.47) is used to evaluate the numerical solution at any point \( t \in [t_n, t_{n+1}] \) using the discrete numerical solutions at \( t_{n+1}, t_n, \ldots, t_{n+1-k} \).

### 4.5.2 Residual Error and Global Error Estimation using Approach of Cao and Petzold [21]

Cao and Petzold [21] give way to estimate the global error of the numerical solutions obtained with BDF method implemented in the DASSL DAE solver using the adjoint-based approach. The global error estimate in Cao and Petzold [21] will be reiterated as follows. The local solution on the interval \( [t_n, t_{n+1}] \) used in [21] satisfies:

\[
\begin{cases}
\dot{V}_{n+1}(t) = G(V_{n+1}(t), t) & t \in [t_{n+1-k}, t_{n+1}], \\
V_{n+1}(t_{n+1-k}) = \tilde{Y}_{n+1-k}.
\end{cases}
\]  

(4.48)

This local problem is different from the local problem defined in Equation (4.20). Let \( S_{n+1}(t) \) be the polynomial that interpolates \( k + 1 \) points \( (t_{n+1}, S_{n+1}^0), (t_n, S_{n+1}^1), \ldots, (t_{n-k+1}, S_{n+1}^k) \) where \( S_{n+1}^i \) is the notation for \( S_{n+1}(t_{n+1-i}) \) and \( S_{n+1}^i = V_{n+1}(t_{n+1-i}) \) for \( i = 0, \ldots, k \). The polynomial
\( S_{n+1}(t) \) is then written in Lagrange form using the shorthand notation as in Equation (4.47) as follows:

\[
S_{n+1}(t) = \sum_{i=0}^{k} \Pi_i^{0..k}(t) S_{n+1}^i. \tag{4.49}
\]

Then for any \( t \) in \([t_n, t_{n+1}]\), we have:

\[
V_{n+1}(t) = S_{n+1}(t) + IE(t) \tag{4.50}
\]

where \( IE(t) \) is interpolation error at \( t \), and is defined as:

\[
IE(t) = (t - t_{n+1})(t - t_n)...(t - t_{n-k+1}) \frac{V_{n+1}^{(k+1)}(\tau)}{(k+1)!}, \tag{4.51}
\]

for some value \( \tau \) that lies in the interval \([t_{n-k+1}, t_{n+1}]\). For any \( t \) in \([t_n, t_{n+1}]\), the time derivative \( \dot{\Pi}_{i}^{a..b} \) of \( \Pi_{i}^{a..b} \) is given by:

\[
\dot{\Pi}_{i}^{a..b} = \sum_{j=a, j \neq i}^{b} \frac{1}{(t_{n+1-i} - t_{n+1-j})} \prod_{l=a, l \neq i, j}^{b} \frac{(t - t_{n+1-l})}{(t_{n+1-i} - t_{n+1-l})}. \tag{4.52}
\]

Differentiating Equation (4.50) gives:

\[
\dot{V}_{n+1}(t) = \sum_{i=0}^{k} \dot{\Pi}_{i}^{0..k}(t) S_{n+1}^i + \dot{IE}(t). \tag{4.53}
\]

We now rewrite the residual error, \( r(t) \), for the perturbed system in (4.10) on the interval \([t_n, t_{n+1}]\) using the definition of local solution in Equation (4.48) as:

\[
r(t) = \hat{Y}(t) - G(\tilde{Y}, t) = \hat{Y}(t) - \dot{V}_{n+1}(t) + G(V_{n+1}(t), t) - G(\tilde{Y}(t), t). \tag{4.54}
\]

Cao and Petzold [21] assume that the function \( G(Y, t) \) is sufficiently smooth and satisfies the Lipschitz condition, \( \| G(V_{n+1}(t), t) - G(\tilde{Y}(t), t) \| \leq L \| V_{n+1}(t) - \tilde{Y}(t) \| \) for some constant \( L \). It is pointed out in [21] that if \( |\Delta t| \leq 1 \) then \( V_{n+1}(t) - \tilde{Y}(t) = O(\Delta t^{k+1}) \) while \( \hat{Y}(t) = O(\Delta t^k) \). Consequently, the term \( G(V_{n+1}(t), t) - G(\tilde{Y}(t), t) \) may be disregarded as not making a significant contribution to the residual error. The idea of disregarding \( G(V_{n+1}(t), t) - \)
The residual error in Equation (4.54) is thus given by:

\[
    r(t) \approx \dot{\tilde{Y}}(t) - \dot{\tilde{V}}_{n+1}(t),
    \]

\[
    \approx \sum_{i=0}^{k} \Pi_{i}^{0,k}(t)(\tilde{Y}_{n+1-i} - S_{n+1}^{i}) - \dot{I}E(t). \tag{4.55}
\]

This equation may be rewritten as:

\[
    r(t) \approx \sum_{i=0}^{k} \Pi_{i}^{0,k}(t)d_{n+1}^{i} - \dot{I}E(t), \tag{4.56}
\]

where \(d_{n+1}^{i} = \tilde{Y}_{n+1-i} - S_{n+1}^{i} \) for \(i = 0,...,k\). Cao and Petzold [21] state that \(d_{n+1}^{i} = O((t_{n+1} - t_{n})^{k+1}) \) and so:

\[
    r(t) \approx \sum_{i=0}^{k} (t_{n+1} - t_{n})^{k+1} \Pi_{i}^{0,k} C_{0} - \dot{I}E(t), \tag{4.57}
\]

where \(C_{0} = C_{k+1}Y^{(k+1)}\) with \(C_{k+1}\) estimated using the DASSL DAE Solver and

\[
    \dot{I}E(t) \approx \frac{Y^{(k+1)}(t)}{(k+1)!} \sum_{i=0}^{k} \prod_{j=0,j \neq i}^{k} (t - t_{n+1-i}) \approx \sum_{i=0}^{k} \frac{1}{i+1} Y^{(k+1)}(t_{n+1} - t_{n})^{k}. \tag{4.58}
\]

The calculation of the above term requires the estimation of \(Y^{(k+1)}(t)\) which is available within the DASSL DAE Solver. In the DASSL DAE Solver, the estimation of \(Y^{(k+1)}(t)\) is obtained from the divided difference representation of the numerical solution. The residual error may then be written as:

\[
    r(t) \approx C(t_{n+1} - t_{n})(t_{n+1} - t_{n})^{k}, \tag{4.59}
\]

where \(C(t_{n+1} - t_{n})\) is calculated using Equations (24) and (26) of Cao and Petzold [21] as follows:

\[
    C(t_{n+1} - t_{n}) \approx C_{k+1}Y^{(k+1)} \sum_{i=0}^{k} \Pi_{i}^{0,k}(t_{n+1} - t_{n}) + \sum_{i=0}^{k} \frac{1}{i+1} Y^{(k+1)}. \tag{4.60}
\]
Cao and Petzold [21] use residual error \( r(t) \) defined in Equation (4.59) to rewrite Equation (4.19) as follows:

\[
T^T \text{et}(T_e) \approx \sum_{j=1}^{m} \lambda^T_t(t_j)C(t_{j+1} - t_j)(t_{j+1} - t_j)^{k+1} + \lambda^T(0)r_0.
\] (4.61)

This equation is used by Cao and Petzold [21] to estimate the global error. Therefore, in order to estimate the global error using Cao and Petzold’s approach in [21] with the DASSL DAE Solver, we need to solve the ODE system in (4.9), solve the adjoint system in (4.13), and evaluate the residual error using the available data given by DASSL DAE Solver when solved for the ODE system in (4.9). For the global error estimate using our approach as using Equation (4.25), we need also to evaluate the local error \( le(t_j+1; t_j, \hat{Y}^j) \) for each time integration step. We will discuss how to evaluate the local error using residual error sampling in the following section.

4.5.3 Estimation of the Local Error and the Truncation Error

4.5.3.1 Estimation of the Local Error using Residual Error Sampling

Consider the local problem given by Equation (4.20) and the local error given by Equation (4.22). Define, \( P(t) \), a polynomial of degree \( k \) on \([t_{n+1-k}, t_{n+1}]\), that satisfies:

\[
\begin{align*}
P(t_{n+1-j}) &= Y^{n+1-j}, \quad j = 1, \ldots, k, \\
P(t_{n+1}) &= Z_{n+1}(t_{n+1}),
\end{align*}
\] (4.62)

where \( Z_{n+1}(t_{n+1}) \) is the solution to the system in (4.20). Then \( P(t) \) is an interpolation polynomial of degree \( k \) that interpolates \( k+1 \) known points on the interval \([t_{n+1-k}, t_{n+1}]\) and approximates \( Z_{n+1}(t) \) on the interval \([t_n, t_{n+1}]\). The interpolation polynomial \( P(t) \) may also be written in Lagrange form:

\[
P(t) = \sum_{i=1}^{k} \Pi_i^{0..k}(t)Y^{n+1-i} + \Pi_i^{0..k}(t)Z_{n+1}(t_{n+1}).
\] (4.63)

Since \( P(t) \) approximates the local solution on the interval \([t_n, t_{n+1}]\), we have:

\[
Z_{n+1}(t) \approx P(t) + Q(t),
\] (4.64)
where the term $Q$ may be written as a divided difference term as follows:

$$Q(t) \approx \pi(t)[Z_{n+1}(t_{n+1}), \bar{Y}^n, \bar{Y}^{n-1}, ..., \bar{Y}^{n-k}],$$  \hspace{1cm} (4.65)

and $\pi(t) = (t - t_{n+1})(t - t_n) ... (t - t_{n-k})$. As mentioned in Section 4.5.2, Cao and Petzold [21] assume the term $G(Z_{n+1}(t), t) - G(\bar{Y}(t), t)$ may be disregarded as not making a significant contribution to the overall residual error. The residual error, $r(t)$, in Equation (4.23) may be then estimated as follows:

$$r(t) \approx \dot{\bar{Y}}(t) - \dot{Z}_{n+1}(t).$$ \hspace{1cm} (4.66)

From Equations (4.47), (4.63), (4.64), and (4.65), we have:

$$\bar{Y}(t) - Z_{n+1}(t) \approx -I_0^{0,k} \text{le}(t_{n+1}; t_n, \bar{Y}^n) - \pi(t)[Z_{n+1}(t_{n+1}), \bar{Y}^n, \bar{Y}^{n-1}, ..., \bar{Y}^{n-k}].$$ \hspace{1cm} (4.67)

Therefore:

$$r(t) \approx -I_0^{0,k} \text{le}(t_{n+1}; t_n, \bar{Y}^n) - \pi(t)[Z_{n+1}(t_{n+1}), \bar{Y}^n, \bar{Y}^{n-1}, ..., \bar{Y}^{n-k}].$$ \hspace{1cm} (4.68)

Two quantities that determine the form of the estimated residual over a step are $\text{le}(t_{n+1}; t_n, \bar{Y}^n)$ and $[Z_{n+1}(t_{n+1}), \bar{Y}^n, \bar{Y}^{n-1}, ..., \bar{Y}^{n-k}]$. So with two samples of the residual error at $t_1$ and $t_2$ in the interval $[t_n, t_{n+1}]$, we form the system:

$$\begin{bmatrix}
I_0^{0,k}(t_1) & \pi(t_1) \\
I_0^{0,k}(t_2) & \pi(t_2)
\end{bmatrix}
\begin{bmatrix}
-\text{le}(t_{n+1}; t_n, \bar{Y}^n) \\
-Z_{n+1}(t_{n+1}), \bar{Y}^n, \bar{Y}^{n-1}, ..., \bar{Y}^{n-k}
\end{bmatrix} =
\begin{bmatrix}
r(t_1) \\
r(t_2)
\end{bmatrix}. \hspace{1cm} (4.69)

Solve the above system with two samples of the residual error for the time interval $[t_n, t_{n+1}]$, we obtain the local error $\text{le}(t_{n+1}; t_n, \bar{Y}^n)$ per time step.

### 4.5.3.2 Truncation Error Estimation by Richardson Extrapolation

Berzins [13] proposed a method to estimate the spatial truncation error by Richardson extrapolation. We will reiterate the method here and use it in the global error estimation for the numerical solutions of PDEs proposed in this chapter.

Consider two different discretized meshes $\Omega_h$ and $\Omega_H$ of the PDE system in (4.1) where $h$ and $H$ represent the mesh characteristic length and $h = \frac{H}{2}$. The mesh $\Omega_h$ is the actual
mesh used to compute the numerical solution to the PDEs and also be the “fine” mesh in the Richardson extrapolation; the mesh $\Omega_H$ is the “coarse” mesh. The truncation error for the mesh $\Omega_h$ as defined in Section 4.3 is:

$$\text{TE}_h(t) = \dot{Y}[h](t) - G_h(Y[h](t), t).$$ (4.70)

Let $Y^h_H(t)$ and $\dot{Y}^h_H(t)$ be the restriction of the numerical solution $Y_h(t)$ and the numerical derivative $\dot{Y}_h(t)$ from the “fine” mesh to the “coarse” mesh. The truncation error for the “coarse” mesh is then obtained by evaluating the following equation as proposed in Berzins [13]:

$$\text{TE}_H(t) = \frac{4}{3} \left[ \dot{Y}_H(t) - G_H(t, U^h_H(t)) \right] + \frac{4}{3} \dot{E}_H(t) - \frac{\partial G_H}{\partial Y_H(t)} \dot{E}_H(t).$$ (4.71)

The truncation error at the grid nodes that belong to both “fine” mesh and “coarse” mesh is then given by:

$$[\text{TE}_h(t)]_{2i-1} = \frac{1}{4}[\text{TE}_H(t)]_i.$$ (4.72)

The truncation error at grid nodes that are in “fine” mesh, but not in “coarse” mesh is then obtained by extrapolating using the following equation:

$$[\text{TE}_h(t)]_{2i} = \frac{1}{8}([\text{TE}_H(t)]_i + [\text{TE}_H(t)]_{i+1}).$$ (4.73)

This method of Richardson extrapolation for truncation error estimation as discussed above is based on the assumption that the spatial discretization error is second order in space in terms of the mesh characteristic length.

### 4.5.4 Numerical Results

#### 4.5.4.1 Adjoint-based Global Error Estimate for ODEs

We consider six examples below for testing of the adjoint-based global error estimate. In these examples: Examples 1–4 are from [21] and Examples 5–6 are from [81].

**Example 1.**

$$\begin{cases} \dot{Y} &= aY, \quad 0 < t \leq T_e, \\ Y(0) &= Y_0. \end{cases}$$ (4.74)
This problem is solved with three different cases:

\[
\begin{align*}
    a &= 1, \quad Y_0 = [10^{-4}], \quad T_e = 10.0, \\
    a &= -1, \quad Y_0 = [1.0], \quad T_e = 1.0, \\
    a &= -20, \quad Y_0 = [1.0], \quad T_e = 1.0.
\end{align*}
\]

Example 2.

\[
\begin{cases}
    \dot{Y} = -(0.25 + \sin \pi t) Y \cdot Y, & 0 < t \leq T_e, \\
    Y(0) = [1.0].
\end{cases}
\] (4.75)

The analytical solution at \( t \) is \( Y(t) = \left[ \pi/(\pi + 1 + 0.25\pi t - \cos \pi t) \right] \) and we consider the time integration at \( T_e = 1.0 \).

Example 3.

\[
\begin{cases}
    \dot{Y} = \begin{bmatrix}
        1 & -2t \\
        -2(1+t) & 2t \\
        2 & 1/2(1+t)
    \end{bmatrix} Y, & 0 < t \leq T_e, \\
    Y(0) = [1.0 \ 0.0]^T.
\end{cases}
\] (4.76)

The analytical solution at \( t \) is \( Y(t) = \left[ (1 + t)^{1/2} \cos(t^2), (1 + t)^{1/2} \sin(t^2) \right]^T \) and we consider the time integration at \( T_e = 10.0 \).

Example 4.

\[
\begin{cases}
    \dot{Y} = \begin{bmatrix}
        0 & -1 \\
        -1 & 0
    \end{bmatrix} Y, & 0 < t \leq T_e \\
    Y(0) = [2 \times 10^{-4} \ 0.0]^T.
\end{cases}
\] (4.77)

The analytical solution at \( t \) is \( Y(t) = \left[ 10^{-4}(e^t + e^{-t}), 10^{-4}(e^{-t} - e^t) \right]^T \) and we consider the time integration at \( T_e = 10.0 \).

Example 5.

\[
\begin{cases}
    \dot{Y} = \begin{bmatrix}
        0 & 1 \\
        -1 & 0
    \end{bmatrix} Y, & 0 < t \leq T_e \\
    Y(0) = [0.0 \ 1.0]^T.
\end{cases}
\] (4.78)

The analytical solution at \( t \) is \( Y(t) = [\sin(t), \cos(t)]^T \) and we consider the time integration at \( T_e = 50.0 \).
Example 6. Let \( Y = [y_1, y_2, y_3, y_4, y_5]^T \). Consider the ODE system:

\[
\begin{align*}
\dot{Y} &= \begin{bmatrix}
y_1 \\
y_2 + y_1 y_1 \\
y_3 + y_1 y_2 \\
y_4 + y_1 y_3 + y_2 y_2 \\
y_5 + y_1 y_4 + y_2 y_3
\end{bmatrix} \\
0 < t \leq T_e \\
Y(0) &= [1.0, 1.0, 0.5, 0.5, 0.25]^T.
\end{align*}
\] (4.79)

The analytical solution at \( t \) is \( Y = [e^t, e^{2t}, \frac{1}{2}e^{3t}, \frac{1}{2}e^{4t}, \frac{1}{2}e^{5t}]^T \) and we consider the time integration at \( T_e = 50.0 \).

The ODE systems of Examples 1–6 are solved using DASSL DAE Solver with local error tolerances of \( 10^{-4}, 10^{-5}, 10^{-6}, 10^{-7}, 10^{-8}, 10^{-9}, \) and \( 10^{-10} \). Applying the adjoint global error estimate given by Equation (4.25) where the local error is determined by sampling the residual error at two points per time interval as mentioned in Section 4.5.3.1, we obtain the error indices (the ratio of estimated global error and exact global error \( L_2 \)-norms) in Table 4.1. As shown in Table 4.1, our approach of adjoint global error estimate is reliable when the obtained error indices are very close to one (the ideal value of error indices) in most cases. For the result of Example 1 with \( \lambda = -20 \), the obtained error indices for large TOL (such as \( 10^{-4} \) and \( 10^{-5} \)) are not close to one as the term \( G(Z_{n+1}(t), t) - G(\tilde{Y}(t), t) \) makes a significant contribution to the residual error but being disregarded from the estimation of the residual error as mentioned in Section 4.5.2.

In order to compare the obtained results using our approach and Cao and Petzold’s approach in [21], we include in Table 4.2 the error indices of Cao and Petzold’s global error estimate for

| Table 4.1. Error indices \( e_{\text{index}}(e_{\text{TOL}}(T_e)) \) of the estimated adjoint-based global errors for numerical solutions to Examples 1–6 using DASSL DAE Solver and the residual error sampling technique in Section 4.5.3.1 with different values of local error tolerance (TOL). |

<table>
<thead>
<tr>
<th>Example</th>
<th>( 10^{-4} )</th>
<th>( 10^{-5} )</th>
<th>( 10^{-6} )</th>
<th>( 10^{-7} )</th>
<th>( 10^{-8} )</th>
<th>( 10^{-9} )</th>
<th>( 10^{-10} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1(( \lambda = 1 ))</td>
<td>0.95</td>
<td>0.95</td>
<td>0.95</td>
<td>0.96</td>
<td>0.96</td>
<td>0.96</td>
<td>0.95</td>
</tr>
<tr>
<td>1(( \lambda = -1 ))</td>
<td>0.96</td>
<td>0.97</td>
<td>0.99</td>
<td>0.96</td>
<td>0.96</td>
<td>0.96</td>
<td>0.98</td>
</tr>
<tr>
<td>1(( \lambda = -20 ))</td>
<td>2.71</td>
<td>2.63</td>
<td>1.80</td>
<td>1.07</td>
<td>1.05</td>
<td>0.96</td>
<td>1.03</td>
</tr>
<tr>
<td>2</td>
<td>0.97</td>
<td>0.98</td>
<td>0.98</td>
<td>1.07</td>
<td>1.00</td>
<td>0.99</td>
<td>0.99</td>
</tr>
<tr>
<td>3</td>
<td>0.96</td>
<td>0.95</td>
<td>0.97</td>
<td>0.98</td>
<td>0.98</td>
<td>0.97</td>
<td>0.97</td>
</tr>
<tr>
<td>4</td>
<td>0.95</td>
<td>0.95</td>
<td>0.95</td>
<td>0.95</td>
<td>0.97</td>
<td>0.96</td>
<td>0.98</td>
</tr>
<tr>
<td>5</td>
<td>0.96</td>
<td>0.97</td>
<td>0.97</td>
<td>0.97</td>
<td>0.97</td>
<td>0.96</td>
<td>0.98</td>
</tr>
<tr>
<td>6</td>
<td>0.96</td>
<td>0.97</td>
<td>0.97</td>
<td>0.97</td>
<td>0.97</td>
<td>0.98</td>
<td>0.98</td>
</tr>
</tbody>
</table>
Table 4.2. Error indices $\text{eindex}(\text{et}(T_e))$ of the estimated adjoint-based global errors for numerical solutions to Examples 1–6 using DASSL DAE Solver and Cao and Petzold’s approach described in Section 4.5.2 with different values of local error tolerance (TOL).

<table>
<thead>
<tr>
<th>Example</th>
<th>$10^{-4}$</th>
<th>$10^{-5}$</th>
<th>$10^{-6}$</th>
<th>$10^{-7}$</th>
<th>$10^{-8}$</th>
<th>$10^{-9}$</th>
<th>$10^{-10}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$1(\lambda = 1)$</td>
<td>7.23</td>
<td>7.09</td>
<td>9.12</td>
<td>8.95</td>
<td>8.54</td>
<td>16.72</td>
<td>9.18</td>
</tr>
<tr>
<td>$1(\lambda = -1)$</td>
<td>3.22</td>
<td>2.96</td>
<td>129.2</td>
<td>6.74</td>
<td>2.45</td>
<td>8.67</td>
<td>5.73</td>
</tr>
<tr>
<td>$1(\lambda = -20)$</td>
<td>1.59</td>
<td>0.46</td>
<td>0.45</td>
<td>2.08</td>
<td>7.63</td>
<td>10.12</td>
<td>10.36</td>
</tr>
<tr>
<td>2</td>
<td>9.27</td>
<td>106.9</td>
<td>19.36</td>
<td>72.67</td>
<td>13.98</td>
<td>16.38</td>
<td>0.31</td>
</tr>
<tr>
<td>3</td>
<td>13.02</td>
<td>13.66</td>
<td>13.00</td>
<td>11.59</td>
<td>10.92</td>
<td>10.77</td>
<td>11.35</td>
</tr>
<tr>
<td>4</td>
<td>7.25</td>
<td>7.08</td>
<td>6.45</td>
<td>8.68</td>
<td>12.10</td>
<td>15.70</td>
<td>12.45</td>
</tr>
<tr>
<td>5</td>
<td>8.89</td>
<td>15.04</td>
<td>7.98</td>
<td>1.45</td>
<td>7.63</td>
<td>8.64</td>
<td>4.16</td>
</tr>
<tr>
<td>6</td>
<td>10.54</td>
<td>14.31</td>
<td>8.09</td>
<td>12.94</td>
<td>4.62</td>
<td>8.35</td>
<td>13.86</td>
</tr>
</tbody>
</table>

numerical solutions to Examples 1–6 using DASSL DAE Solver. When comparing the data shown in Table 4.1 and Table 4.2, here are some comments that we have. Though we need an extra of two residual error samplings (this is equivalent to two evaluations of the system in (4.9)) per time step; the result shown in Table 4.1 is much more accurate than the result shown in Table 4.2. As shown in Table 4.2, the global error estimate gives a wide range of error indices, and often the global error estimate for Examples 1–6 is overestimated. Although the error is sometimes overestimated using the approach of Cao and Petzold [21], it helps to control well the global error in [21].

4.5.4.2 Adjoint-based Global Error Estimate for PDEs

We consider here a PDE problem in one-dimensional space with a nonlinear source term and a reaction diffusion equation:

$$\frac{\partial y}{\partial t} = \frac{\partial^2 y}{\partial x^2} + y^2(1 - y) \quad (x, t) \in (0, 10) \times (0, T_e]$$

(4.80)

with Dirichlet boundary conditions and initial conditions consistent with the analytic solution of:

$$y(x, t) = \frac{1}{1 + e^{p(x-pt)}}$$

(4.81)

where $p = 0.5\sqrt{2}$. We consider the numerical solution at $T_e = 1.0$.

When solving the above problem, we discretize this PDE with different numbers of mesh points (NPTS) and approximate the spatial derivatives with a second order central finite
difference. The discretized ODEs are then solved using DASSL DAE solver with different values of TOL. Applying the adjoint-based global error estimate given by Equation (4.32) where the truncation error is obtained via Richardson extrapolation discussed in Section 4.5.3.2 and the local error is determined by sampling the residual error at two points per time interval as mentioned in Section 4.5.3.1, the obtained error indices are shown in Table 4.3. As shown in Table 4.3, our approach of adjoint-based global error estimate gives a good approximation to the overall error in the numerical solutions of PDEs when the obtained error indices are very close to the ideal value of one.

4.6 Summary

Spatial and temporal errors are the error sources associated with the discretization of time-dependent PDEs when using the method of lines. We have presented in this chapter the adjoint-based approach for estimating both temporal and spatial errors in the numerical solutions of time-dependent PDEs. Our adjoint-based temporal error estimate is based upon the adjoint ODE error estimate proposed by Cao and Petzold [21], but improved with the addition of the residual error sampling technique presented in this chapter. Making use of the similarity between the systems of spatial and temporal error evolution, we derived the discrete adjoint-based approach for spatial error estimate in which the PDE truncation error obtained from Richardson extrapolation is being used. Numerical results presented in this chapter have shown that our adjoint-based error estimate gives a reliable and close estimate of the true global error. We will use this approach towards the global error estimation of the numerical solutions obtained from the Improved Production Implicit-Continuous Eulerian (IMPICE) method in Chapter 8.

Table 4.3. Error indices $e_{index}(ge(T_e))$ of the estimated adjoint-based global errors for numerical solutions to the PDE problem discussed in Section 4.5.4.2. The numerical solutions to this problem are obtained for different number of mesh points (NPTS) of spatial discretization. The discretized ODEs are solved with DASSL DAE solver using different values of local error tolerance (TOL).

<table>
<thead>
<tr>
<th>NPTS</th>
<th>TOL</th>
<th>10^{-4}</th>
<th>10^{-5}</th>
<th>10^{-6}</th>
<th>10^{-7}</th>
<th>10^{-8}</th>
<th>10^{-9}</th>
<th>10^{-10}</th>
</tr>
</thead>
<tbody>
<tr>
<td>11</td>
<td>0.90</td>
<td>0.89</td>
<td>0.88</td>
<td>0.88</td>
<td>0.87</td>
<td>0.87</td>
<td>0.87</td>
<td>0.87</td>
</tr>
<tr>
<td>21</td>
<td>0.98</td>
<td>0.97</td>
<td>0.95</td>
<td>0.97</td>
<td>0.97</td>
<td>0.97</td>
<td>0.97</td>
<td>0.97</td>
</tr>
<tr>
<td>41</td>
<td>1.01</td>
<td>1.01</td>
<td>0.96</td>
<td>0.99</td>
<td>0.99</td>
<td>0.99</td>
<td>0.99</td>
<td>0.99</td>
</tr>
<tr>
<td>81</td>
<td>0.99</td>
<td>1.00</td>
<td>0.89</td>
<td>1.00</td>
<td>1.00</td>
<td>1.01</td>
<td>1.01</td>
<td>1.01</td>
</tr>
<tr>
<td>161</td>
<td>0.98</td>
<td>0.99</td>
<td>0.92</td>
<td>1.01</td>
<td>1.01</td>
<td>1.01</td>
<td>1.01</td>
<td>1.01</td>
</tr>
<tr>
<td>321</td>
<td>0.97</td>
<td>0.98</td>
<td>0.98</td>
<td>1.02</td>
<td>1.01</td>
<td>1.01</td>
<td>1.01</td>
<td>1.01</td>
</tr>
</tbody>
</table>
CHAPTER 5
SOLVING TIME-DEPENDENT PDES USING THE MATERIAL POINT METHOD

The Material Point Method is a particle method [109]. It is used in computational solid dynamics to simulate large material deformations as the spatial mesh in MPM remains fixed throughout the calculation. As mentioned in Steffen [109], the method is a mixed Lagrangian and Eulerian method with particles representing the discrete Lagrangian state of a material. Though the method is widely used in many applications in the field of solid dynamics, there is not much analysis of the method. In this chapter, we will study in depth the accuracy of a variation of MPM proposed for gas dynamics on a well-known test problem in one-dimensional space. The test problem is Sod’s shocktube problem presented in Sod [108] where the motion of the compressible and inviscid fluid is governed by the one-dimensional system of Euler equations. Though this analysis is done for a specific variation of MPM, it is described in a way that can be applied to other versions of MPM. We will perform analysis on two sources of error: errors introduced when information from particles is projected onto the grid, as well as errors introduced when particles cross grid cells.

The content of this chapter is organized as follows. Section 5.1 includes the spatial discretization of MPM. In Section 5.2, we describe an abbreviated form of the computational method of MPM discussed in Steffen et al. [111]. The application to gas dynamics of MPM is carried out in Section 5.3. In Section 5.4, we will experiment with numerical solutions of Sod’s shocktube problem corresponding to different cases of particles’ distribution and different initial numbers of particles per cell used in this variation of MPM. We will analyze the method’s time integration error and space discretization error in Section 5.5 and Section 5.6 respectively. The discussion on the combined error for numerical solutions of Sod’s shocktube problem is presented in Section 5.7. Finally, Section 5.8 is a summary of this chapter.
5.1 MPM Spatial Discretization

MPM is a particle method based on the Finite Element Method in which the computational domain $\Omega = [a_1, b_1] \subset \mathbb{R}$ is discretized into a mesh on which a set of particles are placed; see Figure 5.1. Let $N_p$ be the number of particles in the computational domain $\Omega$, $p$ be the subscript index of the particle where $p = 1, \ldots, N_p$, and $\Omega_p$ be the particle domain of particle $p$. Each particle $p$ (referred to as the material point) is associated with the particle volume, $V_p$, the particle position, $x_p$, the particle mass, $m_p$, and the particle momentum, $P_p$. In MPM, the motion of these particles is solved on a background grid. The background grid is a set of points (referred to as nodes or grid nodes) that divides the computational domain into cells. Let $N$ be the number of nodes in the computational domain $\Omega$, and $j$ be the subscript index of the nodes where $j = 1, \ldots, N$. Unlike particles, the position of nodes is fixed at $x_j$. The spatial domain of a cell $j$ where $j = 1, \ldots, N - 1$ is denoted as $\Omega_j$ where $\Omega_j = [x_j, x_{j+1}]$. We consider a uniform background grid with the mesh spacing of $h$ and the same initial number of particles in each cell. The movement of particles between cells is based on the nodal velocity and the nodal acceleration whose calculation will be discussed in detail in Section 5.2. The following discussion will explain how to approximate a function value using particles’ values, how to represent a continuous function using discrete nodal data, and how to map from particles to grid nodes.

5.1.1 Particle Basis Functions

Let $f(x)$ be a function defined on the computational domain $x \in \Omega$ and $f_p$ be the value of function $f$ at particle $p$. The approximation to the function $f(x)$ in terms of particle values is written as:

$$f(x) \approx \sum_{p=1}^{N_p} f_p \chi_p(x) \quad \forall x \in [a_1, b_1], \quad (5.1)$$

Figure 5.1. MPM spatial discretization in one-dimensional space.
where $\chi_p(x)$ is the basis function associated with particle $p$. In the original form of the MPM, Delta functions are used for the particle basis functions and the basis function for particle $p$ is defined by:

$$\chi_p(x) = \delta(x - x_p)V_p, \quad p = 1, ..., N_p,$$

where:

$$\delta(x) = \begin{cases} 
1 & \text{if } x = 0, \\
0 & \text{otherwise},
\end{cases}$$

and the particle volume, $V_p$, will be defined later in this section. Bardenhagen and Kober [5] use the piecewise constant form for the particle basis function which is given by:

$$\chi_p(x) = \begin{cases} 
1 & \text{if } x \in \Omega_p, \\
0 & \text{otherwise}
\end{cases}$$

where $\Omega_p$ is the interval $[x_p - h_p/2, x_p + h_p/2]$ and $h_p$ is the particle width. This has the advantage that the functions form a partition of unity on the interval $[a_1, b_1]$:

$$\sum_{p=1}^{N_p} \chi_p(x) = 1 \quad \forall x \in [a_1, b_1].$$

For the case when the particle basis function is defined in Equation (5.4), the particle volume is then defined by:

$$V_p = \int_\Omega \chi_p(x)dx.$$

### 5.1.2 Grid Basis Functions

Let $g(x)$ be a function defined on the computational domain $x \in \Omega$ and $g_j$ be the value of function $g$ at node $j$. The continuous representation function $g(x)$ using discrete data $g_j$ ($j = 0, ..., N$) is given by:

$$g(x) = \sum_{j=1}^{N} g_j S_j(x),$$

where $S_j(x)$ is the basis function associated with node $j$. In the original form of the MPM, Delta functions are used for the node basis functions and the basis function for node $j$ is defined by:

$$S_j(x) = \delta(x - x_j)V_j, \quad j = 1, ..., N.$$
where $S_j(x)$ is a grid basis function at node $j$ and these basis functions form a partition of unity on the interval $[a_1, b_1]$. The most commonly used grid basis functions are the piecewise-linear basis functions; see Figure 5.2. The piecewise-linear grid basis function for node $j$ is given by:

$$
S_j(x) = \begin{cases} 
1 - \frac{|x - x_j|}{h} & \text{if } |x - x_j| < h, \\
0 & \text{otherwise}
\end{cases} \tag{5.8}
$$

where $h$ is mesh spacing.

### 5.1.3 Mapping from Particles to Grid

Let define $\tilde{S}_{jp}$ and $\tilde{G}_{jp}$ as follows:

$$
\tilde{S}_{jp} = \frac{1}{V_p} \int_{\Omega} S_j(x) \chi_p(x) \, dx, \tag{5.9}
$$

and

$$
\tilde{G}_{jp} = \frac{1}{V_p} \int_{\Omega} \frac{dS_j}{dx}(x) \chi_p(x) \, dx. \tag{5.10}
$$

In the case of the standard MPM when Delta functions are used for the particle basis functions and the linear basis functions are used for the grid basis functions, then, according to [5],

$$
\tilde{S}_{jp} = S_j(x_p), \tag{5.11}
$$

and

$$
\tilde{G}_{jp} = \frac{dS_j}{dx}(x_p). \tag{5.12}
$$

![Figure 5.2. Piecewise-linear basis functions.](image)
Consider the particle basis functions $\chi_p(x)$ that form a partition of unity on the domain $\Omega$ as shown in Equation (5.5) and function $\bar{S}_{jp}$ which is defined in Equation (5.9). We define two different mappings as given by:

$$f(x_j) = \sum_{p=1}^{N_p} f(x_p) \bar{S}_{jp},$$

(5.13)

and

$$G(x_j) = -\sum_{p=1}^{N_p} \frac{dG}{dx}(x_p) \bar{G}_{jp} V_p.$$

(5.14)

These mappings are used to map particle values onto a value at node $j$.

### 5.2 MPM Computational Method

Given an initial distribution of particles on the domain at time $t = t_0$, each particle $p$ is assigned a point mass, $m^0_p$, which is defined in terms of density as given by:

$$m^0_p = \int_{\Omega_p} \rho(x,0)\chi_p(x)dx.$$

(5.15)

The initial particle density average, $\rho^0_p$, may also be defined by:

$$\rho^0_p = m^0_p/V^0_p,$$

(5.16)

where $V^0_p$ is the initial particle volume. The particle $p$ is also initially assigned a momentum, $P^0_p$, which is defined in terms of density and velocity by:

$$P^0_p = \int_{\Omega_p} \rho(x,0)u(x,0)\chi_p(x)dx.$$

(5.17)

The Cauchy stresses are:

$$\sigma^0_p = \int_{\Omega_p} \sigma(x,0)\frac{\chi_p(x)}{V^0_p} dx,$$

(5.18)

where $\sigma(x,0)$ is continuum bodies initial Cauchy stress. In the most general case, the stress tensor is given by $\sigma = -pI + T$, where $p$ is the pressure, $T$ denotes the viscous stress tensor.
and I is an identity tensor whose size is same as the modeling dimension. In a perfect fluid model such as the gas dynamics problem considered here, the stress at a particle is equal to the pressure:

$$\sigma_p = -p_p.$$  \hfill (5.19)

5.2.1 Mesh and Particle Movement per Time Step

This subsection describes an abbreviated form of the original MPM; a detail description of this method can be found in Steffen et al. [111]. This abbreviated description includes the steps to advance the numerical solution from time level \(t_n\) to \(t_{n+1}\). Since the motion of the particles is solved on a background grid, the particle data (the particle mass and the particle momentum) are projected onto the nodes at the start of the time step. The nodal mass, \(m^n_j\), is approximated using the mass of the particles via the lumped mass matrix form of MPM in [113]. As given by Equation (5.13), the nodal mass is as follows:

$$m^n_j = \sum_{p=1}^{N_p} \bar{S}_{jp} m^n_p, \quad j = 1, \ldots, N. \quad (5.20)$$

Similarly, the nodal momentum, \(P^n_j\), is given by:

$$P^n_j = \sum_{p=1}^{N_p} \bar{S}_{jp} m^n_p u^n_p, \quad j = 1, \ldots, N. \quad (5.21)$$

where \(u^n_p\) is the particle velocity at \(t_n\). The movement of the particles is determined by the velocity and the acceleration at the nodes on the background grid. The nodal velocity, \(u^n_j\), is calculated from the nodal mass, \(m^n_j\), and the nodal momentum, \(P^n_j\), which is given by:

$$u^n_j = \frac{P^n_j}{m^n_j}. \quad (5.22)$$

Assuming that the nodal internal force, \(\text{Fint}^n_j\), is defined, then the nodal acceleration, \(a^n_j\), is given by:

$$a^n_j = \frac{\text{Fint}^n_j}{m^n_j}. \quad (5.23)$$
Since $\sigma = \frac{dF_{\text{int}}}{dx}$, the following equation is derived from Equations (5.14) and (5.19):

$$F_{\text{int}}^n_j = \sum_{p=1}^{N_p} p^n_j \bar{G}_{jp} V^n_p,$$

(5.24)

where $p^n_j$ is the particle pressure at $t_n$. The relationship between the acceleration, the velocity, and the displacement of the material is given by kinematics:

$$\dot{u}(x,t) = a(x,t),$$

(5.25)

$$\dot{x}(x,t) = u(x,t).$$

(5.26)

The nodal velocity at the end of Lagrangian step is calculated using the Euler method for the time derivative of velocity in Equation (5.25) as follows:

$$u^{n+1}_j = u^n_j + a^n_j \Delta t,$$

(5.27)

where $\Delta t = t_{n+1} - t_n$. The particle velocity and location are time-advanced using the Euler method for the ODEs (5.25) and (5.26) where the function on the right side of these ODEs is evaluated using the projection of nodal values. The updated particle velocity and location are then given by:

$$u^{n+1}_p = u^n_p + \sum_{j=1}^{N} \bar{S}_{jp} a^n_j \Delta t,$$

(5.28)

$$x^{n+1}_p = x^n_p + \sum_{j=1}^{N} \bar{S}_{jp} u^{n+1}_j \Delta t.$$

(5.29)

Remark If $u^{n+1}_p$ was used to replace the sum in the right side of Equation (5.29), the time integration method could be viewed as a first-order Runge-Kutta-Nystrom method, Chawla and Subramanian [23].

### 5.3 Application to Gas Dynamics

At the start of the time step $t_n$, the approximate particle volume for particle $p$ can be calculated using the number of particles in the cell that contains the particle, $N^n_j$, by:

$$V^n_p = \frac{h}{N^n_j},$$

(5.30)
where \( h \) is mesh spacing. While this is a reasonable approximation for compressible flows, and was first used by [70], it represents a departure from the standard MPM approach for solid mechanics, in which the volumes associated with particles are tracked; see Steffen et al. [110, 111, 112] for an analysis of this case. The particle’s mass is calculated from the density and the volume of the particle as:

\[
m_p^n = \rho_p^n V_p^n. \tag{5.31}
\]

The nodal mass is calculated from the projection of the particle properties as shown in (5.20) and nodal momentum is given by Equation (5.21). The nodal velocity is calculated from the mass and the momentum of the node as given by Equation (5.22). The nodal force may be written as the jump on the averaged particle pressures:

\[
F_{int}^n = p_j^n(-) - p_j^n(+), \tag{5.32}
\]

where

\[
p_j^n(-) = \sum_{p:x_p^n \in \Omega_{j-1}} \rho_p^n \frac{1}{N_{j-1}}, \tag{5.33}
\]

\[
p_j^n(+) = \sum_{p:x_p^n \in \Omega_j} \rho_p^n \frac{1}{N_j}. \tag{5.34}
\]

The internal force at a node is thus equal to the averaged pressure drop around that node. The nodal acceleration is calculated from the nodal force and the nodal mass as follows:

\[
a_j^n = \frac{p_j^n(-) - p_j^n(+)}{m_j^n}. \tag{5.35}
\]

The particle velocity and location are then updated using Equations (5.27)–(5.29). This method of force calculation has been developed here as being more appropriate for compressible gas dynamics as it assumes that the particles within a cell have the same volume.

### 5.3.1 Particle Energy, Density and Pressure Update

Once the nodal velocity has been determined using (5.28), it is possible to update the velocity gradient and hence calculate the particle density, \( \rho_p^{n+1} \), and the particle energy, \( e_p^{n+1} \), for the next time step following Equations (3.48) and (3.49) by:
\[ e_{p}^{n+1} = e_{p}^{n} - \Delta t \frac{\rho_{p}^{n}}{p_{p}^{n}} \frac{\partial u_{p}^{n+1}}{\partial x}, \] (5.36)

and

\[ \rho_{p}^{n+1} = \rho_{p}^{n} - \Delta t \rho_{p}^{n} \frac{\partial u_{p}^{n+1}}{\partial x}, \] (5.37)

where the particle velocity gradient, \( \frac{\partial u_{p}^{n+1}}{\partial x} \), is calculated using nodal velocities and the gradients of the nodal basis functions as given by:

\[ \frac{\partial u_{p}^{n+1}}{\partial x} = \sum_{j=1}^{N} \bar{G}_{jp} u_{j}^{n+1}, \] (5.38)

where \( \bar{G}_{jp} \) is defined by Equation (5.10). Note that all particles in the same cell have the same velocity gradient as calculated using Equation (5.38). The updated particle pressure is then calculated using equation of state (3.36) and an added viscosity term as follows:

\[ p_{p}^{n+1} = (\gamma - 1) \rho_{p}^{n+1} e_{p}^{n+1} + \nu_{p}^{n+1}, \] (5.39)

where the term \( \nu_{p}^{n+1} \) is a standard artificial viscosity term which is defined by:

\[ \nu_{p}^{n+1} = \begin{cases} C^{2} dx^{2} \rho_{p}^{n} \left( \frac{\partial u_{p}^{n+1}}{\partial x} \right)^{2} & \text{if } \frac{\partial u_{p}^{n+1}}{\partial x} \leq 0 \\ 0 & \text{otherwise,} \end{cases} \]

where \( C = 2.5 \). This form of artificial viscosity was used by Monaghan and Gingold [89, 90] to reduce oscillations in the numerical solutions of the SPH methods. This formula exploits the property of shock front that the gradient of velocity is less than zero. Using Equation (5.39) to obtain the value of the pressure/density ratio and substitute into Equation (5.36), we then have:

\[ e_{p}^{n+1} = e_{p}^{n} \left( 1 - (\gamma - 1) \frac{\partial u_{p}^{n+1}}{\partial x} \Delta t \right) - \frac{\nu_{p}^{n+1}}{\rho_{p}^{n}} \frac{\partial u_{p}^{n+1}}{\partial x} \Delta t, \] (5.40)

\[ p_{p}^{n+1} = \left( p_{p}^{n} - a_{p}^{n-1} \right) \left( 1 - \frac{\partial u_{p}^{n+1}}{\partial x} \Delta t \right) + a_{p}^{n+1} \left[ 1 - (\gamma - 1) \frac{\partial u_{p}^{n+1}}{\partial x} \Delta t \right]. \] (5.41)
Using Equation (5.40), Equation (5.39) is rewritten as follows:

\[
p_{p}^{n+1} = \left( p_{p}^{n} - p_{p}^{n-1} \right) \left( 1 - \frac{\partial u_{p}^{n+1}}{\partial x} \Delta t \right) + v_{p}^{n+1} \left[ 1 - \left( \gamma - 1 \right) \frac{\partial u_{p}^{n+1}}{\partial x} \Delta t \right].
\]  

(5.42)

### 5.3.2 Positivity, Overshoots and Stability

Since the values of density, energy, and pressure are positive, their numerical approximations should also be positive. From Equations (5.36)-(5.37), it may be seen that this occurs for the discrete density and energy equations under a Courant-like condition:

\[
0 \leq \frac{\partial u_{p}^{n+1}}{\partial x} \Delta t \leq 1.
\]  

(5.43)

Although this ensures the values of density and energy remain positive; local extrema may be caused by the use of the velocity gradient from "old" cell when cell crossing occurs. Suppose that there are two adjacent particles in different cells whose densities satisfy the following equation:

\[
\rho_{p}^{n} < \rho_{p+1}^{n},
\]  

(5.44)

and whose velocity gradients satisfy the following equation:

\[
\left( 1 - \Delta t \frac{\partial u_{p}^{n+1}}{\partial x} \right) \gg \left( 1 - \Delta t \frac{\partial u_{p+1}^{n+1}}{\partial x} \right),
\]  

(5.45)

then it is possible that one particle will over take the other in magnitude:

\[
\rho_{p}^{n+1} > \rho_{p+1}^{n+1};
\]  

(5.46)

this may result in a new extremal value. A similar argument may be developed for the creation of new extrema in energy. When extrema occur in the velocity, it is necessary to apply the artificial diffusion to the calculation of the nodal velocity. An extremum occurs in the velocity at node \(j\) if the following condition is met:

\[
(u_{j-1}^{n} - u_{j}^{n}) (u_{j+1}^{n} - u_{j}^{n}) > 0.
\]  

(5.47)
The new value of velocity is then calculated by the addition of an artificial viscosity-like term that approximates \( \frac{k^2 \partial^2 u}{3 \partial x^2} \) which gives:

\[
\begin{align*}
  u_j^n &= u_j^n + \frac{u_{j-1}^n - 2u_j^n + u_{j+1}^n}{3}.
\end{align*}
\]

(5.48)

The same approach is applied if extrema are detected in density.

### 5.3.3 Particle Redistribution

When the particles move among the cells, the number of particles in a cell is changed. The number of particles in a cell is used in the calculation of particle volume in Equation (5.30), and therefore the calculation of particle mass in Equation (5.31). If there were too few particles per cell and some of these particles move from one cell to another, it is possible for a cell not to have any particles. This may cause stability problems. To prevent this situation, care must be taken in the initial assignment of particles; see Section 5.4.2 and Section 5.4.3. The main idea is to ensure that there is always sufficient number of particles per cell. This may be obtained by redistributing particles or by ensuring that particles are placed where they will move into cells with fewer particles. It may also be necessary to create new particles in the empty cells with the particles’ properties obtained by interpolating the particles’ properties in the adjacent cells. We have not experienced the idea of creating new particles in the empty cells in our variation of MPM for gas dynamics.

### 5.4 Gas Dynamics Computational Experiments

#### 5.4.1 Problem Description

The model problem used here is that of Sod [108] who used a simple gas dynamics problem to investigate finite difference schemes for shock propagation type problems. This problem has an analytical solution and may be used in the comparison against the numerical solution obtained from the variation of MPM for gas dynamics. This problem has often been used as a test problem for PIC and MPM methods; see [140]. Sod’s shocktube problem consists of a shock tube, where a diaphragm is located in the middle of the tube. Two sides of the diaphragm have different pressures and densities, which make the fluids flow when the diaphragm is broken. At time \( t = 0 \), the diaphragm is removed and the motion of the compressible and inviscid fluid is governed by the one-dimensional system of Euler equations in (3.28)–(3.31). The initial condition at \( t = 0 \) of this problem is defined as:

\[
(\rho, u, p)(x, 0) = \begin{cases} 
  (1.0, 0.0, 1.0) & \text{if } x < 0.5 \\
  (0.125, 0.0, 0.1) & \text{otherwise},
\end{cases}
\]

(5.49)
on spatial domain $\Omega = [0.0, 1.0]$ and the diaphragm is placed at $x_0 = 0.5$. The final time for this problem is $T_e = 0.2$.

### 5.4.2 Initial Uniform Particle Distribution

As particles can move from one cell to another, the number of particles in a cell varies, and so does their volume according to Equation (5.30). Since we assume each material point is part of a perfect compressible gas, changing the particle’s volume is a reasonable modeling assumption. In solving the Sod’s shocktube problem using our variation of MPM, we initially assign the same number of particles for each cell. The result in Figure 5.3 is obtained when the initial number of particles in each cell is 8, the cell size ($h$) is 0.005, and the time step ($\Delta t$) is 0.00025. In this figure, each dot represents a material point and the solid line is the analytical solution. As seen in Figure 5.3, the obtained numerical result shows large errors behind the shock front. In order to reduce the error in this numerical solution, the smoothing process described in Section 5.3.2 was applied. The solution of the Sod’s shocktube problem after the smoothing process was applied is shown in Figure 5.4. The error norms in the obtained numerical solution with smoothing process is about 67 to 90% of that when the smoothing process is not applied.

To investigate the relationship between the global error and the initial number of particles assigned to each cell, we examine the errors in the numerical solutions of the Sod’s shocktube problem obtained from our variation of MPM with various choices of initial number of particles. In these numerical solutions, we either vary the size of mesh spacing $h$ and keep the time step $\Delta t$ fixed or vary the time step $\Delta t$ and keep the mesh spacing $h$ fixed. Figure 5.5(a) shows the change of errors in density when the size of mesh spacing $h$ changes and the time step $\Delta t$ is
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**Figure 5.3.** Numerical solutions for Sod’s problem in Section 5.4.1 using our variation of MPM for gas dynamics at $T_e = 0.2$ with 200 cells;

(a) density: $\|\mathbf{ge}^\rho(T)\|_{L_1} = 6.4 \times 10^{-3}$, $\|\mathbf{ge}^\rho(T)\|_{L_2} = 1.52 \times 10^{-2}$

(b) velocity: $\|\mathbf{ge}^u(T)\|_{L_1} = 1.85 \times 10^{-2}$, $\|\mathbf{ge}^u(T)\|_{L_2} = 5.80 \times 10^{-2}$
Figure 5.4. Numerical solutions for Sod’s problem in Section 5.4.1 using our variation of MPM for gas dynamics at $T_e = 0.2$ with the smoothing process applied by adding viscosity-like terms described in Section 5.3.2:

(a) density: $\|\rho(T)\|_{L_1} = 4.3 \times 10^{-3}$, $\|\rho(T)\|_{L_2} = 1.05 \times 10^{-2}$

(b) velocity: $\|u(T)\|_{L_1} = 1.47 \times 10^{-2}$, $\|u(T)\|_{L_2} = 5.07 \times 10^{-2}$

fixed. As seen in Figure 5.5(a), smaller mesh spacing generates more accurate results. It is also seen in Figure 5.5(a) that the computation is inaccurate or unstable when the number of particles is too small (less than 3). For the Sod’s shocktube problem, the numerical result is at best if the number of particles in a cell is between 4 to 8 and the mesh spacing is sufficiently small. It is interesting to see that the smaller mesh spacing does not reduce the need for a certain number of particles in a cell in order to obtain a stable and accurate result. In Section 5.4.3, we will show the result for the case when the initial particle distribution is not uniform. The initial particle distribution in Section 5.4.3 is based on the difference of density in various spatial regions. Figure 5.5(b) shows the change of errors in density when the time step $\Delta t$ changes and the size of mesh spacing $h$ is fixed. It also means that the results obtained in Figure 5.5(b) are from fixed mesh spacing $h$ and varied CFL ($\frac{\Delta t}{h}$). Figure 5.5(b) shows that the error does not change much for the numerical results obtained with the same mesh spacing but different time steps which satisfy the condition CFL < 0.1. Figure 5.5(b) also shows that there is a slight increase in error as the time step decreases; perhaps it is due to the buildup of the global error over the larger number of steps, but the global error is still dominated by the spatial error. To investigate the choice of CFL number to maintain the stability of the discussed MPM method for gas dynamics, we keep the mesh spacing and number of particles per cell fixed and vary the time step. Table 5.1 shows the allowed maximum time step to keep the method stable for three different values of mesh spacing: $h = 0.005$, $h = 0.01$, and $h = 0.015$. As seen in Table 5.1, the method is unstable if the time step is bigger than 0.00057 when the mesh spacing is 0.005. The meaning of “unstable” is that the particle velocity is so large that the particle leaves the spatial domain. Table 5.1 shows that the method generates stable results
(a) Errors for various choices of $h$.

(b) Errors for various choices of CFL.

Figure 5.5. Examination of the relationship between $\| \mathbf{g}\rho(T) \|_{L^2}$ and the number of particles for our variation of MPM for gas dynamics showing errors versus the number of particles for various choices of mesh spacing ($h$) and CFL number.
Table 5.1. Values of Stable Time Step.

<table>
<thead>
<tr>
<th>Mesh Spacing (h)</th>
<th>0.005</th>
<th>0.01</th>
<th>0.015</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>N.S.*</td>
<td>S*</td>
<td>N.S.</td>
</tr>
<tr>
<td>Max stable time step ($\Delta t$)</td>
<td>0.00057</td>
<td>0.00114</td>
<td>0.00124</td>
</tr>
<tr>
<td>Max stable CFL($\Delta t/h$)</td>
<td>0.114</td>
<td>0.114</td>
<td>0.124</td>
</tr>
</tbody>
</table>


only if the CFL number is smaller than about 0.11 ~ 0.12. If the smoothing process is applied, the maximum CFL number to maintain the stability of the method is slightly larger.

5.4.3 Alternative Particle Distribution

Although the smoothing process reduced much of instability of the particles, there are still remaining spurious oscillations in the solution. Brackbill [16] showed that the ringing instability in the PIC method was reduced with smaller number of particles per cell; see Section 5.6 below. However, the result in Section 5.4.2 shows that the use of 2 ~ 3 particles increases the error and the use of one particle may generate unstable results. We would like to experiment with an alternative initial particle distribution by noting that, based on the given initial condition, the gas to the right of the diaphragm has a lower density. Hence we consider the initial distribution of particles based on the density of the gas on the computational domain in which the number of particles per cell is in proportion to the density of gas in that cell. Since the density of gas on the left side of the computational domain is 1.0 and on the right side is 0.125, eight particles are assigned to each cell on the left and one particle is assigned to each cell on the right. This nonuniform particle distribution gives a stable result as shown in Figure 5.6, although the number of particles on the right side is only one per cell. This is due to the particles on the left side of the computational domain move rightwards during the time integration process. Because there are enough particles on the left side of the computational domain and these particles move to the right, the solution process remains stable as we are constantly introducing particles into the cells on the right. Figure 5.6 shows the numerical solution of the Sod’s shocktube problem obtained from our variation of MPM with fewer particles on the right hand side of the diaphragm and application of the smoothing process discussed in Section 5.3.2. Comparing the result in Figure 5.6 to the result in Figure 5.4, the result in Figure 5.6 has fewer oscillations, but has a similar error norm to the previous cases.
Figure 5.6. Numerical solutions for the Sod’s shocktube problem in Section 5.4.1 using our variation of MPM for gas dynamics at $T_e=0.2$ with nonuniform initial particle distribution discussed in Section 5.4.3 and application of the smoothing process:

(a) density: $\|\rho^n(T)\|_{L_1} = 5.4 \times 10^{-3}$, $\|\rho^n(T)\|_{L_2} = 1.38 \times 10^{-2}$
(b) velocity: $\|u^n(T)\|_{L_1} = 1.49 \times 10^{-2}$, $\|u^n(T)\|_{L_2} = 5.65 \times 10^{-2}$

5.5 Time Integration Error and Grid Crossing by Particles

5.5.1 Time Integration Discontinuities Arising from Grid Crossing

The comparative lack of smoothness of the spatial basis grid functions used in the MPM translates into a lack of smoothness in time when particles cross grid points and then have properties that are redefined in terms of the basis functions of the cell into which the particles move.

Since the updated particle velocity is calculated using Equation (5.28), it means that the higher time derivatives of the particle velocity are discontinuous when a particle crosses a grid point. This may be illustrated by considering Equation (5.27) which is a forward Euler discretization of:

$$\dot{u}^n_p = \sum_j^N \tilde{S}_{jp} a_j^n.$$  \hspace{1cm} (5.50)

If the point $x_p^n$ is in the cell domain $\Omega_{j-1}$ then Equation (5.50) may be written as:

$$\dot{u}^{(-)}_p = \alpha_j a_{j-1}^n + (1 - \alpha_j^n) a_j^n, \quad \alpha_j^n = \frac{x_p^n - x_j}{x_{j-1} - x_j},$$  \hspace{1cm} (5.51)

whereas if the point $x_p^n$ is in the cell domain $\Omega_j$ then Equation (5.50) may be written as:

$$\dot{u}^{(+)}_p = \alpha_{j+1} a_j^n + (1 - \alpha_{j+1}^n) a_{j+1}^n, \quad \alpha_{j+1}^n = \frac{x_p^n - x_{j+1}}{x_j - x_{j+1}}.$$  \hspace{1cm} (5.52)
The second derivative of \( u^n_p \) when the point \( x^n_p \) is in the cell domain \( \Omega_{j-1} \) is given by:

\[
\ddot{u}^n_p(-) = \alpha^n_j \dot{a}^n_j - 1 + (1 - \alpha^n_j)\dot{a}^n_j + \dot{x}_p^n \frac{a^n_{j-1} - a^n_j}{x_{j-1} - x_j},
\]

(5.53)

or if the point \( x^n_p \) is in the cell domain \( \Omega_j \) then:

\[
\ddot{u}^n_p(+) = \alpha^n_{j+1} \dot{a}^n_{j+1} + (1 - \alpha^n_{j+1})\dot{a}^n_{j+1} + \dot{x}_p^n \frac{a^n_j - a^n_{j+1}}{x_j - x_{j+1}}.
\]

(5.54)

The jump in the second derivative of particle velocity as the particle crosses the point \( x_j \) is given by:

\[
[\ddot{u}^n_p(+ - \ddot{u}^n_p(-))] = \dot{x}_p^n \left[ \frac{a^n_j - a^n_{j+1}}{x_j - x_{j+1}} - \frac{a^n_{j-1} - a^n_j}{x_{j-1} - x_j} \right].
\]

(5.55)

The local error at particle \( p \) associated with one step of the forward Euler method applied to Equation (5.28) is given by:

\[
le^u_p(t^n_{n+1}; t^n_n, u^n_p) = \frac{\Delta t^2}{2} \ddot{u}^n_p.
\]

(5.56)

This formula does not apply if \( \ddot{u}_p \) is discontinuous with “left” and “right” values denoted by \( \ddot{u}^n_p(-) \) and \( \ddot{u}^n_p(+) \) respectively. One standard ODE method for crossing a discontinuity is to march up to it with one step of size \( \Delta t_1 \) and one step from it of size \( \Delta t_2 \). The local error for an Euler time step in region one may be estimated by:

\[
le^u_p(t^n + \Delta t_1; t^n_n, u^n_p) \approx \frac{\Delta t_1^2}{2} \ddot{u}^n_p(-),
\]

(5.57)

and the local error for an Euler time step in region two is estimated by:

\[
le^u_p(t^n + \Delta t_1, u^n_p + \Delta t_1) \approx \frac{\Delta t_2^2}{2} \ddot{u}^n_p(+),
\]

(5.58)

by assuming that the second derivatives may be regarded as constant on a step. It may be shown by using techniques such as those used by Shampine [105] that the error introduced over one time step that crosses the discontinuity is then the sum of the local errors of the two
substeps and the difference between the solutions obtained using one big step and two substeps, i.e.,

\[ le^u_p(t_{n+1}) = le^u_p(t_n + \Delta t_1; t_n, u^n_p) + le^u_p(t_{n+1} + \Delta t_1; t_n + \Delta t_1, u^n_{t_n + \Delta t_1}) + (\bar{u}^{n+1}_p - u^{n+1}_p), \]  

(5.59)

where \( u^{n+1}_p \) is the solution computed using one Euler step of size \( \Delta t \) and where \( \bar{u}^{n+1}_p \) is the solution computed using two Euler steps of size \( \Delta t_1 \) and \( \Delta t_2 \). The next two sub-sections will show that the gap between the two Euler solutions \((\bar{u}^{n+1}_p - u^{n+1}_p)\) is one power of \( \Delta t \) less than the local errors for both velocity and position errors.

### 5.5.2 Time Integration Errors in Velocity

Having determined the nature of the discontinuity, it now remains to determine the error introduced by stepping over it. It is worth noting that with a standard PDE method, discontinuities in time derivatives do not occur in the same way as when material point method particles cross cells. In the case when a particle \( x^n_p \) lies in the cell \([x_{j-1}, x_j]\) and passes over a grid node and moves into the cell \([x_j, x_{j+1}]\) then the particle velocity is updated using the following equation:

\[ u^{n+1}_p = u^n_p + \left[a^n_{j-1} + \frac{x^n_p - x^n_{j-1}}{x_j - x_{j-1}}(a^n_j - a^n_{j-1})\right] \Delta t. \]  

(5.60)

Alternatively, the forward Euler method may be applied to march up to the grid node at \( x_j \) in one step and then take another step to bring the particle to the spatial position \( x^n_p \). For the first substep of length \( \Delta t_1 \) the particle velocity is given by:

\[ \bar{u}^n_p = u^n_p + \left[a^n_{j-1} + \frac{x^n_p - x^n_{j-1}}{x_j - x_{j-1}}(a^n_j - a^n_{j-1})\right] \Delta t_1. \]  

(5.61)

For the second substep of length \( \Delta t_2 \), the particle velocity is as follows:

\[ \bar{u}^{n+1}_p = \bar{u}^n_p + \left[a^n_j + \Delta t_1 \dot{a}^n_j\right] \Delta t_2, \]  

(5.62)

where \( \Delta t = \Delta t_1 + \Delta t_2 \). Hence the difference in the velocities calculated using the two approaches is given by:

\[ \bar{u}^{n+1}_p - u^{n+1}_p = (a^n_j - a^n_{j-1}) \left[\frac{x_j - x^n_p}{x_j - x_{j-1}}\right] \Delta t_2 + \Delta t_1 \Delta t_2 \dot{a}^n_j, \]  

(5.63)
and so may be written as:

\[ \bar{u}_p^{n+1} - u_p^{n+1} \approx C \Delta t_2 (a_j^n - a_{j-1}^n) + \text{h.o.t}, \]  

(5.64)

where \( C = \left[ \frac{x_j - x_p^n}{x_j - x_{j-1}} \right] \) and where \( 0 \leq C \leq 1 \). For the Euler equations considered here the values of \( (a_j^n - a_{j-1}^n) \) may be as large as \( 10^3 \). This dictates the use of a time step of the order of that used in Section 5.4.  

### 5.5.3 Time Integration Errors in Spatial Position

We are now determine the error introduced in spatial position when the particle \( x_p \) lies in the cell domain \( \Omega_{j-1} \) and crosses the grid node at \( x_j \) and moves into the cell \( \Omega_j \) using the same approach of time integration errors in velocity. In the variation of MPM discussed above, the particle position is updated as follows:

\[ x_p^{n+1} = x_p^n + u_{j-1}^{n+1} + \left[ \frac{u_j^n - x_{j-1}}{x_j - x_{j-1}} (u_j^n - u_{j-1}^{n+1}) \right] \Delta t , \]  

(5.65)

which may be written as:

\[ x_p^{n+1} = x_p^n + \left[ u_{j-1}^{n+1} + \frac{x_p^n - x_{j-1}}{x_j - x_{j-1}} (u_j^n - u_{j-1}^{n+1}) \right] \Delta t + \left[ a_{j-1}^n + \frac{x_p^n - x_{j-1}}{x_j - x_{j-1}} (a_j^n - a_{j-1}^n) \right] \Delta t^2 . \]  

(5.66)

As stated above, consider using the forward Euler method to march up to the edge of the cell in one step and then in another step to step to the same point in time. For the first step, the particle position is calculated as follows:

\[ \bar{x}_p^n = x_p^n + \left[ \frac{u_j^n - x_{j-1}}{x_j - x_{j-1}} (u_j^n - u_{j-1}^n) \right] \Delta t_1 + \left[ a_{j-1}^n + \frac{x_p^n - x_{j-1}}{x_j - x_{j-1}} (a_j^n - a_{j-1}^n) \right] \Delta t_1^2 . \]  

(5.67)

For the second step, the particle position is given by:

\[ \bar{x}_p^{n+1} = \bar{x}_p^n + u_j^{n+1} \Delta t_2 , \]  

(5.68)

and so:

\[ \bar{x}_p^{n+1} = \bar{x}_p^n + u_j^{n+1} \Delta t_2 + a_j^n \Delta t \Delta t_2 , \]  

(5.69)

---

1 The reader should note that throughout \( C \) will be used as a generic constant whose value may be different each time it is used.
where $\Delta t = \Delta t_1 + \Delta t_2$. Hence the difference between the positions calculated by the two approaches is:

$$x_{p}^{n+1} - x_{p}^{n} = (u_{j}^{n+1} - u_{j-1}^{n+1}) \left[ \frac{x_{j} - x_{p}^{n}}{x_{j} - x_{j-1}} \right] \Delta t_2 - \left[ a_{j-1}^{n} + \frac{x_{p}^{n} - x_{j-1}^{n}}{x_{j} - x_{j-1}} (a_{j}^{n} - a_{j-1}^{n}) \right] \Delta t_1 \Delta t_2$$

(5.70)

Figure 5.7 illustrates the different values of spatial position that may result when the discontinuity is and is not considered.

Dividing both sides of Equation (5.70) by $(x_{j} - x_{j-1})$ gives:

$$\frac{x_{p}^{n+1} - x_{p}^{n}}{x_{j} - x_{j-1}} \approx \Delta t_2 \frac{(u_{j}^{n+1} - u_{j-1}^{n+1})}{(x_{j} - x_{j-1})} C - \frac{\Delta t_1 \Delta t_2}{x_{j} - x_{j-1}} \left[ a_{j-1}^{n} + \frac{x_{p}^{n} - x_{j-1}^{n}}{x_{j} - x_{j-1}} (a_{j}^{n} - a_{j-1}^{n}) \right],$$

(5.71)

where $C = \left[ \frac{x_{j} - x_{p}^{n}}{x_{j} - x_{j-1}} \right]$ and where $0 \leq C \leq 1$.

### 5.6 Spatial Error Estimation

There are several sources of error that contribute to the overall spatial error at grid nodes in the variant of MPM for gas dynamics. These error sources includes the error from mapping the particle values onto grid nodes, the error from crossing particles cells boundaries, and the error from projecting the material movement at grid nodes onto particles. In this section, we consider the estimation of error from mapping the values of particles onto the value of a grid node. In particular, we evaluate the mass mapping error introduced by Equation (5.20), the momentum mapping error introduced by Equation (5.21), and the force mapping error introduced by Equation (5.24). In order to distinguish between the mapping spatial error and the overall spatial error, we use $e_p$ for mapping spatial error instead of using $e_s$ for the overall spatial error. The vector of mapping spatial errors of grid nodes is denoted as:

**Figure 5.7.** Mesh Crossing Diagram.
where $q$ is the quantity that error is being measured and $N$ is the number of grid nodes. In the following analysis, we consider $q = m$ (for mass), $P$ (for momentum), $F$ (for force), $u$ (for velocity), $a$ (for acceleration), and $\nabla u$ (for velocity gradient). Before estimating errors in these quantities, it is helpful to establish some notation relating to an important result of quadrature error bound result by Hickernell [57].

### 5.6.1 Hickernell’s Quadrature Error Bound

Theorem 2.3 of Hickernell [57] on quadrature error bound proves that for any function $f(x) \in X^2 \equiv \left\{ f : \frac{df}{dx} \in L^2([0, 1]) \right\}$ and some random or deterministic sample $Q$ of $N_p$ points in $[0, 1]$, then the following inequality holds:

$$\left| \int_0^1 f(y)dy - \frac{1}{N_p} \sum_{p=1}^{N_p} f(z_p) \right| \leq D_2(Q) \left\| \frac{df}{dx} \right\|_2,$$

(5.73)

where:

$$D_2(Q) = \sqrt{\frac{1}{12N_p^2} + \frac{1}{N_p} \sum_{p=1}^{N_p} \left( z_p - \frac{2p-1}{2N_p} \right)^2},$$

(5.74)

and:

$$\left\| \frac{df}{dx} \right\|_2 = \left[ \int_0^1 \left( \frac{df}{dx} \right)^2 dx \right]^{1/2},$$

(5.75)

and $\{z_p\}$ is an ordered set of the points of sample $Q$. Although Hickernell proves the result for more general norms, the above result is sufficient for this analysis.

It is important to map Hickernell’s result to a cell domain used in the discussed variant of MPM. Let $\{z_p : p = 1, ..., N_{j+1} \}$ be an ordered set of $N_{j+1}$ points in $[0, 1]$ of sample $Q$. When mapping this set of points into the cell domain $\Omega_j$, we obtain the set of points as given by $\{hz_p + x_j : p = 1, ..., N_{j+1} \}$. The set of $N_{j+1}$ equidistant points in the cell domain $\Omega_j$ is $\left\{ x_j + \frac{(2p-1)h}{2N_{j+1}} : p = 1, ..., N_{j+1} \right\}$. A similar inequality to the inequality in Equation (5.73) when we integrate the function $f$ over the cell length $h$ is given as follows:

$$\left| \frac{1}{h} \int_{x_j}^{x_{j+1}} f(y)dy - \frac{1}{N_{j+1}} \sum_{p=1}^{N_{j+1}} f(hz_p + x_j) \right| \leq D_2(Q) h^2 \left\| \frac{df}{dx} \right\||_{2,\Omega_j},$$

(5.76)
where:

\[ \left\| \frac{df}{dx} \right\|_{2, \Omega_j} = \left[ \int_{\Omega_j} \left( \frac{df}{dx} \right)^2 \, dx \right]^{1/2}, \tag{5.77} \]

and:

\[ D_2(Q) = \sqrt{\frac{1}{12N_{j+1}^2} + \frac{1}{N_{j+1} h^2} \sum_{p=1}^{N_{j+1}} \left( h z_p + x_j \right) - \left( x_j + \frac{(2p-1)h}{2N_{j+1}} \right)^2}. \tag{5.78} \]

It should also be noted that from the mean value theorem for integration, we then have:

\[ h^{\frac{1}{2}} \left[ \int_{\Omega_j} \left( \frac{df}{dx} \right)^2 \, dx \right]^{\frac{1}{2}} = h \left\vert \frac{df}{dx} (\xi) \right\vert, \tag{5.79} \]

for some \( \xi \in \Omega_j \). Hence:

\[ \left\vert \int_{x_j}^{x_{j+1}} f(y) \, dy - \frac{h}{N_{j+1}} \sum_{p=1}^{N_{j+1}} f(h z_p + x_j) \right\vert \leq D_2(Q) h^2 \left\vert \frac{df}{dx} (\xi) \right\vert. \tag{5.80} \]

The values of \( D_2(Q) \) clearly depend on the point distribution of sample \( Q \) and thus in turn on the problem being solved. Considering the worst case of particles' negligible distances apart at the end of an interval, it is straightforward to show that:

\[ \frac{1}{2\sqrt{3N_{j+1}}} \leq D_2(Q) \leq \frac{1}{\sqrt{3}}. \tag{5.81} \]

This result has a similar form to the results of Vshivkov [135] (as quoted by Brackbill, [17]) except that the key difference here lies in the choice of quadrature rule. Vshivkov calculates the error, \( \delta_k \), in the charge density at node \( k \) as computed with the PIC. His result states that:

\[ \delta_k \leq \left( \frac{3\rho_{av}^2}{2\rho_{\text{min}}} + h^2 \rho_{av}^2 \rho_{\text{max}} \left\vert \frac{\partial \rho}{\partial x} \right\vert_{\text{max}} \right) \frac{1}{N^2} + h^2 \left\vert \frac{\partial^2 \rho}{\partial x^2} \right\vert_{\text{max}}, \tag{5.82} \]

where \( N \) is the average number of particles in a cell.
5.6.2 Ringing Instability

It is also important to remark that, as with any quadrature rule, there exist values of \( x_j \) such that \( f(x_j) = 0 \). For example if:

\[
f(x) = \prod_{j=1}^{N_i} (x - x_j),
\]

then the integral approximation is zero and the error is the value of the integral. Furthermore there are functions that are nonzero at the particle points such as:

\[
f(x_i) = (-1)^i,
\]

which in the case of even numbers of mesh points will give a zero contribution to the integral. The problem is made worse by the fact that the quadrature rule is essentially using a piecewise constant approximation to function in forming the integral in the most general case. This loss of information due to quadrature is known as the “Ringing Instability” and is a well-known feature of particle methods that is attributed to the under-representation of particle data on the grid. Brackbill [16] and MacNeice [85] explain this instability in terms of Fourier analysis.

5.6.3 Mass Projection Error

The mass projection error at node \( j \) at time \( t_n \) is denoted as \( ep^m_j(t_n) \) and is defined by:

\[
ep^m_j(t_n) = \int_{\Omega} \rho(x, t_n) S_j(x) dx - m^m_j,
\]

where \( m^m_j \) is nodal mass defined in Equation (5.20). From Equations (5.20), (5.11), and (5.31), the nodal mass is given by:

\[
m^m_j = \sum_{p=1}^{N_p} S_j(x_p) \rho^m_p V^m_p.
\]

With the piecewise-linear grid basis function for node \( j \) defined in Equation (5.8), the contribution to the nodal mass at node \( j \) is from the particles in cell \( \Omega_{j-1} \) and \( \Omega_j \). With the definition of particle volume in (5.30), Equation (5.85) is then rewritten as:
\[
ep_j^m(t_n) = \int_{\Omega_{j-1}} \rho(x,t_n)S_j(x)dx - \sum_{p:x_p^n \in \Omega_{j-1}} S_j(x_p)\rho^n_p \frac{h}{N_{j-1}} + \int_{\Omega_j} \rho(x,t_n)S_j(x)dx - \sum_{p:x_p^n \in \Omega_j} S_j(x_p)\rho^n_p \frac{h}{N_j}.
\]

The mass projection error in (5.87) is thus composed of two terms each of which is similar to the right side of Equation (5.80). Using the result in Equation (5.80), we obtain the following bound of mass projection error:

\[
|\ep_j^m(t_n)| \leq D_2(Q_{j-1})h^2 \left| \frac{d(\rho(x,t_n)S_j(x))}{dx}(\xi_{j-1}) \right| + D_2(Q_j)h^2 \left| \frac{d(\rho(x,t_n)S_j(x))}{dx}(\xi_j) \right|,
\]

for some \(\xi_{j-1} \in \Omega_{j-1}\) and \(\xi_j \in \Omega_j\). In Equation (5.88), sample \(Q_j\) is a set of \(N_j^n\) points in cell \(\Omega_j\) which is the ordered set of particle positions, \(\{x_p^n : p = 1,..,N_p\text{ and }x_p^n \in \Omega_j\}\), in this cell. As the basis grid function, \(S_j(x)\), is defined using (5.8), the first-order spatial derivative of \(S_j(x)\) depends on \(\frac{1}{h}\). This results in the mass projection error \(\ep_j^m(t_n)\) being first-order in \(h\). In order to approximate the mass projection error in Equation (5.87), we use the trapezoidal quadrature rule to approximate the integrals in this equation.

The result in Figure 5.8 shows how the mass projection error in \(L_1\)-norm, \(\|\ep^m(t_n)\|_{L_1}\), grows for different mesh sizes and is first-order of mesh size as expected. The errors grow in time in a way that is consistent with first time integration using the forward Euler method.

### 5.6.4 Momentum Projection Error

The momentum projection error at node \(j\) at \(t_n\) associated with Equation (5.35) is denoted as \(\ep_j^P(t_n)\). Using a similar derivation to the derivation of the mass projection error in Section 5.6.3, the bound of momentum projection error, \(\ep_j^P(t_n)\), is given by:

\[
|\ep_j^P(t_n)| \leq D_2(Q_{j-1})h^2 \left| \frac{d(\rho(x,t_n)u(x,t_n)S_j(x))}{dx}(\xi_{j-1}) \right| + D_2(Q_j)h^2 \left| \frac{d(\rho(x,t_n)u(x,t_n)S_j(x))}{dx}(\xi_j) \right|,
\]

for some \(\xi_{j-1} \in \Omega_{j-1}\) and \(\xi_j \in \Omega_j\). In Equation (5.89), sample \(Q_j\) is a set of \(N_j^n\) points in cell \(\Omega_j\) which is the ordered set of particle positions, \(\{x_p^n : p = 1,..,N_p\text{ and }x_p^n \in \Omega_j\}\), in this cell. As the first-order spatial derivative of \(S_j(x)\) depends on \(\frac{1}{h}\), it follows that the momentum projection error is also first-order in \(h\).
Figure 5.8. Mass projection error in $L_1$-norm, $\|e\rho^m(t_n)\|_{L_1}$, for different mesh spacings, $h$.

5.6.5 Velocity Projection Error

Consider the exact nodal projected velocity, $u_j(t_n)$, which is the ratio of the exact nodal projected momentum and the exact nodal projected mass as given by:

$$u_j(t_n) = \frac{\int_\Omega \rho(x,t_n)u(x,t_n)S_j(x)dx}{\int_\Omega \rho(x,t_n)S_j(x)dx}.$$  (5.90)

The error in the velocity projection, $e\tilde{p}_j(t_n)$, is defined by:

$$e\tilde{p}_j(t_n) = u_j(t_n) - u_n^j,$$  (5.91)

where $u_n^j$ is given by Equation (5.28). Let $u(x_j,t_n)$ be the exact nodal velocity at node $j$ at $t_n$.

Define the error from projection in the exact value as:

$$e\tilde{p}_j^\alpha(t_n) = u(x_j,t_n) - u_j(t_n).$$  (5.92)

Then overall error in velocity projection may be split into two parts:

$$e\tilde{p}_j(t_n) = u(x_j,t_n) - u_j^m = e\tilde{p}_j^\alpha(t_n) + e\tilde{p}_j^\beta(t_n).$$  (5.93)
Let:

\[
\frac{\delta^2 U}{\delta x^2}(x,t) = \rho(x,t)u(x,t),
\]

and:

\[
\frac{\delta^2 V}{\delta x^2}(x,t) = \rho(x,t).
\]

Then the exact velocity is defined by:

\[
u(x,t) = \frac{h \frac{\delta^2 U}{\delta x^2}(x,t)}{h \frac{\delta^2 V}{\delta x^2}(x,t)}.
\]

Using integration by parts, the projection of the velocity is then given by:

\[
u_j(t_n) = \frac{\int_{\Omega} S_j(x)\rho(x,t_n)u(x,t_n)dx}{\int_{\Omega} S_j(x)\rho(x,t_n)dx} = \frac{1}{h}(U(x_j - h,t_n) - 2U(x_j,t_n) + U(x_j + h,t_n))
\]

Define two projection errors \( ep_j^U(t_n) \) and \( ep_j^V(t_n) \) by:

\[
ep_j^U(t_n) = h \frac{\delta^2 U}{\delta x^2}(x_j,t_n) - \int_{\Omega} S_j(x)\rho(x,t_n)u(x,t_n)dx,
\]

and:

\[
ep_j^V(t_n) = h \frac{\delta^2 V}{\delta x^2}(x_j,t_n) - \int_{\Omega} S_j(x)\rho(x,t_n)dx.
\]

Using standard finite difference analysis, we have \( ep_j^U = O(h^3) + h.o.t. \) and \( ep_j^V = O(h^3) + h.o.t. \) From Equations (5.92), (5.90), and (5.96), we have:

\[
ep_j^U(t_n) = \frac{\int_{\Omega} S_j(x)\rho(x,t_n)u(x,t_n)dx}{\int_{\Omega} S_j(x)\rho(x,t_n)dx} = \frac{1}{\int_{\Omega} S_j(x)\rho(x,t_n)dx}(ep_j^U - u(x_j,t_n)ep_j^V).
\]

As \( ep_j^U \) and \( ep_j^V \) are third-order in \( h \) and \( \int_{\Omega} S_j(x)\rho(x,t_n)dx \) is first-order in \( h \), it follows that \( ep_j^U(t_n) \) is second-order in \( h \).
From Equations (5.91), (5.90), and (5.28), we have:

\[
ep^0_j(t_n) = \frac{\int_{\Omega_j} S_j(x)\rho(x, t_n)u(x, t_n)dx}{\int_{\Omega_j} S_j(x)\rho(x, t_n)dx} - \frac{P^n_j}{m^n_j}
\]

\[
= \frac{1}{m^n_j} \left( ep^P_j(t_n) - u(x_j, t_n)ep^m_j(t_n) \right),
\]

where:

\[
ep^P_j(t_n) = \int_{\Omega_{j-1}} S_j(x)\rho(x, t_n)u(x, t_n)dx - \frac{h}{N^n_{j-1}} \sum_{p, x^n_p \in \Omega_{j-1}} S_j(x^n_p)\rho^n_p u^n_p
\]

\[
+ \int_{\Omega_j} S_j(x)\rho(x, t_n)u(x, t_n)dx - \frac{h}{N^n_{j}} \sum_{p, x^n_p \in \Omega_j} S_j(x^n_p)\rho^n_p u^n_p. \tag{5.99}
\]

Using a Taylor’s series expansion of velocity about \(x_j\) gives:

\[
ep^P_j(t_n) = u(x_j, t_n)ep^m_j(t_n) + u_x(x_j, t_n)ep^{up1}_j(t_n) + \frac{u_{xx}(x_j, t_n)}{2} ep^{up2}_j(t_n) + \ldots \tag{5.100}
\]

where:

\[
ep^{upk}_j(t_n) = \int_{\Omega_{j-1}} S_j(x)\rho(x, t_n)(x - x_j)^k dx - \frac{h}{N^n_{j-1}} \sum_{p, x^n_p \in \Omega_{j-1}} S_j(x^n_p)\rho^n_p (x^n_p - x_j)^k
\]

\[
+ \int_{\Omega_j} S_j(x)\rho(x, t_n)(x - x_j)^k dx - \frac{h}{N^n_{j}} \sum_{p, x^n_p \in \Omega_j} S_j(x^n_p)\rho^n_p (x^n_p - x_j)^k. \tag{5.101}
\]

Therefore:

\[
ep^n_j(t_n) = ep^0_j(t_n) + \frac{1}{m^n_j} \left( u_x(x_j, t_n)ep^{up1}_j(t_n) + \frac{u_{xx}(x_j, t_n)}{2} ep^{up2}_j(t_n) + \ldots \right). \tag{5.102}
\]

Using Hickernell’s result from Equation (5.76) to Equation (5.101) gives:

\[
\left| ep^{upk}_j(t_n) \right| \leq D_2(Q_{j-1})h^2 \left| \frac{d(S_j(x)\rho(x, t_n)(x - x_j)^k)}{dx}(\xi_{j-1}) \right|
\]

\[
+ D_2(Q_j)h^2 \left| \frac{d(S_j(x)\rho(x, t_n)(x - x_j)^k)}{dx}(\xi_j) \right|, \tag{5.103}
\]

for some \(\xi_{j-1} \in \Omega_{j-1}\) and some \(\xi_j \in \Omega_j\). For the lowest order term \(k = 1\) this is second-order.
5.6.6 Acceleration Projection Error

We define the projection error in acceleration, \( e_{p_j}^a(t_n) \), as:

\[
e_{p_j}^a(t_n) = a(x_j, t_n) - a^n_j,
\]

(5.104)

where \( a(x_j, t_n) \) is the exact acceleration at node \( x_j \) at time \( t_n \). Same as for the velocity projection error, the acceleration projection error may be split into two parts:

\[
e_{p_j}^a(t_n) = (a(x_j, t_n) - a_j(t_n)) + (a_j(t_n) - a^n_j) = e_{p_j}^\theta(t_n) + e_{p_j}^\varphi(t_n),
\]

(5.105)

where \( a^n_j \) is calculated nodal acceleration from (5.29) and \( a_j(t_n) \) is exact nodal acceleration obtained by projecting the exact pressure and density onto the mesh points as given by:

\[
a_j(t_n) = \frac{1}{h} \left( \int_{\Omega_j} p(x, t_n) dx - \sum_{p:x_p^j \in \Omega_j} p_p^n \right) \int_{\Omega} \rho(x, t_n) S_j(x) dx.
\]

(5.106)

The error \( e_{p_j}^\varphi(t_n) \) may be shown to be second-order in \( h \) using the same approach as in Equation (5.90)–(5.101). In the other hand, we have:

\[
e_{p_j}^\theta(t_n) = \frac{1}{h} \left( \int_{\Omega_{j-1}} p(x, t_n) dx - \sum_{p:x_p^j \in \Omega_{j-1}} p_p^n \right) - \frac{1}{N_{j-1}^n} \sum_{p:x_p^j \in \Omega_{j-1}} p_p^n - \frac{1}{N_j^n} \sum_{p:x_p^j \in \Omega_j} p_p^n.
\]

(5.107)

Then:

\[
e_{p_j}^\varphi(t_n) = \frac{1}{m_j^n} \left( e_{p_j}^F(t_n) - a(x_j, t_n)e_{p_j}^m(t_n) \right).
\]

(5.108)

where:

\[
e_{p_j}^F(t_n) = \left( \frac{1}{h} \int_{\Omega_{j-1}} p(x, t_n) dx - \sum_{p:x_p^j \in \Omega_{j-1}} p_p^n \right)
\]

\[
+ \left( -\frac{1}{h} \int_{\Omega_j} p(x, t_n) dx + \sum_{p:x_p^j \in \Omega_j} p_p^n \right).
\]

(5.109)
Expanding the values of pressure about $x_j$ gives:

\[
\frac{1}{h} \int_{\Omega_{j-1}} p(x, t_n) \, dx - \frac{1}{N_{j-1}^n} \sum_{p \in \Omega_{j-1}} p^n_p = p_x(x^n_j) \left( \frac{x_j + x_{j-1}}{2} - \frac{1}{N_{j-1}^n} \sum_{p \in \Omega_{j-1}} x^n_p \right)
\]

\[
+ \frac{p_{xx}(x^n_j)}{2} \left( \int_{\Omega_{j-1}} \frac{(x - x_j)^2}{h} \, dx - \frac{h}{N_{j-1}^n} \sum_{p \in \Omega_{j-1}} \frac{(x^n_p - x_j)^2}{h} \right),
\]

and similarly for the interval $\Omega_j$. The lowest order term in the error is then:

\[
e_{p_j^F} = p_x(x_j) \left( h - \frac{1}{N_{j-1}^n} \sum_{p \in \Omega_{j-1}} x^n_p + \frac{1}{N_j^n} \sum_{p \in \Omega_j} x^n_p \right) + h.o.t. \quad (5.110)
\]

In order to investigate the order of this term, it is necessary to consider the evolution of the points that contribute to the calculation of acceleration at the point $x_j$ at time $t_n$. Let means of particle positions and velocities be defined by:

\[
\bar{x}_{n+1}^{j+1}(t) = \frac{1}{N_j^n} \sum_{p \in \Omega_j} x_p(t),
\]

\[
\bar{u}_{n+1}^{j+1} = \frac{1}{N_{j+1}^n} \sum_{p \in \Omega_j} u_p(t).
\]

Furthermore define:

\[
\frac{d\bar{u}_{n+1}^j}{dx}(t) = \frac{\bar{u}_{n+1}^j(t) - \bar{u}_n^j(t)}{\bar{x}_{j+1}^n(t) - \bar{x}_j^n(t)}.
\]

From Equations (5.111),(5.12) and (5.13) it follows that:

\[
\bar{x}_{n+1}(t_{n+1}) - \bar{x}_j^n(t_{n+1}) = \left[ 1 + \Delta t \frac{d\bar{u}_n^j}{dx}(t_n) \right] (\bar{x}_{j+1}^n(t_n) - \bar{x}_j^n(t_n)),
\]

and hence that the gap between the means may be related back to the initial mesh distribution as given by:

\[
\bar{x}_{j+1}^n(t_{n+1}) - \bar{x}_j^n(t_{n+1}) = \prod_k \left[ 1 + \Delta t \frac{d\bar{u}_n^j}{dx}(t_k) \right] (\bar{x}_{j+1}^n(t_0) - \bar{x}_j^n(t_0)).
\]

Suppose that initially all the points are evenly distributed at time $t_0$ with spacing $h_p$, then:

\[
(\bar{x}_{j+1}^n(t_0) - \bar{x}_j^n(t_0)) = h_p(N_{j+1}^n + N_j^n)/2,
\]

(5.116)
where the interval spacing $h$ is connected to the initial particle spacing $h_p$ through:

$$h = h_p(N^0 + 1) \quad (5.117)$$

where $N^0$ is the total number of points in every interval at $t_0$. Hence:

$$\bar{x}_{j+1}^n(t_{n+1}) - \bar{x}_j^n(t_{n+1}) = h \prod_k \left[ 1 + \Delta t \frac{d\bar{u}_j^n}{dx}(t_k) \right] \left[ \frac{N_{j+1}^n + N_j^n}{2(N^0 + 1)} \right]. \quad (5.118)$$

Using the CFL condition as defined by $\Delta t$ then gives:

$$\bar{x}_{j+1}^n(t_{n+1}) - \bar{x}_j^n(t_{n+1}) = h \left[ 1 + h \text{CFL} K \right] \frac{N_{j+1}^n + N_j^n}{2(N^0 + 1)} + h.o.t, \quad (5.119)$$

where:

$$K = \sum_k \left[ \frac{d\bar{u}_j^n}{dx}(t_k) \right]. \quad (5.120)$$

This result shows that the acceleration order may be first-order if local velocity gradients are “small” if particles are rezoned as to be closer to evenly spaced as in Section 5.3.3.

### 5.6.7 Velocity Gradient Error

The accuracy of the equations used to update energy and density in Section 5.3.1 depends on the accuracy of the velocity gradient, and the velocity gradient at any particle $x_p^n \in \Omega_j$ is defined as:

$$\frac{\delta u}{\delta x}(x_p^n) = \frac{u_{j+1}^n - u_j^n}{x_{j+1} - x_j} - \left( \frac{x_{j+1} + x_j}{2} - x_p^n \right) \frac{\delta^2 u}{\delta x^2}(x_p^n) + h.o.t. \quad (5.121)$$

The velocity gradient error at particles is rewritten as:

$$e_p \nabla u = \frac{e_p^{n+1} - e_p^n}{h} + \frac{\Delta t}{h} \left[ e_p^{n+1} - e_p^n \right] - \left( \frac{x_{i+1} + x_i}{2} - x_p^n \right) \frac{\delta^2 u}{\delta x^2}(x_p^n). \quad (5.122)$$

Thus the velocity gradient error depends on the first-order interpolation error.

### 5.7 Combining the Error Estimate Results

The density errors, $ge^\rho(T)$, at $T_e = 0.2$ in $L_1$-Norm, $L_2$-Norm, and $L_\infty$-Norm for the Sod’s shocktube problem discussed in Section 5.4.1 with different sizes of mesh spacing are shown
These results are obtained for the case $CFL = 0.1$ and the initial number of particles per cell is 8. The numbers in Table 5.2 indicate that the density error is order of $h$ in $L_1$-Norm, order of $h^{\frac{3}{2}}$ in $L_2$-Norm, and order of $h^0$ in $L_\infty$-Norm. In order to understand the orders of these norms, a detailed inspection of the order of accuracy in each part of the spatial domain was made. In the regions around the contact discontinuity and the shock, the maximum pointwise error does not decrease as the size of mesh spacing decreases. The error in $L_\infty$-Norm is therefore order of $h^0$. The density error in $L_1$-Norm, $\|\text{ge}^\rho(T)\|_{L_1}$, is proportional to $h\|\text{ge}^\rho(T)\|_{L_\infty}$ while the approximate $L_2$-Norm is $\sqrt{h}\|\text{ge}^\rho(T)\|_{L_\infty}$, thus giving rise to the observed orders of convergence. Figure 5.9 shows the evolution in time of the $L_1$-Norm of the density error, $\|\text{ge}^\rho(t)\|_{L_1}$, for different mesh sizes. This error is first-order in mesh spacing $h$.

Table 5.2. The density errors at $T = 0.2$ in $L_1$-Norm, $\|\text{ge}^\rho(T)\|_{L_1}$, $L_2$-Norm, $\|\text{ge}^\rho(T)\|_{L_2}$, and $L_\infty$-Norm, $\|\text{ge}^\rho(T)\|_{L_\infty}$ for the Sod’s shocktube problem discussed in Section 5.4.1.

<table>
<thead>
<tr>
<th>$h$</th>
<th>$|\text{ge}^\rho(T)|_{L_1}$</th>
<th>$|\text{ge}^\rho(T)|_{L_2}$</th>
<th>$|\text{ge}^\rho(T)|<em>{L</em>\infty}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.02</td>
<td>0.00161</td>
<td>0.02484</td>
<td>0.1051</td>
</tr>
<tr>
<td>0.01</td>
<td>0.00831</td>
<td>0.01587</td>
<td>0.0812</td>
</tr>
<tr>
<td>0.005</td>
<td>0.00434</td>
<td>0.01046</td>
<td>0.1139</td>
</tr>
<tr>
<td>0.0025</td>
<td>0.00231</td>
<td>0.00759</td>
<td>0.1063</td>
</tr>
<tr>
<td>0.00125</td>
<td>0.00136</td>
<td>0.00626</td>
<td>0.1002</td>
</tr>
</tbody>
</table>

Figure 5.9. $L_1$-Norm of density global error, $\|\text{ge}^\rho(T_e)\|_{L_1}$, in time for different mesh sizes.
5.8 Summary

In this chapter, we have presented a numerical analysis of our variation of MPM proposed for gas dynamics. In this study, we consider the global errors resulting from different particle distributions, the errors in time integration, and the mapping errors in spatial discretization. The analyses of these errors are obtained numerically and experimentally on the well-known Sod’s shocktube test problem in one-dimensional space. Analysis shows that the accuracy of the method depends on a sufficiently well-behaved point distribution. For time integration errors, we consider time integration error in velocity and spatial position when particles cross cells. These integration errors are first-order in time. For mapping errors in spatial discretization, we consider the estimation of errors from mapping the values of particles onto the values of grid nodes; these mapping errors include the errors in mapping mass, momentum, velocity, acceleration, and velocity gradient. The importance of this analysis is that it provides a way to make a more formal assessment of many of the errors in MPM type methods.
CHAPTER 6
THE IMPROVED PRODUCTION IMPLICIT CONTINUOUS-FLUID EULERIAN METHOD FOR COMPRESSIBLE FLOW PROBLEMS

The Implicit Continuous-fluid Eulerian method (ICE) for multiphase flows is utilized by the Uintah Computational Framework (UCF) to simulate explosions, fires and other fluid and fluid-structure interaction phenomena [44]. The ICE code in UCF is referred to as Production ICE. The implementation of Production ICE is based on the fully cell-centered implementation of the ICE method (cell-centered ICE) by Kashiwa et al. [68, 69] with a few exceptions that are discussed in detail in Section 6.2. Cell-centered ICE of Kashiwa et al. [68] employs a conservative advection operator and a Lagrangian part which leaves a degree of freedom in the choice of conservation variables. The conservation laws used include at least those of mass, linear momentum, and internal energy (or alternatively the total energy). The Lagrangian method in most standard ICE implementations is fully conservative and it usually conserves the internal energy rather than the total energy. The numerical scheme used in Production ICE [44, 45, 52, 79, 80] solves the conservation of mass, linear momentum and internal energy. However, the Lagrangian method of Production ICE is a nonconservative form. While this may not be a problem for some cases, it appears to be a problem when applying this Production ICE code to single-fluid cases that are governed by the Euler equations in which the obtained numerical solutions exhibit some discrepancies in the shock speeds and they additionally show unphysical oscillations. With the need to improve the implementation of the Production ICE method, we start the improvement of Production ICE in the one-dimensional case. In order to improve Production ICE for the numerical solutions of compressible flow problems, we will explore the various choices in the implementation of cell-centered ICE and discuss how various choices affect the obtained numerical solutions. By exploring the various choices in the implementation of cell-centered ICE and by proposing an improvement of Production ICE for the one-dimensional case, we will provide some insights into the improvement of Production ICE for the multidimensional case.
The one-dimensional Production ICE method solves the time-dependent Euler equations of
gas dynamics described by Equations (3.32)-(3.34) and the equation of state (3.36). It has been
mentioned in [60, 75, 121] that nonconservative schemes approximating hyperbolic conservation
laws do not converge to the correct solution in general. So the existence of discrepancies
in the numerical solutions for nonlinear hyperbolic systems using Production ICE is quite
understandable. Therefore, in order to improve the Production ICE method, we first must
change the method to solve the system of one-dimensional Euler equations in conservative form
where the total energy instead of the internal energy is conserved. The Improved Production
ICE method, that will be referred to hereafter as IMPICE, is a cell-centered ICE method
which solves the system of one-dimensional Euler equations in conservation form described by
governing Equations (3.28)-(3.30) and the equation of state (3.31). As a result of changing
the Production ICE method to solve the system of Euler equations in conservative form, the
computational results show the disappearance of the discrepancies in the obtained numerical
solutions. However, cell-centered ICE suffers from unphysical oscillations when there are moving
contact discontinuities. Typically, methods in the literature use a variety of techniques such as
constrained data reconstruction so as to avoid spurious oscillations; for example, [10, 11, 25,
129, 130, 131, 132]. To suppress oscillations, we will use a similar approach in which the data
at the cell interface are the approximate Riemann solution to the local Riemann problem that
is constructed by using slope-limited interpolation of the left and right cell-centered data. The
approximate Riemann solver which was proposed by Harten et al. [53] and used by Davis [28]
to satisfy consistency with the integral forms of the conservation law and entropy condition
will be used to solve the local Riemann problem. The slope limiter used is selected from
the extensive literature on the functions for slope limiters in the last few decades; see, for
example, [39, 54, 116, 126, 129, 130, 131, 136]. The IMPICE method is cell-centered ICE with
the oscillations being suppressed using the aforementioned technique. In effect, although the
original ICE method is a Von Neumann type method in which the fluxes are fully dependent
on the time increment, we have now introduced a ICE method with Riemann solver approach
in which the fluxes depend directly on the approximate solution to the Riemann problem.

As for many numerical methods for the solution of PDEs, the IMPICE method approximates
the Euler equations by a finite volume method using a spatial discretization of the problem and
a time integration technique. Of comparable importance to having a nonoscillating numerical
solution is determining the accuracy of the IMPICE method in time and space. cell-centered
ICE with first-order advection is first-order in space and time. However, first-order methods are
known to be not accurate enough to be used for large problems on relatively coarse grids. We can
increase the orders of accuracy in time and space by applying a high order time discretization
and a nonlinear spatial discretization, respectively. The goal is to obtain an IMPICE method with second-order accuracies in both time and space.

The content of this chapter is organized as follows. In Section 6.1, we recap the cell-centered ICE method by Kashiwa et al. [68] which includes the spatial discretization and essential steps in the time integration. In Section 6.2, we present the detail implementation of the Production ICE method and describe how the Production ICE method is different from the cell-centered ICE method by Kashiwa et al. [68]. In Section 6.3, we discuss the proposed method by Kwatra et al. [72] that can be applied to calculate the time integration step of the semi-implicit ICE method. This method removes the restriction of sound speed in calculating the time step, but still maintains stability. In Section 6.4, we propose a modification to the Production ICE method to remove the unphysical oscillations in the numerical solutions. The numerical solutions of the IMPICE method are presented and compared to the numerical solutions of the Production ICE method in Section 6.5. The spatial and temporal accuracies of the IMPICE method are shown in Section 6.6. We discuss in Section 6.7 and Section 6.8 how to obtain second-order accuracy in time and space, respectively. The conclusions are drawn in Section 6.9.

6.1 Cell-centered ICE by Kashiwa et al. [68]

6.1.1 General Cell-centered ICE

Cell-centered ICE for the one-dimensional space, which is described in detail in [68], is a finite-volume solver in which the computational domain \( \Omega = [a_1, b_1] \in \mathbb{R} \) is discretized into \( N \) uniform cells of width \( \Delta x = (b_1 - a_1)/N \). The cells are centered at \( x_j = a_1 + (j - \frac{1}{2})\Delta x \) where \( j = 1, \ldots, N \). The boundaries of these cells are located at \( x_{j+\frac{1}{2}} = a_1 + j\Delta x \) where \( j = 0, \ldots, N \) and are called face-centers or cell interfaces. With this discretization, the domain boundaries are aligned with the first and last cell edges.

A time integration method is used to estimate the averages of cell variables at some time \( t = T_e \) from the averages of cell variables at \( t = 0 \). For each time integration step, assuming that the cell averages at time \( t_n \) are known, the goal is to compute the averages of cell variables at the next time step \( t_{n+1} \). The time integration step of ICE invokes operator splitting in which the solution consists of a Lagrangian phase and an Eulerian phase. The Lagrangian phase advances cell values without advection and maps new values to cell variables and the Eulerian phase advects the cell variables. The essential point that makes the ICE method an all-speed scheme is to use an implicit scheme for the Lagrangian phase and an explicit scheme for the Eulerian phase. The time integration of cell-centered ICE comprises the following phases:
6.1.1.1 The Primary Phase

With the spatial discretization as discussed above, the spatial derivatives in the governed equations are approximated using finite differences of quantities at face-centers. Since an implicit scheme is used for the Lagrangian phase, the variables involved in the Lagrangian phase are those evaluated at face-centers at \( t_n + \frac{\Delta t}{2} \) and are determined in the Primary phase. It is also necessary in the Primary phase to estimate the fluxing velocity which is going to be used in the Eulerian phase. The fluxing velocity, \( u_{j+\frac{1}{2}}^* \), is the flux of volume across the cell interface. In order to make clear which variables are defined at face center, the superscript * is used here for these variables as required.

6.1.1.2 The Lagrangian Phase

Let \( V_j^n \) be the volume of cell \( j \) and \( U_j^n \) be the vector of averaging cell conserved variables at \( t_n \). In particular, \( V_j^n \) is equal to \( \Delta x \) for the above discretization. Assume that the cell volume is changed during the Lagrangian phase to \( V_j^L \) and \( V_j^L = V_j^n + \Delta t (u_{j+\frac{1}{2}}^* - u_{j-\frac{1}{2}}^*) \) where \( u_{j-\frac{1}{2}}^* \) and \( u_{j+\frac{1}{2}}^* \) are fluxing velocities at cell interfaces. There is also a change in the vector of averaging cell variables to \( U_j^L \) after the Lagrangian phase has been completed. A numerical scheme obtained from neglecting the convective effects is used to evaluate the change in the material state and in turn evaluate \( U_j^L \).

6.1.1.3 The Eulerian Phase

For this phase, we have to evaluate the change in the solution due to advection. Let \( V_j^{n+1} \) be the cell volume at \( t_{n+1} \) and assume that the mesh is stationary, then \( V_j^{n+1} = \Delta x \). The change in the solution due to advection is as follows:

\[
V_j^{n+1} U_j^{n+1} = V_j^L U_j^L - \Delta t (u_{j+\frac{1}{2}}^* (U_j^n)_{j+\frac{1}{2}} - u_{j-\frac{1}{2}}^* (U_j^n)_{j-\frac{1}{2}}),
\]

(6.1)

where \( (U_j^n)_{\frac{1}{2}} = \frac{1}{\Delta t} \int_{t_n}^{t_{n+1}} U(x_{j+\frac{1}{2}}, t) dt \) is the vector of advected quantities and is numerically determined. As suggested by [68], this numerical value may be determined using \( U_j^n \) or \( U_j^L \); however, how to numerically determine these values is not described.

6.1.1.4 State Variables Update Phase

In this phase, we update the primitive cell variables \( W_j^{n+1} \) using the values of conserved variables \( U_j^{n+1} \) and their satisfaction of the equation of state. The value of \( W_j^{n+1} \) is then used in the following time integration step.
6.1.2 The Implementation of Cell-centered ICE by Kashiwa et al. [68]

Above is the general description of the ICE method. Kashiwa et al. [68] have made some improvements to the ICE method by changing the implementation of the Primary and Lagrangian phase. Two important quantities used in these phases are the face-centered velocity and pressure as denoted by $u^*_{j+\frac{1}{2}}$ and $p^*_{j+\frac{1}{2}}$. The face-centered velocity, $u^*_{j+\frac{1}{2}}$, is also the advected speed for the Eulerian phase, so [68] refers this as the fluxing velocity. The face-centered fluxing velocity, $u^*_{j+\frac{1}{2}}$, is calculated based on the time-advanced equation for velocity as given by Equation (3.37). The fluxing velocity in cell-centered ICE of Kashiwa et al. [68] is obtained using the semi-implicit Euler scheme in the Lagrangian frame of Equation (3.37) as given by:

$$u^*_{j+\frac{1}{2}} = \left(\langle u^n_{j+\frac{1}{2}} \rangle\right)^\rho - \frac{\Delta t}{2\Delta x} \frac{p^{n+\frac{1}{2}}_{j+1} - p^{n+\frac{1}{2}}_j}{\langle (\rho^n_{j+\frac{1}{2}}) \rangle}, \quad (6.2)$$

where $p^{n+\frac{1}{2}}_j$ is the cell-centered pressure at $t_n + \frac{\Delta t}{2}$, $\langle (u^n_{j+\frac{1}{2}}) \rangle^\rho$ is the mass-weighted average face-centered velocity, and $\langle (\rho^n_{j+\frac{1}{2}}) \rangle$ is the average face-centered density at time $t_n$. The mass-weighted average velocity, $\langle (u^n_{j+\frac{1}{2}}) \rangle^\rho$, of left and right states at face-center is given by:

$$\langle (u^n_{j+\frac{1}{2}}) \rangle^\rho = \frac{\rho^n_j u^n_j + \rho^n_{j+1} u^n_{j+1}}{\rho^n_j + \rho^n_{j+1}}, \quad (6.3)$$

and the average face-centered density, $\langle (\rho^n_{j+\frac{1}{2}}) \rangle$, of left and right cell-centered densities is given by:

$$\langle (\rho^n_{j+\frac{1}{2}}) \rangle = \frac{\rho^n_j + \rho^n_{j+1}}{2}. \quad (6.4)$$

As the cell-centered pressure at $t_n + \frac{\Delta t}{2}$, $p^{n+\frac{1}{2}}_j$, is not readily available, it needs to be obtained from correcting the cell-centered pressure at $t_n$, $p^n_j$. Let $\delta p^n_j = p^{n+\frac{1}{2}}_j - p^n_j$ be the difference between the cell-centered pressures at these two time levels and which is referred to in Kashiwa et al. [68] as the “pressure corrector”; Equation (6.2) is then rewritten by using these values as:

$$u^*_{j+\frac{1}{2}} = \bar{u}^*_{j+\frac{1}{2}} - \frac{\Delta t}{2\Delta x} \frac{\delta p^n_{j+1} - \delta p^n_j}{\langle (\rho^n_{j+\frac{1}{2}}) \rangle}, \quad (6.5)$$
where:

\[
\tilde{u}_{j+\frac{1}{2}}^n = \langle \langle u_{j+\frac{1}{2}}^n \rangle \rangle^\rho - \frac{\Delta t}{2\Delta x} p_{j+1}^n - p_j^n.
\]  
\[
(6.6)
\]

In order to determine the face-centered fluxing velocity, \( u_{j+\frac{1}{2}}^* \), the “pressure corrector” values, \( \delta p_{j+1}^n \) and \( \delta p_j^n \), need to be determined using Equation (3.38). In [68], two different ways to determine the “pressure corrector” values are discussed. The explicit “pressure corrector” uses the explicit discrete form and the implicit “pressure corrector” uses the semi-implicit discrete form of (3.38). The explicit form of “pressure corrector” is given by:

\[
\delta p_j^n = -\frac{\Delta t}{2} u_j^n \left( \frac{p_{j+1}^n - p_{j-1}^n}{2\Delta x} \right) - \frac{\Delta t}{2\Delta x} (c^2 \rho)_j^n \langle \langle \langle u_{j+\frac{1}{2}}^n \rangle \rangle^\rho - \langle \langle u_{j-\frac{1}{2}}^n \rangle \rangle^\rho \rangle.
\]
\[
(6.7)
\]

The implicit “pressure corrector” is obtained using:

\[
\delta p_j^n = -\frac{\Delta t}{2} u_j^n \left( \frac{p_{j+1}^n - p_{j-1}^n}{2\Delta x} \right) - \frac{\Delta t}{2\Delta x} (c^2 \rho)_j^n (u_{j+\frac{1}{2}}^* - u_{j-\frac{1}{2}}^*).
\]
\[
(6.8)
\]

The implicit “pressure corrector” is complicated since Equations (6.5) and (6.8) show that the face-centered fluxing velocities and the “pressure corrector” values are interrelated, so there is a need to calculate the fluxing velocities using these two equations and this is not explicitly discussed in [68]. After having determined the “pressure corrector” values at the cell centers, the face-centered fluxing velocity, \( u_{j+\frac{1}{2}}^* \), is determined using Equation (6.5) where \( \tilde{u}_{j+\frac{1}{2}}^n \) is defined in (6.6).

There are several suggested choices for calculating the face-centered pressure, \( p_{j+\frac{1}{2}}^* \), in [68] and [69]. Two of these choices, which are derived from the pressure equation in Kashiwa et al in 1994 [68], will be discussed in Appendix A.4. In this chapter, we employ the choice that is mentioned in Kashiwa in 2001 [69]. This choice aims to satisfy continuity of acceleration by equating acceleration increments for the left/right half spaces. The equation as specified in [69] is:

\[
p_{j+\frac{1}{2}}^* = \left( \frac{\frac{1}{\rho_{j+1}} p_{j+\frac{1}{2}}^{n+\frac{1}{2}} + \frac{1}{\rho_j} p_j^{n+\frac{1}{2}}}{\frac{1}{\rho_j} + \frac{1}{\rho_{j+1}}} \right).
\]
\[
(6.9)
\]

In the above equation, the face-centered pressure is thus calculated using specific volumes-weighted of the left and right time-advanced cell-centered pressures.
The Primary phase is executed after the face-centered velocity and pressure, \( u^*_{j+\frac{1}{2}} \) and \( p^*_{j+\frac{1}{2}} \), are calculated. The choice of the vector of conserved variables, \( \mathbf{U} \), and the numerical procedure to determine the vector of the face-centered advected quantities, \( \langle \mathbf{U} \rangle_{j+\frac{1}{2}} \), are necessary for the implementation of the Lagrangian phase and the Eulerian phase.

### 6.2 Production ICE in the Uintah Computational Framework

The term Production ICE is used to denote the ICE method as implemented in the Uintah Computational Framework (UCF) by [44, 45, 52, 79, 80] to simulate fluid flows that are governed by the Euler and Navier-Stokes equations. Production ICE solves the Euler system in nonconservative form described by Equations (3.32)–(3.34) with the vector of variables \( \mathbf{U} = [\rho, \rho u, \rho e]^T \). The detail implementation of the phases in Production ICE follows the description given in Kashiwa et al. [68] with some exceptions that will be pointed out explicitly in the following discussion.

#### 6.2.1 The Primary Phase

The first exception is that the face-centered quantities in Production ICE are not time-centered. The face-centered fluxing velocity, \( u^*_{j+\frac{1}{2}} \), and pressure, \( p^*_{j+\frac{1}{2}} \), for the time step \([t_n, t_{n+1}]\) are approximated at the face-center at time \( t_{n+1} \). For this reason, we use the notations \( u^{**}_{j+\frac{1}{2}} \) and \( p^{**}_{j+\frac{1}{2}} \) for the face-centered fluxing velocity and pressure in Production ICE. Using a different approach from Equation (6.2), the face-centered fluxing velocity in Production ICE, \( u^{**}_{j+\frac{1}{2}} \), is approximated as:

\[
    u^{**}_{j+\frac{1}{2}} = \langle\langle u^n_{j+\frac{1}{2}} \rangle \rangle^\rho - \frac{\Delta t}{\Delta x} \frac{p^n_{j+1} - p^n_j}{\langle\langle \rho^n_{j+\frac{1}{2}} \rangle \rangle^\rho}, \tag{6.10}
\]

where the mass-weighted average velocity, \( \langle\langle u^n_{j+\frac{1}{2}} \rangle \rangle^\rho \), is defined in (6.3) and the average face-centered density, \( \langle\langle \rho^n_{j+\frac{1}{2}} \rangle \rangle^\rho \), is defined as follows:

\[
    \langle\langle \rho^n_{j+\frac{1}{2}} \rangle \rangle^\rho = \frac{2.0 \left( \rho^n_j + \rho^n_{j+1} \right)}{\rho^n_j \rho^n_{j+1}}. \tag{6.11}
\]

So another exception in calculating the fluxing velocity in Production ICE is that the scheme in (6.10) is not semi-implicit when the pressures used are defined at \( t_n \).

The face-centered pressure, \( p^{**}_{j+1/2} \), in Production ICE is calculated using the following equation:
\[ p_{j+\frac{1}{2}}^{**} = \left( \frac{\frac{1}{\rho_j} p_{j+1}^{n+1} + \frac{1}{\rho_{j+1}} p_j^{n+1}}{\frac{1}{\rho_j} + \frac{1}{\rho_{j+1}}} \right). \]  

(6.12)

This is similar to Equation (6.9), but with the cell-centered pressures at time \( t_{n+1}, p_j^{n+1} \), where \( p_j^{n+1} \) is evaluated using an explicit scheme applied to the Lagrangian form of the equation of pressure evolution in (3.38), which is given by:

\[ p_j^{n+1} = p_j^n - \Delta t \left( c^2 \rho_j^n \langle \langle u_j^n \rangle \rangle^\rho - \langle \langle u_j^n \rangle \rangle^\rho \right). \]  

(6.13)

### 6.2.2 The Lagrangian Phase

Production ICE chooses the vector of conserved variables to include mass, linear momentum and internal energy. The use of the nonconservative form of the system of Euler equations in (3.32)–(3.34) means that the Lagrangian part of Production ICE is given by:

\[ V_j^L U_j^L = V_j^n U_j^n - \Delta t \begin{bmatrix} 0 & p_{j+1/2}^{**} - p_{j-1/2}^{**} \\ p_j^{n+1} (u_{j+1/2}^{**} - u_{j-1/2}^{**}) \end{bmatrix}. \]  

(6.14)

### 6.2.3 The Eulerian Phase

The change in solution values due to advection over the step \([t_n, t_{n+1}]\) is given by:

\[ V_j^{n+1} U_j^{n+1} = V_j^L U_j^L - \Delta t (u_{j+\frac{1}{2}}^{**} (U)^n_{j+\frac{1}{2}} - u_{j-\frac{1}{2}}^{**} (U)^n_{j-\frac{1}{2}}). \]  

(6.15)

However, the numerical values of face-centered advected quantities in the following definition:

\[ \langle \langle U \rangle \rangle^n_{j+\frac{1}{2}} = \frac{1}{\Delta t} \int_{t_n}^{t_{n+1}} U(x_{j+\frac{1}{2}}, t) dt \]  

(6.16)

has not been quantified so far in this chapter and we will now show how to approximate it. Normally \( U(x_{j+\frac{1}{2}}, t) \) is not constant for the step \([t_n, t_{n+1}]\), but first-order accuracy is obtained by assuming that this is constant and is an upwinded cell-centered value. However, there are the cell-centered values at two different time levels that are available for the Eulerian phase. These are the value at \( t_n \) and the value after the Lagrangian step. By choosing the upwinded cell-centered values at time \( t_n \) for the face-centered advected quantities, we have:

\[ \langle \langle U \rangle \rangle^n_{j+\frac{1}{2}} = \begin{cases} U_{j+1}^n & \text{if } (u_{j+\frac{1}{2}}^* < 0) \\ U_j^n & \text{otherwise.} \end{cases} \]  

(6.17)
Alternatively, if the upwinded cell-centered values at Lagrangian time level are considered for face-centered advected quantities, we have:

\[
\langle U \rangle_{n,j+\frac{1}{2}} = \begin{cases} 
U^L_{j+1} & \text{if } (u_{j+\frac{1}{2}}^* < 0) \\
U^L_j & \text{otherwise.}
\end{cases}
\] (6.18)

The Production ICE code uses Equation (6.18) to define the face-centered advected quantities, [52, 79, 80].

### 6.2.4 State Variables Update Phase

The averages of cell variables \( \rho, u, e, \) and \( p \) are then updated using the averages of cell conserved variables \( \rho, \rho u, pe, \) and the equation of state (3.31).

### 6.3 CFL Condition

The choice of the time step \( \Delta t \) in time integration affects the stability of the ICE method. As mentioned in [120], one requirement for the method to be stable is the fastest wave at a given time is allowed to travel, at most, one cell length \( \Delta x \) in the chosen time step \( \Delta t \). For the system of Euler equations, the time step \( \Delta t \) is chosen to satisfy the condition:

\[
\Delta t = \frac{C_{cfl} \Delta x}{S_{\text{max}}^n},
\] (6.19)

where \( C_{cfl} \) is a Courant or CFL coefficient satisfying \( 0 < C_{cfl} < 1 \) and \( S_{\text{max}}^n \) is the largest wave speed present through the domain at time \( t_n \). A practical choice of \( S_{\text{max}}^n \) as mentioned in Toro [120] is:

\[
S_{\text{max}}^n = \max_j (|u_j^n| + c_j^n).
\] (6.20)

However, Kwatra et al. [72] proposed a novel method for alleviating the stringent CFL condition imposed by the sound speed in simulating highly nonlinear compressible flow with shocks, contacts and rarefactions. It is mentioned in [72] that the maximum speed in Equation (6.20) is too restrictive for flows where the sound speed, \( c \), may be much larger than \( |u| \), so the stringent CFL time step restriction imposed by the acoustic waves can be avoided and only the material velocity CFL restriction is used in calculating the maximum speed. The proposed method of [72] is well suited to the semi-implicit solver like the ICE method where only the advection step is the explicit part. The proposed maximum speed calculation in [72] is:

\[
S_{\text{max}}^n = \max_j |u_j^n|.
\] (6.21)
The time step used is determined using (6.19) where $S_{\text{max}}^n$ is calculated using (6.21).

### 6.4 IMPICE Method

We now propose the IMPICE method, an improved implementation of Production ICE, which aims to eliminate the discrepancies and suppress the nonphysical oscillations in the numerical solutions to the one-dimensional, time-dependent Euler equations of gas dynamics. Foremost, the IMPICE method makes an improvement to Production ICE by solving the Euler equations in conservative form in (3.28)–(3.30) and the equation of state in (3.31). We denote cell-centered ICE that solves the conservative form of Euler equations as the conservative cell-centered ICE. As shown in Appendix A.3, conservative cell-centered ICE can eliminate the discrepancies in the obtained numerical solutions. However, the obtained numerical solutions have unphysical oscillations that need to be reduced or eliminated. The oscillations in the numerical solutions of conservative cell-centered ICE cannot be diminished by decreasing the time step, so in this section, we will describe the algorithm used to suppress these oscillations numerically by using a simple approximate Riemann solver.

#### 6.4.1 Numerical Discussion

To help explain the IMPICE method, we start with a discussion of schemes that approximate conservation laws as follows and consider a one-dimensional system in a conservation law form:

$$
\frac{\partial U(x, t)}{\partial t} + \frac{\partial F(U(x, t))}{\partial x} = 0, \quad x \in [a_1, b_1] \quad \text{and} \quad t \geq 0,
$$

(6.22)

where $U(x, t)$ is the vector of conserved variables and $F(U(x, t))$ is the vector of fluxes. In order to approximate the solution of (6.22) with the initial condition:

$$
U(x, 0) = U_0(x),
$$

(6.23)

we discretize space into $N$ uniform cells as in Section 6.1. The cell average of the cell $[x_{j-\frac{1}{2}}, x_{j+\frac{1}{2}}]$ at time $t_n$ is denoted by $U^n_j$, where:

$$
U^n_j = \frac{1}{\Delta x} \int_{x_{j-\frac{1}{2}}}^{x_{j+\frac{1}{2}}} U(x, t_n) dx.
$$

(6.24)

A standard approach is used in integrating system (6.22) in space and time in the control volume $[x_{j-\frac{1}{2}}, x_{j+\frac{1}{2}}] \times [t_n, t_{n+1}]$ to give:
\[
\int_{x_{j-\frac{1}{2}}}^{x_{j+\frac{1}{2}}} [U(x, t_{n+1}) - U(x, t_n)] \, dx = - \int_{t_n}^{t_{n+1}} \left[ F(U(x_{j+\frac{1}{2}}, t)) - F(U(x_{j-\frac{1}{2}}, t)) \right] \, dt.
\]

This can then be written in the standard conservation form:

\[
\Delta x U_j^{n+1} = \Delta x U_j^n - \Delta t \left( F_{j+\frac{1}{2}}(t_n) - F_{j-\frac{1}{2}}(t_n) \right)
\]

(6.25)

where:

\[
F_{j+\frac{1}{2}}(t_n) = \frac{1}{\Delta t} \int_{t_n}^{t_{n+1}} F(U(x_{j+\frac{1}{2}}, t)) \, dt.
\]

(6.26)

Equation (6.25) is used by finite volume methods to solve the system (6.22) approximately. In order to use this relation, a spatial integration of the initial condition is required and the approximations of the fluxes at the cell interfaces are needed.

The numerical flux derivation follows cell-centered ICE of Kashiwa et al. [68] will be derived shortly. The system of Euler equations (3.28)-(3.30) of gas dynamics is written in the form (6.22) where \( \mathbf{U} = [\rho, \rho u, \rho E]^T \) and \( \mathbf{F}(\mathbf{U}) = [\rho u, \rho u^2 + p, \rho uE + up]^T \). The face-centered flux (6.26) in this case is written as:

\[
\mathbf{F}_{j+\frac{1}{2}}(t_n) = \frac{1}{\Delta t} \int_{t_n}^{t_{n+1}} \mathbf{F}(U(x_{j+\frac{1}{2}}, t)) \, dt.
\]

(6.27)

A Taylor series approximation of \( u(x_{j+\frac{1}{2}}, t) \) is given by:

\[
u(x_{j+\frac{1}{2}}, t) = u(x_{j+\frac{1}{2}}, t_{n+\frac{1}{2}}) + (t - t_{n+\frac{1}{2}})u_t(x_{j+\frac{1}{2}}, t_{n+\frac{1}{2}}) + O(\Delta t^2).
\]

(6.28)

Using the notation \( u_{j+\frac{1}{2}}^{n+\frac{1}{2}} = u(x_{j+\frac{1}{2}}, t_{n+\frac{1}{2}}) \) and \( u_{tj+\frac{1}{2}}^{n+\frac{1}{2}} = u_t(x_{j+\frac{1}{2}}, t_{n+\frac{1}{2}}) \), we have:

\[
u_{j+\frac{1}{2}}^{n+\frac{1}{2}} = u(x_{j+\frac{1}{2}}, t_{n+\frac{1}{2}}) + (t - t_{n+\frac{1}{2}})(u_{tj+\frac{1}{2}}^{n+\frac{1}{2}} + O(\Delta t^2)) \, dt
\]

With a similar approach, we also have:

\[
u_{j+\frac{1}{2}}^{n+\frac{1}{2}} = \frac{1}{\Delta t} \int_{t_n}^{t_{n+1}} (\rho u^2 + p)(x_{j+\frac{1}{2}}, t) \, dt = u_{j+\frac{1}{2}}^{n+\frac{1}{2}} \left( \frac{1}{\Delta t} \int_{t_n}^{t_{n+1}} \rho(x_{j+\frac{1}{2}}, t) \, dt \right) + p_{j+\frac{1}{2}}^{n+\frac{1}{2}} + O(\Delta t^2)
\]
and:
\[
\frac{1}{\Delta t} \int_{t_n}^{t_{n+1}} (puE + up)(x_{j+\frac{1}{2}}, t) dt = u_j^{n+\frac{1}{2}} \left( \frac{1}{\Delta t} \int_{t_n}^{t_{n+1}} (\rho E)(x_{j+\frac{1}{2}}, t) dt \right) + (up)_j^{n+\frac{1}{2}} + O(\Delta t^2).
\]

Then face-centered flux \( F_{j+\frac{1}{2}}(t_n) \) vector in (6.27) is rewritten as:
\[
F_{j+\frac{1}{2}}(t_n) = \frac{u_j^{n+\frac{1}{2}}}{n_j^{n+\frac{1}{2}}} \left[ \begin{array}{c}
\frac{1}{\Delta t} \int_{t_n}^{t_{n+1}} \rho(x_{j+\frac{1}{2}}, t) dt \\
\frac{1}{\Delta t} \int_{t_n}^{t_{n+1}} (\rho u)(x_{j+\frac{1}{2}}, t) dt \\
\frac{1}{\Delta t} \int_{t_n}^{t_{n+1}} (\rho E)(x_{j+\frac{1}{2}}, t) dt
\end{array} \right] + \left[ \begin{array}{c}
0 \\
\frac{n_j^{n+\frac{1}{2}}}{p_j^{n+\frac{1}{2}}} \\
\frac{(up)_j^{n+\frac{1}{2}}}{(up)_j^{n+\frac{1}{2}}}
\end{array} \right] + O(\Delta t^2). \tag{6.29}
\]

The reader should note that Equation (6.25) with the terms \( F_{j-\frac{1}{2}} \) and \( F_{j+\frac{1}{2}} \) are defined by Equation (6.29) will be used in Section 6.6 to assess the numerical accuracy of the IMPICE method.

### 6.4.2 IMPICE Implementation

The scheme used for approximating the fluxing velocity, \( u^*_j^{n+\frac{1}{2}} \), in the IMPICE method is similar to Equation (6.2), that is:
\[
u^*_j^{n+\frac{1}{2}} = u_j^{n+\frac{1}{2}} - \frac{\Delta t}{2\Delta x} \left( \frac{p_j^{n+\frac{1}{2}} - p_j^{n+\frac{1}{2}}}{\rho_j^{n+\frac{1}{2}}} \right).
\tag{6.30}
\]

This equation was obtained by replacing \( \langle\langle u_j^{n+\frac{1}{2}} \rangle\rangle^\rho \) in (6.2) with \( u_j^{n+\frac{1}{2}} \), and \( \langle\langle \rho_j^{n+\frac{1}{2}} \rangle\rangle \) with \( \rho_j^{n+\frac{1}{2}} \). While these quantities denote the velocity and density at face-center at \( t_n \), their numerical values are determined differently. While \( \langle\langle u_j^{n+\frac{1}{2}} \rangle\rangle^\rho \) and \( \langle\langle \rho_j^{n+\frac{1}{2}} \rangle\rangle \) are determined using the weighted averages in (6.3) and (6.4), the values \( u_j^{n+\frac{1}{2}} \) and \( \rho_j^{n+\frac{1}{2}} \) are determined based on the simple approximate Riemann solver that will be discussed in Section 6.4.3 below.

Since the pressures used in (6.30) are time-advanced values, we need to perform a “pressure corrector” to obtain these. The explicit “pressure corrector” in (6.7) is the one used in our implementation of the IMPICE method. However, it is worth looking at the implicit “pressure corrector” and seeing the difference between the solutions of these two methods. By substituting (6.5) into (6.8), the equation for cell-centered “pressure corrector” now becomes:
\[
d\rho_j^n = -\frac{\Delta t}{2} u_j^n \left( \frac{p_j^{n+1} - p_j^n}{2\Delta x} \right) - \frac{\Delta t}{2\Delta x} (c^2 \rho_j^n) u_j^n (\tilde{u}^*_j^{n+\frac{1}{2}} - \tilde{u}^*_j^{n+\frac{1}{2}}) \\
+ \left[ \frac{\Delta t}{2\Delta x} (c^2 \rho_j^n) \right]^2 \frac{\delta p_j^{n+1} - \delta p_j^n}{\rho_j^{n+\frac{1}{2}}} - \frac{\delta p_j^n - \delta p_j^{n-1}}{\rho_j^{n+\frac{1}{2}}}
\]

where $\tilde{u}_{j+\frac{1}{2}}^*$ is defined by Equation (6.6).

Let $\sigma = \frac{\Delta t}{2\Delta x}$ and rearrange the terms of above equation to get:

$$
\left[ 1 + \sigma^2 \frac{(c^2\rho)_{j+1/2}^n}{\rho^2_{j+1/2}} + \sigma^2 \frac{(c^2\rho)_{j-1/2}^n}{\rho^2_{j-1/2}} \right] \ddot{p}_j^n - \sigma^2 \frac{(c^2\rho)_{j+1/2}^n}{\rho^2_{j+1/2}} \ddot{p}_{j+1}^n - \sigma^2 \frac{(c^2\rho)_{j-1/2}^n}{\rho^2_{j-1/2}} \ddot{p}_{j-1}^n
= -\sigma u_j^n \left( \frac{p^n_{j+1} - p^n_{j-1}}{2} \right) - \sigma (c^2\rho)_{j+1/2}^n (\tilde{u}_{j+1/2}^* - \tilde{u}_{j-1/2}^*).$$

Therefore, the values $\ddot{p}_j^n$ are the solutions of the tri-diagonal linear system:

$$Ax = b \quad (6.31)$$

where:

$$A = \begin{bmatrix}
  b_1 & c_1 & 0 \\
  a_2 & b_2 & c_2 \\
  a_3 & b_3 & \ddots \\
  0 & a_{N-1} & b_N
\end{bmatrix}, \quad b = \begin{bmatrix}
  d_1 \\
  d_2 \\
  d_3 \\
  \ddots \\
  d_N
\end{bmatrix}, \quad x = \begin{bmatrix}
  \ddot{p}_1 \\
  \ddot{p}_2 \\
  \ddot{p}_3 \\
  \ddots \\
  \ddot{p}_N
\end{bmatrix} \quad (6.32)$$

and $a_j, b_j, c_j, d_j$ are defined as follows:

$$a_j = \sigma^2 \frac{(c^2\rho)_{j}^n}{\rho_{j-1/2}^n} \quad \text{for} \quad j = 2..(N-1),$$
$$b_j = 1 + \sigma^2 \frac{(c^2\rho)_{j+1/2}^n}{\rho_{j+1/2}^n} + \sigma^2 \frac{(c^2\rho)_{j-1/2}^n}{\rho_{j-1/2}^n} \quad \text{for} \quad j = 2..(N-1),$$
$$c_j = \sigma^2 \frac{(c^2\rho)_{j}^n}{\rho_{j+1/2}^n} \quad \text{for} \quad j = 2..(N-1),$$
$$d_j = -\sigma u_j^n \left( \frac{p^n_{j+1} - p^n_{j-1}}{2} \right) - \sigma (c^2\rho)_{j+1/2}^n (\tilde{u}_{j+1/2}^* - \tilde{u}_{j-1/2}^*) \quad \text{for} \quad j = 2..(N-1),$$

and $b_1, b_N, d_1$ and $d_N$ are obtained from the boundary condition. So in order to use the implicit “pressure corrector”, we have to solve the tri-diagonal linear system in (6.31). While this obviously takes more time to calculate than the explicit “pressure corrector” in (6.7), the results computed using the two methods show that there is not much difference between the numerical solutions obtained from using the implicit and explicit “pressure corrector” in the IMPICE method for the Euler equations examples used here.

The IMPICE method calculates the face-centered pressure, $p_{j+\frac{1}{2}}^n$, the same way as the cell-centered ICE method does in Section 6.1.2. It uses the calculation described in Equation (6.9).
The IMPICE method chooses to conserve the total energy instead of internal energy, so the vector of conserved variables is \( \mathbf{U} = [\rho, \rho u, \rho E]^T \). The Lagrangian and Eulerian phases of the IMPICE method are then given by:

\[
V_j^L \mathbf{U}_j^L = V_j^n \mathbf{U}_j^n - \Delta t \begin{bmatrix}
0 \\
p_{j+1/2}^* - p_{j-1/2}^* \\
p_{j+1/2}^* u_{j+1/2}^* - p_{j-1/2}^* u_{j-1/2}^*
\end{bmatrix},
\]  
(6.33)

and:

\[
V_j^{n+1} \mathbf{U}_j^{n+1} = V_j^L \mathbf{U}_j^L - \Delta t \left( u_{j+1/2}^* (\mathbf{U})_{j+1/2}^n - u_{j-1/2}^* (\mathbf{U})_{j-1/2}^n \right),
\]  
(6.34)

in which \( V_j^L = V_j^n + \Delta t \left( u_{j+1/2}^* - u_{j-1/2}^* \right) \) and the terms \( (\mathbf{U})_{j+1/2}^n \) and \( (\mathbf{U})_{j-1/2}^n \) are given by Equation (6.18).

### 6.4.3 Application of Slope Limiters in the IMPICE Method

In common with many methods for conservative laws, slope limiters may be applied to the calculation of face-centered fluxing velocity, \( u_{j+1/2}^* \). For the face-centered fluxing velocity, slope limiters are used in the estimation of face-centered quantities at \( t_n \); in particular, they are used in the calculation of \( \rho_{j+1/2}^n \) and \( u_{j+1/2}^n \). This approach originates from the idea of approximating the cell-centered state by the reconstructed states obtained from the left and right cell-averaged states of the previous time step. The slope limited, reconstructed states are used as inputs to a Riemann solver to determine the state at the cell interface. This will be discussed in detail below.

Let \( \mathbf{W}_j^n, \mathbf{W}_j^n = [\rho_j^n, u_j^n, E_j^n, p_j^n]^T \), be the vector of average cell-centered values of primitive variables of cell \( j \) at time \( t_n \), then the value of \( \mathbf{W} \) on the spatial domain at \( t_n \) is represented by the piecewise constant data \( \{\mathbf{W}_j^n\} \). The simplest and widely used way to modify the piecewise constant data \( \{\mathbf{W}_j^n\} \) is to replace the constant state \( \mathbf{W}_j^n \) by a piecewise linear functions \( \mathbf{W}_j^n(x) \). The construction of the piecewise linear functions can be found in many papers; the construction in Toro [120] will be used as described below.

As for the first-order Godunov method, one assumes that \( \mathbf{W}_j^n \) represents an integral average in cell \( I_j = [x_{j-1/2}, x_{j+1/2}] \) as given by:

\[
\mathbf{W}_j^n = \frac{1}{\Delta x} \int_{x_{j-1/2}}^{x_{j+1/2}} \mathbf{W}_j^n(x)dx.
\]  
(6.35)
A piecewise linear, local reconstruction of $W^n_j$ is:

$$W^n_j(x) = W^n_j + (x - x_j)\Delta W^n_j, \quad x \in I_j,$$

where $\Delta W^n_j$ is a suitably chosen slope of $W^n_j(x)$ in cell $I_j$. The integral of $W^n_j(x)$ in cell $I_j$ is identical to that of $W^n_j$ and thus the reconstruction process is conservative. The slope $\Delta W^n_j$ can be approximated by a simple finite difference formula given by:

$$\Delta W^n_j = \frac{W^n_{j+1} - W^n_j}{\Delta x}.$$  \hspace{1cm} (6.37)

However, to achieve a higher order scheme and to maintain bounded solutions, the slope at the current node is usually limited based on adjacent slopes. The obtained slope is a “limited slope” $\bar{\Delta}W^n_j$ which is used as:

$$W^n_j(x) = W^n_j + (x - x_j)\bar{\Delta}W^n_j, \quad x \in I_j,$$

(6.38)

to approximate $W$ on $I_j$. The ratio $r^n_j$ represents the ratio of successive gradients on the solution mesh at $x_j$:

$$r^n_j = \frac{W^n_j - W^n_{j-1}}{W^n_{j+1} - W^n_j},$$

(6.39)

and the limited slope $\Delta W^n_j$ may be written in the form:

$$\bar{\Delta}W^n_j = \phi(r^n_j)\Delta W^n_j,$$

(6.40)

where $\phi(r^n_j)$ is some flux limiter function. Note that the division and multiplication in (6.39) and (6.40) are the component-wise operations. For the results in this chapter, we choose the Monotonized Central(MC) limiter function for calculating the limited slope in (6.40). The MC limiter function by Van Leer [130] is:

$$\phi(r) = \max[0, \min(2r, 0.5 + 0.5r, 2)].$$

(6.41)

At each interface $x_{j+\frac{1}{2}}$, we now may consider the so-called Generalized Riemann Problem(GRP) as follows:

$$\frac{\partial U}{\partial t} + \frac{\partial F(U)}{\partial x} = 0,$$

(6.42)
\[ W(x, t_n) = \begin{cases} W_j^n(x) & \text{if } (x < x_{j+\frac{1}{2}}) \\ W_{j+1}^n(x) & \text{if } (x > x_{j+\frac{1}{2}}) \end{cases} \] (6.43)

where \( W_j^n(x) \) is the limited local reconstruction in (6.38). Naturally, for nonlinear systems the exact solution of the GRP is exceedingly complicated, but for the purpose of evaluating face-centered states, an approximate solution may be suffice. In this approach, we are not trying to evaluate the solution of the GRP in (6.42) analytically but rely on the boundary extrapolated values at the interfaces. The values of \( W_{j+\frac{1}{2}}^n \) at cell boundaries using local reconstructions \( W_j^n(x) \) and \( W_{j+1}^n(x) \) are denoted as \( W_{j+\frac{1}{2}}^{n(L)} \) and \( W_{j+\frac{1}{2}}^{n(R)} \) where:

\[
\begin{align*}
W_{j+\frac{1}{2}}^{n(L)} &= W_j^n(x_{j+\frac{1}{2}}) = W_j^n + 0.5\phi(r_j^n) (W_{j+1}^n - W_j^n); \\
W_{j+\frac{1}{2}}^{n(R)} &= W_{j+1}^n(x_{j+\frac{1}{2}}) = W_{j+1}^n - 0.5\phi(r_{j+1}^n) (W_{j+2}^n - W_{j+1}^n).
\end{align*}
\] (6.44) (6.45)

The values \( W_{j+\frac{1}{2}}^{n(L)} \) and \( W_{j+\frac{1}{2}}^{n(R)} \) are left and right extrapolated values at the boundary \( x_{j+\frac{1}{2}} \) at time \( t_n \). In this way, one may instead consider the conventional Riemann Problem with piecewise constant data in a new coordinate \((\xi, \tau)\) where \( \xi = x - x_{j+\frac{1}{2}} \) and \( \tau = t - t_n \) as:

\[
\frac{\partial U}{\partial \tau} + \frac{\partial F}{\partial \xi} = 0,
\] (6.46)

\[
W(\xi, 0) = \begin{cases} W_{j+\frac{1}{2}}^{n(L)} & \text{if } (\xi < 0) \\ W_{j+\frac{1}{2}}^{n(R)} & \text{if } (\xi > 0). \end{cases} \] (6.47)

The face-centered state at \( t_n, W(0, 0) \), is the value at the origin immediately after the interaction of the piecewise constant data \( W_j^{n(L)} \) and \( W_{j+1}^{n(R)} \) where:

\[
W(0, 0) = \lim_{\tau \to 0^+} W(0, \tau). \] (6.48)

By determining \( W(0, 0) \) in \((\xi, \tau)\) coordinate, we have the values of face-centered states given by \( W_{j+\frac{1}{2}}^n = [\rho_{j+\frac{1}{2}}^n, u_{j+\frac{1}{2}}^n, p_{j+\frac{1}{2}}^n]^T \) at \( t_n \). There are several ways to approximate the solution to the piecewise constant data Riemann problem (6.46) and therefore to approximate \( W(0, 0) \). In this paper, we use the simple approximate Riemann solver which was proposed by Harten et al. [53] and discussed in Davis [28] to approximate \( W(0, 0) \). In order to use the approximate Riemann solver described in these papers, we rewrite Equation (6.46) as:
\[
\frac{\partial U}{\partial \tau} + \frac{\partial F}{\partial \xi} = 0, \quad (6.49)
\]

\[
U(\xi, 0) = \begin{cases} 
U_L & \text{if } (\xi < 0) \\
U_R & \text{if } (\xi > 0), 
\end{cases} \quad (6.50)
\]

where \(U_L\) and \(U_R\) are obtained from \(W^{n(L)}_{j+\frac{1}{2}}\) and \(W^{n(R)}_{j+\frac{1}{2}}\) respectively. The approximate Riemann solution of (6.49) is given by:

\[
U(x/t; U_L, U_R) = \begin{cases} 
U_L & \text{for } (x/t < a_L) \\
U_{LR} & \text{for } (a_L < x/t < a_R) \\
U_R & \text{for } (a_R < x/t), 
\end{cases} \quad (6.51)
\]

where \(a_L\) and \(a_R\) are lower and upper bounds, respectively, for the smallest and largest signal velocity and:

\[
U_{LR} = \frac{a_R U_R - a_L U_L}{a_R - a_L} - \frac{F(U_R) - F(U_L)}{a_R - a_L}. \quad (6.52)
\]

The bounds \(a_R\) and \(a_L\) for the Euler equations are defined in Davis [28] as:

\[
a_L = u_L - c_L, \quad a_R = u_R + c_R, \quad (6.53)
\]

where \(u_L, c_L\) are the velocity and wave speed respectively obtained from \(U_L\), and \(u_R, c_R\) are the velocity and wave speed obtained from \(U_R\). The solution \(W(0, 0)\) in (6.48) is derived from the approximate solution \(U(0; U_L, U_R)\) in (6.51) which includes the approximations of \(u_{j+\frac{1}{2}}^n\) and \(\rho_{j+\frac{1}{2}}^n\); these in turn are used in Equation (6.30) instead of using the mass-weighted quantities in Equations (6.3) and (6.4).

In summary, the face-centered fluxing velocity, \(u_{j+\frac{1}{2}}^*\), is estimated via the following steps. First, using the local reconstruction in (6.38), the left and right extrapolated values at this cell-center are obtained using (6.44) and (6.45). These extrapolated values then form the piecewise constant data to the Riemann problem (6.46). Second, this Riemann problem is solved approximately using the approach of Harten et al. [53] and Davis [28]. The approximate Riemann solution includes the approximate face-centered density, \(\rho_{j+\frac{1}{2}}^n\), and face-centered velocity, \(u_{j+\frac{1}{2}}^n\). Third, the “pressure correctors”, \(\delta p_{j+\frac{1}{2}}^n\), are calculated using Equation (6.8). Finally, Equations (6.5) and (6.6) are used to calculate \(u_{j+\frac{1}{2}}^*\).

### 6.5 Numerical Results and Comparisons

The following well-known test problems are often used to test the accuracy and robustness of many numerical methods in fluids. These tests for the one-dimensional, time-dependent
Euler equations for ideal gases can be found in Toro [120]. In [120], these examples are used to access the performance of the numerical schemes being presented in the book. These tests are also employed here to illustrate the performance of the Production ICE method and the IMPICE method. In these chosen problems, two constant states, \( W_L = [\rho_L, u_L, p_L]^T \) and \( W_R = [\rho_R, u_R, p_R]^T \), are separated by a discontinuity at a position \( x = x_0 \). The states \( W_L \) and \( W_R \) are given in Table 6.1 and the problem domain is \((x,t) \in [0,1] \times (0,T_e] \). We use the transmissive boundary for these problems.

**P1** is the well-known Sod’s problem and **P2** is a modified version of **P1**. These tests are considered very mild, but as mentioned in Toro [120] they are useful for assessing numerical methods. **P3** is considered a very hard problem for numerical methods. As mentioned in Toro [120], the solution to **P4** represents the collision of two strong shocks and consists of a left-facing shock, a right travelling contact discontinuity and a right-travelling shock wave. Problem **P5** is Lax’s test problem [74].

Beside the problems with known exact solutions in Table 6.1, we also include here the numerical solutions to the Shu and Osher [107] test problem. This test problem contains detailed features and structures and is considered by Greenough and Rider [42] to be a good one-dimensional surrogate for the interaction of a shock wave with a turbulent field. The initial condition at \( t = 0 \) of the problem is defined as:

\[
(\rho, u, p)(x, 0) = \begin{cases} 
(3.85714, 2.62936, 10.3333) & \text{if } (x < -4.0) \\
(1.0 + 0.2 \sin(5x), 0.0, 1.0) & \text{otherwise,} 
\end{cases} 
\]  

(6.54)

on spatial domain \([-5.0,5.0]\). The end time for this problem is \( T_e = 1.8 \). As the analytical solution of this test problem is not readily available, we use the “exact” solution obtained from our implementation of the unmodified WENO-JS scheme discussed in Martin et al. [86] to show how accurate of the numerical methods presented in this chapter. The “exact” solution of Shu and Osher test problem in this chapter is obtained with the unmodified WENO-JS scheme with \( r = 3 \) and \( p = 2 \) on 6400 grid points.

<table>
<thead>
<tr>
<th>Problem</th>
<th>( \rho_L )</th>
<th>( u_L )</th>
<th>( p_L )</th>
<th>( \rho_R )</th>
<th>( u_R )</th>
<th>( p_R )</th>
<th>( x_0 )</th>
<th>( T_e )</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1</td>
<td>1.0</td>
<td>0.0</td>
<td>1.0</td>
<td>0.125</td>
<td>0.0</td>
<td>0.1</td>
<td>0.3</td>
<td>0.2</td>
</tr>
<tr>
<td>P2</td>
<td>1.0</td>
<td>0.75</td>
<td>1.0</td>
<td>0.125</td>
<td>0.0</td>
<td>0.1</td>
<td>0.3</td>
<td>0.2</td>
</tr>
<tr>
<td>P3</td>
<td>1.0</td>
<td>0.0</td>
<td>1000</td>
<td>1.0</td>
<td>0.0</td>
<td>0.1</td>
<td>0.5</td>
<td>0.011</td>
</tr>
<tr>
<td>P4</td>
<td>5.99924</td>
<td>19.5975</td>
<td>460.894</td>
<td>5.99242</td>
<td>-6.19633</td>
<td>46.0950</td>
<td>0.4</td>
<td>0.034</td>
</tr>
<tr>
<td>P5</td>
<td>0.445</td>
<td>0.698</td>
<td>3.528</td>
<td>0.5</td>
<td>0.0</td>
<td>0.571</td>
<td>0.5</td>
<td>0.16</td>
</tr>
</tbody>
</table>

Table 6.1. Data for one-dimensional test problems with known exact solutions, for the time-dependent, one-dimensional Euler equations.
The numerical results for the above test problems of the IMPICE method are compared against those of the Production ICE method and shown in Figures 6.1–6.6. The time step in Production ICE is chosen using Equations (6.19) and (6.20) while the time step in the IMPICE method is chosen using Equations (6.19) and (6.21). It shows that the maximum speed calculation of Kwatra et al. [72] indeed alleviates the stringent CFL condition imposed by the sound speed in simulating these test problems. As seen in Figures 6.1–6.6, a significant improvement in numerical solutions of the IMPICE method is shown. The profiles of the numerical solutions of Production ICE in these figures are not close to the exact solutions. This is due to the use of the nonconservative form in Production ICE. To see how the use of the nonconservative scheme affects the numerical solution profiles, we include in Appendix

![Graphs showing numerical solutions for test problems](image)

**Figure 6.1.** Production ICE and IMPICE numerical solutions for test P1 with N=200 (cells), $C_{cfl} = 0.2$, and first-order advection: (a) density; (b) velocity; (d) internal-energy; and (c) pressure.
Figure 6.2. Production ICE and IMPICE numerical solutions for test P2 with N=200 (cells), $C_{cfl} = 0.2$, and first-order advection: (a) density; (b) velocity; (d) internal-energy; and (c) pressure.

A.3 the comparision between the numerical results of the IMPICE method and conservative cell-centered ICE. Conservative cell-centered ICE denotes the method that is implemented using cell-centered ICE of Kashiwa et al. [68] described in Section 6.1.2 which conserves mass, linear momentum and total energy. From the results in Figures 6.1–6.6 and Appendix A.3, it may be seen that the use of conservation form improves the solution profiles. It can also be seen that, there are no existing oscillations at the shock-front in the numerical solutions of the IMPICE method. This results from the application of slope limiters in the data reconstruction of the Riemann problem as shown in Appendix A.3. In short, the results in 6.1–6.6 and Appendix A.3 show that the use of conservation form improves the solution profiles and the reconstruction of
Figure 6.3. Production ICE and IMPICE numerical solutions for test P3 with N=800 (cells), $C_{cfl} = 0.2$, and first-order advection: (a) density; (b) velocity; (d) internal-energy; and (c) pressure.

the Riemann problem with the slope limiters helps to eliminate the nonphysical oscillations.

### 6.6 Accuracy in Space and Time

#### 6.6.1 Temporal Error

Let $\mathbf{le}^U(t_{n+1})$ be the time integration error in $\mathbf{U}$ introduced at the cell centers over the step $[t_n, t_{n+1}]$ of the IMPICE method. The time integration error per step at cell $j$ is then given by:

$$
\mathbf{le}_j^U(t_{n+1}) = \mathbf{U}_j\left[t_{n+1}; t_n, \mathbf{U}^n_j\right] - \mathbf{U}^{n+1}_j,
$$

(6.55)
Figure 6.4. Production ICE and IMPICE numerical solutions for test P4 with N=200 (cells), $C_{cfl} = 0.2$, and first-order advection: (a) density; (b) velocity; (d) internal-energy; and (c) pressure.

where $\mathbf{U}_j[t_{n+1}; t_n, \mathbf{U}_j^n]$ is the exact cell value at $t_{n+1}$ if the exact cell value at $t_n$ is $\mathbf{U}_j^n$. From Equation (6.25), the exact cell value $\mathbf{U}_j[t_{n+1}; t_n, \mathbf{U}_j^n]$ is given by:

$$
\mathbf{U}_j[t_{n+1}; t_n, \mathbf{U}_j^n] = \mathbf{U}_j^n - \frac{\Delta t}{\Delta x} \left( \mathbf{F}_{j+\frac{1}{2}}(t_n) - \mathbf{F}_{j-\frac{1}{2}}(t_n) \right),
$$

(6.56)

where $\mathbf{F}_{j+\frac{1}{2}}(t_n)$ is defined in (6.29). On the other hand, the IMPICE solution at $t_{n+1}$ is:

$$
\mathbf{U}_j^{n+1} = \mathbf{U}_j^n - \frac{\Delta t}{\Delta x} \left( \mathbf{F}_{IMPICE}^{j+\frac{1}{2}}(t_n) - \mathbf{F}_{IMPICE}^{j-\frac{1}{2}}(t_n) \right),
$$

(6.57)

where:
Figure 6.5. Production ICE and IMPICE numerical solutions for test P5 with $N=200$ (cells), $C_{cfl} = 0.2$, and first-order advection: (a) density; (b) velocity; (d) internal-energy; and (c) pressure.

\[ F_{j+\frac{1}{2}}^{IMPICE}(t_n) = u^*_j \left( \frac{U}{2} \right)^n + \begin{bmatrix} 0 \\ p^*_{j+\frac{1}{2}} \\ u^*_{j+\frac{1}{2}} p^*_{j+\frac{1}{2}} \end{bmatrix} . \] (6.58)

Therefore:

\[ le_j^U(t_{n+1}) = \frac{\Delta t}{\Delta x} \left[ (F_{j+\frac{1}{2}}^{IMPICE}(t_n) - F_{j+\frac{1}{2}}(t_n)) - (F_{j-\frac{1}{2}}^{IMPICE}(t_n) - F_{j-\frac{1}{2}}(t_n)) \right]. \] (6.59)

From Equations (6.29) and (6.58), we have:
Figure 6.6. Production ICE and IMPICE numerical solutions for Shu and Osher test problem with N=1600 (cells), $C_{cfl} = 0.2$, and first-order advection: (a) density and (b) velocity.

\[ F_{j+\frac{1}{2}}(t_n) - F_{j+\frac{1}{2}}^{\text{IMPICE}}(t_n) = n_{j+\frac{1}{2}} \left( \frac{1}{\Delta t} \int_{t_{n-1}}^{t_n} U(x_{j+\frac{1}{2}}, t) dt - \langle U \rangle_{j+\frac{1}{2}} \right) \]

\[ + \left( u_{j+\frac{1}{2}} - u_s^{*} \right) \langle U \rangle_{j+\frac{1}{2}} + \left[ 0 \right] + \left[ p_{j+\frac{1}{2}} - p_s^{*} \right] + O(\Delta t^2). \]  \hspace{1cm} (6.60)

As \( u_{j+\frac{1}{2}} - u_s^{*} = O(\Delta t^2) \) and \( p_{j+\frac{1}{2}} - p_s^{*} = O(\Delta t^2) \), we then have:

\[ F_{j+\frac{1}{2}}(t_n) - F_{j+\frac{1}{2}}^{\text{IMPICE}}(t_n) = n_{j+\frac{1}{2}} \left( \frac{1}{\Delta t} \int_{t_{n-1}}^{t_n} U(x_{j+\frac{1}{2}}, t) dt - \langle U \rangle_{j+\frac{1}{2}} \right) + O(\Delta t^2). \]  \hspace{1cm} (6.61)

By considering the expansion of \( U(x_{j+\frac{1}{2}}, t) \) about \( \langle U \rangle_{j+\frac{1}{2}} \):

\[ U(x_{j+\frac{1}{2}}, t) = \langle U \rangle_{j+\frac{1}{2}} + (t - t_n) \left( \langle U \rangle_{j+\frac{1}{2}} \right)_t + \frac{(t - t_n)^2}{2} \left( \langle U \rangle_{j+\frac{1}{2}} \right)_{tt} + \ldots, \]  \hspace{1cm} (6.62)
Equation (6.61) now becomes:

$$F_{j+\frac{1}{2}}(t_n) - F_{j+\frac{1}{2}}^{IMPICE}(t_n) = \frac{\Delta t}{2} u_{j+\frac{1}{2}}^{n+\frac{1}{2}} \left( \langle U \rangle_{j+\frac{1}{2}}^n \right)_t + O(\Delta t^2).$$

(6.63)

Therefore:

$$\left( F_{j+\frac{1}{2}}^{IMPICE}(t_n) - F_{j+\frac{1}{2}}(t_n) \right) - \left( F_{j-\frac{1}{2}}^{IMPICE}(t_n) - F_{j-\frac{1}{2}}(t_n) \right) = \frac{\Delta t}{2} \left[ u_{j+\frac{1}{2}}^{n+\frac{1}{2}} \left( \langle U \rangle_{j+\frac{1}{2}}^n \right)_t - u_{j-\frac{1}{2}}^{n+\frac{1}{2}} \left( \langle U \rangle_{j-\frac{1}{2}}^n \right)_t \right] + O(\Delta t^2).$$

(6.64)

(6.65)

From Equations (6.59) and (6.65), \( \text{le}^U_j(t_n) \) is second-order in \( \Delta t \) for a fixed \( \Delta x \). Therefore, \( \text{et}^U_j(T_e) \) is first-order in \( \Delta t \).

As discussed in Chapter 4, the overall temporal error at cell \( j \) at \( t_n \) is given by:

$$\text{et}^U_j(t_n) = U_j \left[ t_n; t_0, U^0_j \right] - U^n_j.$$

(6.66)

In order to calculate the overall temporal error at \( T_e \) in Equation (6.66), we need to determine the IMPICE time-integrated exact solution \( U_j \left[ T_e; t_0, U^0_j \right] \). As we do not have the exact solution \( U_j \left[ T_e; t_0, U^0_j \right] \), we assume that the calculated solution \( U^n_j \) converges to the time-integrated exact solution \( U_j \left[ T_e; t_0, U^0_j \right] \) when reducing \( C_{cfl} \). Therefore, we use a highly resolved solution as the time-integrated exact solution \( U_j \left[ T_e; t_0, U^0_j \right] \) with \( C_{cfl} = 0.0001 \). This solution meets the criterion mentioned in Greenough and Rider [42] that the grid converged solutions should be at least 8 times finer than the finest grid examined for error. The temporal error norms and their orders of accuracy of the conserved and primitive variables for the above test cases at \( T_e \) are shown in Table 6.2. The results in Table 6.2 show that the orders of accuracy of the conserved variables for these test cases are very close to one; this is consistent with the above analysis. The orders of accuracy of the primitive variables are also very close to one. With the result of the method with first-order-in-time shown in Appendix A.2, we may confirm that we do indeed get first-order convergence in the case of smooth solutions.

### 6.6.2 Spatial Error

With the linear spatial discretization as discussed above, the spatial error of the vector of conserved variables \( U \) is first-order in \( \Delta x \). As discussed in Chapter 4, the overall spatial error at cell \( j \) at \( t_n \) is given by:

$$\text{es}^U_j(t_n) = U(x_j, t_n) - U_j \left[ t_n; t_0, U^0_j \right].$$

(6.67)
Table 6.2. Temporal Error: $L_1$-norms and the order of accuracy $n$ of the conserved and primitive variables for the test cases in Table 6.1 using $N=200$ (cells). The time-integrated exact solutions $U_j\left[T_e; t_0, U_0^j\right]$ for the discretized problems of these test cases are obtained by using $C_{cfl} = 0.0001$. The notation $aE-b$ used here stands for $a \times 10^{-b}$.

<table>
<thead>
<tr>
<th></th>
<th>$C_{cfl}$</th>
<th>$|\cdot|_{L_1}$</th>
<th>$n$</th>
<th>$|\cdot|_{L_1}$</th>
<th>$n$</th>
<th>$|\cdot|_{L_1}$</th>
<th>$n$</th>
<th>$|\cdot|_{L_1}$</th>
<th>$n$</th>
<th>$|\cdot|_{L_1}$</th>
<th>$n$</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1</td>
<td>0.4</td>
<td>6.92E-04</td>
<td>—</td>
<td>5.71E-04</td>
<td>—</td>
<td>1.16E-03</td>
<td>—</td>
<td>1.05E-03</td>
<td>—</td>
<td>4.42E-04</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>0.2</td>
<td>3.37E-04</td>
<td>1.04</td>
<td>2.74E-04</td>
<td>1.06</td>
<td>5.54E-04</td>
<td>1.07</td>
<td>5.14E-04</td>
<td>1.03</td>
<td>2.11E-04</td>
<td>1.07</td>
</tr>
<tr>
<td></td>
<td>0.1</td>
<td>1.67E-04</td>
<td>1.01</td>
<td>1.36E-04</td>
<td>1.01</td>
<td>2.76E-04</td>
<td>1.00</td>
<td>2.55E-04</td>
<td>1.00</td>
<td>1.05E-04</td>
<td>1.00</td>
</tr>
<tr>
<td></td>
<td>0.05</td>
<td>8.36E-05</td>
<td>1.00</td>
<td>6.82E-05</td>
<td>1.00</td>
<td>1.39E-04</td>
<td>1.00</td>
<td>1.27E-04</td>
<td>1.00</td>
<td>5.29E-05</td>
<td>1.00</td>
</tr>
<tr>
<td>P2</td>
<td>0.4</td>
<td>1.53E-03</td>
<td>—</td>
<td>1.42E-03</td>
<td>—</td>
<td>3.15E-03</td>
<td>—</td>
<td>1.98E-03</td>
<td>—</td>
<td>1.11E-03</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>0.2</td>
<td>7.55E-04</td>
<td>1.02</td>
<td>6.96E-04</td>
<td>1.03</td>
<td>1.56E-03</td>
<td>1.01</td>
<td>9.90E-04</td>
<td>1.00</td>
<td>5.55E-04</td>
<td>1.00</td>
</tr>
<tr>
<td></td>
<td>0.1</td>
<td>3.74E-04</td>
<td>1.01</td>
<td>3.45E-04</td>
<td>1.01</td>
<td>7.78E-04</td>
<td>1.01</td>
<td>4.93E-04</td>
<td>1.00</td>
<td>2.76E-04</td>
<td>1.00</td>
</tr>
<tr>
<td></td>
<td>0.05</td>
<td>1.86E-04</td>
<td>1.01</td>
<td>1.71E-04</td>
<td>1.01</td>
<td>3.88E-04</td>
<td>1.00</td>
<td>2.46E-04</td>
<td>1.00</td>
<td>1.38E-04</td>
<td>1.00</td>
</tr>
<tr>
<td>P3</td>
<td>0.4</td>
<td>1.08E-02</td>
<td>—</td>
<td>2.18E-01</td>
<td>—</td>
<td>3.44E-00</td>
<td>—</td>
<td>3.12E-02</td>
<td>—</td>
<td>6.61E-01</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>0.2</td>
<td>5.20E-03</td>
<td>1.06</td>
<td>1.04E-01</td>
<td>1.06</td>
<td>1.63E-00</td>
<td>1.08</td>
<td>1.53E-02</td>
<td>1.03</td>
<td>3.11E-01</td>
<td>1.09</td>
</tr>
<tr>
<td></td>
<td>0.1</td>
<td>2.57E-03</td>
<td>1.02</td>
<td>5.16E-02</td>
<td>1.02</td>
<td>8.06E-01</td>
<td>1.02</td>
<td>7.64E-03</td>
<td>1.00</td>
<td>1.53E-01</td>
<td>1.02</td>
</tr>
<tr>
<td></td>
<td>0.05</td>
<td>1.27E-03</td>
<td>1.02</td>
<td>2.55E-02</td>
<td>1.01</td>
<td>4.00E-01</td>
<td>1.01</td>
<td>3.81E-03</td>
<td>1.01</td>
<td>7.59E-02</td>
<td>1.01</td>
</tr>
<tr>
<td>P4</td>
<td>0.4</td>
<td>3.94E-02</td>
<td>—</td>
<td>3.24E-01</td>
<td>—</td>
<td>5.26E-00</td>
<td>—</td>
<td>1.85E-02</td>
<td>—</td>
<td>2.05E-00</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>0.2</td>
<td>1.94E-02</td>
<td>1.02</td>
<td>1.59E-01</td>
<td>1.03</td>
<td>2.59E-00</td>
<td>1.02</td>
<td>8.87E-03</td>
<td>1.06</td>
<td>9.76E-00</td>
<td>1.07</td>
</tr>
<tr>
<td></td>
<td>0.1</td>
<td>9.45E-03</td>
<td>1.04</td>
<td>7.90E-02</td>
<td>1.01</td>
<td>1.26E-00</td>
<td>1.04</td>
<td>4.41E-03</td>
<td>1.01</td>
<td>4.85E-01</td>
<td>1.01</td>
</tr>
<tr>
<td></td>
<td>0.05</td>
<td>5.01E-03</td>
<td>0.91</td>
<td>3.94E-02</td>
<td>1.00</td>
<td>6.10E-01</td>
<td>1.05</td>
<td>2.23E-03</td>
<td>0.98</td>
<td>2.47E-01</td>
<td>0.98</td>
</tr>
<tr>
<td>P5</td>
<td>0.4</td>
<td>2.11E-03</td>
<td>—</td>
<td>3.53E-03</td>
<td>—</td>
<td>6.32E-03</td>
<td>—</td>
<td>1.39E-03</td>
<td>—</td>
<td>1.64E-03</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>0.2</td>
<td>1.04E-03</td>
<td>1.02</td>
<td>1.75E-03</td>
<td>1.02</td>
<td>3.21E-03</td>
<td>0.98</td>
<td>7.25E-04</td>
<td>0.94</td>
<td>8.55E-03</td>
<td>0.94</td>
</tr>
<tr>
<td></td>
<td>0.1</td>
<td>5.18E-04</td>
<td>1.01</td>
<td>8.67E-04</td>
<td>1.01</td>
<td>1.61E-03</td>
<td>1.00</td>
<td>3.66E-04</td>
<td>0.98</td>
<td>4.30E-04</td>
<td>0.99</td>
</tr>
<tr>
<td></td>
<td>0.05</td>
<td>2.58E-04</td>
<td>1.01</td>
<td>4.32E-04</td>
<td>1.01</td>
<td>8.03E-04</td>
<td>1.00</td>
<td>1.83E-04</td>
<td>1.00</td>
<td>2.15E-04</td>
<td>1.00</td>
</tr>
</tbody>
</table>
In order to access the spatial errors of a test case, we need the exact solution \( U_j \left[ T_e; t_0, U_j^0 \right] \); see Equation (6.67). The result in Section 6.1.1 gives the rate at which the time integration computed solution approaches the true time integration solution, so a more accurate approximation to the exact solution \( U_j \left[ T_e; t_0, U_j^0 \right] \) might be obtained by comparing the numerical solution to a finer-mesh numerical solution. Therefore, we estimate the exact solution \( U_j \left[ T_e; t_0, U_j^0 \right] \) in Table 6.3 using the computed solutions of the IMPICE method with \( C_{cfl} = 0.025 \) and one with \( C_{cfl} = 0.0125 \).

The spatial error norms and their orders of accuracy for the above test cases at \( T_e \) are shown in Table 6.3.

Theoretically the spatial error order of accuracy is first-order. However it is shown in Table 6.3 that the order of accuracy is mostly below one due to the discontinuities in the solutions of these test cases. Greenough and Rider [42] mention earlier work showing less than first-order accuracy for the first-order version of Godunov’s method and suggest that this is due to the low resolution computed solutions being very different from the highly resolved solution. For reference purposes, we include in Appendices A.1 and A.2 of this dissertation the spatial errors and the orders of accuracy for the inviscid and viscous Burgers’ problems. For the inviscid Burgers’ problem, the order of accuracy is below one. For the viscous Burgers’ problem, the order is around one.

As numerical solutions obtained with first-order methods are diffusive and not accurate enough to be used for some large problems on relatively coarse grids – for example, the numerical solution to Shu and Osher test problem shown in Figure 6.6 – we raise the order of accuracy of the IMPICE method to second-order in both space and time in the following sections.

### 6.7 Higher-order Accuracy in Time

In order to raise the order of accuracy globally in time, we use the method of extrapolation to raise the order of accuracy locally. By raising the local order of accuracy of the temporal error to third-order, we raise the order of accuracy of the temporal error to second-order globally. The second-order-in-time IMPICE method is achieved using Richardson extrapolation. The steps in the IMPICE method with second-order temporal error to obtain the solution for next time step \( U_j^{n+1} \) from current time step solution \( U_j^n \) are:

- Perform one step of the first-order IMPICE method with stepsize \( \Delta t \) to obtain the solution \( U_1^n \) at \( t_{n+1} \).
- Perform two consecutive steps of the first-order IMPICE method with stepsize \( \frac{\Delta t}{2} \) to obtain the solution \( U_2^n \) at \( t_{n+1} \).
- Set the solution at \( t_{n+1} \) of second-order-in-time IMPICE method to \( \frac{2U_2^n - U_1^n}{U_j^{n+1}} \).
Table 6.3. Spatial Error: $L_1$-norms and the order of accuracy $m$ of the conserved and primitive variables for the test cases in Table 6.1. The exact solutions $U_j [T_e; t_0, U_j^0]$ are the converged numerical solutions discussed in Section 6.6.1.

<table>
<thead>
<tr>
<th></th>
<th>$N$</th>
<th>$| \rho(T_e) |_{L_1}$</th>
<th>$m$</th>
<th>$| \rho_u(T_e) |_{L_1}$</th>
<th>$m$</th>
<th>$| \rhoE(T_e) |_{L_1}$</th>
<th>$m$</th>
<th>$| \rhoE(T_e) |_{L_1}$</th>
<th>$m$</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1</td>
<td>100</td>
<td>1.38E-02</td>
<td>—</td>
<td>1.15E-02</td>
<td>—</td>
<td>2.68E-02</td>
<td>—</td>
<td>2.15E-02</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>200</td>
<td>9.16E-03 0.59</td>
<td>7.44E-03 0.63</td>
<td>1.56E-02 0.79</td>
<td>1.20E-02 0.84</td>
<td>6.10E-03 0.79</td>
<td>3.48E-03 0.81</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>400</td>
<td>5.83E-03 0.65</td>
<td>4.65E-03 0.68</td>
<td>9.10E-03 0.77</td>
<td>6.67E-03 0.85</td>
<td>3.48E-03 0.81</td>
<td>1.95E-03 0.84</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>800</td>
<td>3.68E-03 0.66</td>
<td>2.92E-03 0.67</td>
<td>5.29E-03 0.78</td>
<td>3.63E-03 0.88</td>
<td>1.95E-03 0.84</td>
<td>1.09E-03 0.84</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1600</td>
<td>2.40E-03 0.62</td>
<td>1.89E-03 0.62</td>
<td>3.06E-03 0.79</td>
<td>1.95E-03 0.90</td>
<td>1.09E-03 0.84</td>
<td>1.09E-03 0.84</td>
<td></td>
<td></td>
</tr>
<tr>
<td>P2</td>
<td>100</td>
<td>2.17E-02</td>
<td>—</td>
<td>1.89E-02</td>
<td>—</td>
<td>4.47E-02</td>
<td>—</td>
<td>2.83E-02</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>200</td>
<td>1.45E-02 0.58</td>
<td>1.26E-02 0.59</td>
<td>2.87E-02 0.64</td>
<td>1.63E-02 0.80</td>
<td>1.02E-02 0.71</td>
<td>1.02E-02 0.71</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>400</td>
<td>9.87E-03 0.55</td>
<td>8.93E-03 0.50</td>
<td>1.80E-02 0.67</td>
<td>9.25E-03 0.82</td>
<td>6.11E-03 0.74</td>
<td>6.11E-03 0.74</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>800</td>
<td>6.45E-03 0.61</td>
<td>5.98E-03 0.58</td>
<td>1.10E-02 0.71</td>
<td>5.15E-03 0.85</td>
<td>3.58E-03 0.77</td>
<td>3.58E-03 0.77</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1600</td>
<td>4.24E-03 0.60</td>
<td>4.13E-03 0.53</td>
<td>7.04E-03 0.64</td>
<td>3.13E-03 0.72</td>
<td>2.17E-03 0.72</td>
<td>2.17E-03 0.72</td>
<td></td>
<td></td>
</tr>
<tr>
<td>P3</td>
<td>100</td>
<td>1.80E-01</td>
<td>—</td>
<td>3.49E+00</td>
<td>—</td>
<td>8.06E+00</td>
<td>—</td>
<td>5.66E-01</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>200</td>
<td>1.47E-01 0.29</td>
<td>2.96E+00 0.24</td>
<td>4.84E+01 0.73</td>
<td>3.38E-01 0.72</td>
<td>6.93E+00 0.74</td>
<td>6.93E+00 0.74</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>400</td>
<td>1.09E-01 0.43</td>
<td>2.20E+00 0.43</td>
<td>3.48E+01 0.48</td>
<td>1.95E-01 0.79</td>
<td>4.10E+00 0.76</td>
<td>4.10E+00 0.76</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>800</td>
<td>7.60E-02 0.52</td>
<td>1.50E+00 0.55</td>
<td>2.26E+01 0.62</td>
<td>1.06E-01 0.87</td>
<td>2.33E+00 0.81</td>
<td>2.33E+00 0.81</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1600</td>
<td>5.44E-02 0.60</td>
<td>1.07E+00 0.49</td>
<td>1.29E+01 0.81</td>
<td>5.63E-02 0.92</td>
<td>1.25E+00 0.90</td>
<td>1.25E+00 0.90</td>
<td></td>
<td></td>
</tr>
<tr>
<td>P4</td>
<td>100</td>
<td>7.70E-01</td>
<td>—</td>
<td>6.80E+00</td>
<td>—</td>
<td>6.93E+01</td>
<td>—</td>
<td>2.11E-01</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>200</td>
<td>5.76E-01 0.42</td>
<td>5.21E+00 0.39</td>
<td>4.23E+01 0.71</td>
<td>9.28E-02 1.19</td>
<td>8.83E+00 0.97</td>
<td>8.83E+00 0.97</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>400</td>
<td>3.93E-01 0.55</td>
<td>3.46E+00 0.59</td>
<td>2.47E+01 0.77</td>
<td>5.32E-02 0.80</td>
<td>4.42E+00 1.00</td>
<td>4.42E+00 1.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>800</td>
<td>2.69E-01 0.55</td>
<td>2.39E+00 0.53</td>
<td>1.58E+01 0.65</td>
<td>2.47E-02 1.10</td>
<td>2.19E+00 1.01</td>
<td>2.19E+00 1.01</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1600</td>
<td>1.91E-01 0.50</td>
<td>1.67E+00 0.52</td>
<td>9.99E+00 0.66</td>
<td>1.41E-02 0.81</td>
<td>1.29E+00 0.76</td>
<td>1.29E+00 0.76</td>
<td></td>
<td></td>
</tr>
<tr>
<td>P5</td>
<td>100</td>
<td>3.90E-02</td>
<td>—</td>
<td>6.47E-02</td>
<td>—</td>
<td>1.53E-01</td>
<td>—</td>
<td>3.04E-02</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>200</td>
<td>3.00E-02 0.38</td>
<td>4.93E-02 0.39</td>
<td>8.37E-02 0.87</td>
<td>1.82E-02 0.74</td>
<td>2.10E-02 0.68</td>
<td>2.10E-02 0.68</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>400</td>
<td>2.03E-02 0.56</td>
<td>3.26E-02 0.60</td>
<td>5.19E-02 0.69</td>
<td>1.00E-02 0.86</td>
<td>1.16E-02 0.86</td>
<td>1.16E-02 0.86</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>800</td>
<td>1.41E-02 0.53</td>
<td>2.26E-02 0.53</td>
<td>3.52E-02 0.56</td>
<td>5.90E-03 0.77</td>
<td>6.95E-03 0.73</td>
<td>6.95E-03 0.73</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1600</td>
<td>9.80E-03 0.53</td>
<td>1.54E-02 0.55</td>
<td>2.17E-02 0.70</td>
<td>3.25E-03 0.86</td>
<td>3.82E-03 0.86</td>
<td>3.82E-03 0.86</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
The temporal error norms and the orders of accuracy of the conserved and primitive variables for the above test cases using the second-order-in-time IMPICE method are shown in Table 6.4. We use a highly resolved solution as the exact solution $U_j \left[T; t_0, U^0_j\right]$ by setting $C_{cfl} = 0.0001$ when calculating temporal errors. It is shown in Table 6.4 that the time integration accuracy for both conserved and primitive variables is very close to second-order.

In doing so, we note that this extrapolated method corresponds to the Runge-Kutta method whose positivity properties are described by Mehdizadeh Khalsaraei [87].

### 6.8 Higher-order Advection

The solutions with first-order accuracy of advection where advected quantities obtained from (6.18) are highly smeared at contact discontinuities. We have improved the spatial error accuracy of the IMPICE method by using a higher-order advection method. A higher-order Van Leer advection method is discussed in VanderHeyden and Kashiwa [127], in which the compatible fluxes are also derived for this type of advection method. There are several minor differences between the derivation of the face-centered advected quantity for IMPICE in this section and [127]. A higher-order advection scheme for IMPICE is derived based on a higher-order approximation of the advected quantities in (6.16). This is done by assuming that $U(x_j + \frac{1}{2}, t)$ in Equation (6.16) is not a constant for the time step $[t_n, t_{n+1}]$. The advection equations of conserved variables in the Eulerian phase in Section 6.4.2 are given by:

$$U_t + (uU)_x = 0. \quad (6.68)$$

In order to determine $U(x_{j+\frac{1}{2}}, t)$, we will use Equation (6.68) and the constructed values, $W^n_j(x, t)$, of primitive variables in the control volume $[x_{j-\frac{1}{2}}, x_{j+\frac{1}{2}}] \times [t_n, t_{n+1}]$. Within this control volume, the constructed values, $W^n_j(x, t)$, are obtained by using Taylor series:

$$W^n_j(x, t) = W^n_j + (x - x_j) \left(\frac{\partial W}{\partial x}\right)_j^n + (t - t_n) \left(\frac{\partial W}{\partial t}\right)_j^n + O(\Delta x^2, \Delta t^2). \quad (6.69)$$

In VanderHeyden and Kashiwa [127], the first-order term in time in the above Taylor series expansion is omitted. The extrapolated values at cell boundaries obtained by using the constructed values, $W^n_j(x, t)$, are:

$$W^n_j(x_{j-\frac{1}{2}}, t) = W^n_j - \frac{\Delta x}{2} \left(\frac{\partial W}{\partial x}\right)_j^n + (t - t_n) \left(\frac{\partial W}{\partial t}\right)_j^n + O(\Delta x^2, \Delta t^2), \quad (6.70)$$

$$W^n_j(x_{j+\frac{1}{2}}, t) = W^n_j + \frac{\Delta x}{2} \left(\frac{\partial W}{\partial x}\right)_j^n + (t - t_n) \left(\frac{\partial W}{\partial t}\right)_j^n + O(\Delta x^2, \Delta t^2). \quad (6.71)$$
Table 6.4. Temporal Error using the second-order-in-time IMPICE: $L_1$-norms and the order of accuracy $n$ of the conserved and primitive variables for the test cases in Table 6.1 using $N=200$ (cells). The exact solutions $U_j[T_e, t_0, U_j^0]$ for the discretized problems of these test cases are obtained by using $C_{cfl} = 0.0001$.

<table>
<thead>
<tr>
<th></th>
<th>$C_{cfl}$</th>
<th>$|\cdot|_{L_1}$</th>
<th>$n$</th>
<th>$|\cdot|_{L_1}$</th>
<th>$n$</th>
<th>$|\cdot|_{L_1}$</th>
<th>$n$</th>
<th>$|\cdot|_{L_1}$</th>
<th>$n$</th>
<th>$|\cdot|_{L_1}$</th>
<th>$n$</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1</td>
<td>0.4</td>
<td>6.64E-005</td>
<td>—</td>
<td>5.20E-005</td>
<td>—</td>
<td>1.63E-004</td>
<td>—</td>
<td>1.19E-004</td>
<td>—</td>
<td>6.75E-005</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>0.2</td>
<td>1.47E-005</td>
<td>2.17</td>
<td>1.16E-005</td>
<td>2.16</td>
<td>3.65E-005</td>
<td>2.15</td>
<td>2.71E-005</td>
<td>2.14</td>
<td>1.50E-005</td>
<td>2.17</td>
</tr>
<tr>
<td></td>
<td>0.1</td>
<td>2.90E-006</td>
<td>2.35</td>
<td>2.39E-006</td>
<td>2.29</td>
<td>7.44E-006</td>
<td>2.30</td>
<td>5.71E-006</td>
<td>2.25</td>
<td>3.03E-006</td>
<td>2.31</td>
</tr>
<tr>
<td></td>
<td>0.05</td>
<td>7.11E-007</td>
<td>2.03</td>
<td>5.98E-007</td>
<td>2.00</td>
<td>1.84E-006</td>
<td>2.01</td>
<td>1.46E-006</td>
<td>1.97</td>
<td>7.58E-007</td>
<td>2.00</td>
</tr>
<tr>
<td>P2</td>
<td>0.4</td>
<td>1.56E-005</td>
<td>—</td>
<td>2.33E-005</td>
<td>—</td>
<td>4.99E-005</td>
<td>—</td>
<td>4.10E-005</td>
<td>—</td>
<td>1.45E-005</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>0.2</td>
<td>4.89E-006</td>
<td>1.67</td>
<td>6.24E-006</td>
<td>1.90</td>
<td>1.50E-005</td>
<td>1.74</td>
<td>1.20E-005</td>
<td>1.77</td>
<td>4.72E-006</td>
<td>1.62</td>
</tr>
<tr>
<td></td>
<td>0.1</td>
<td>1.06E-006</td>
<td>2.21</td>
<td>1.49E-006</td>
<td>2.07</td>
<td>3.38E-006</td>
<td>2.15</td>
<td>2.90E-006</td>
<td>2.05</td>
<td>1.02E-006</td>
<td>2.21</td>
</tr>
<tr>
<td></td>
<td>0.05</td>
<td>2.92E-007</td>
<td>1.86</td>
<td>3.84E-007</td>
<td>1.96</td>
<td>9.04E-007</td>
<td>1.90</td>
<td>7.31E-007</td>
<td>1.99</td>
<td>2.88E-007</td>
<td>1.83</td>
</tr>
<tr>
<td>P3</td>
<td>0.4</td>
<td>2.26E-004</td>
<td>—</td>
<td>4.91E-003</td>
<td>—</td>
<td>3.11E-001</td>
<td>—</td>
<td>4.96E-003</td>
<td>—</td>
<td>1.27E-001</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>0.2</td>
<td>6.05E-005</td>
<td>1.90</td>
<td>1.27E-003</td>
<td>1.95</td>
<td>7.49E-005</td>
<td>2.05</td>
<td>1.18E-003</td>
<td>2.08</td>
<td>3.01E-002</td>
<td>2.07</td>
</tr>
<tr>
<td></td>
<td>0.1</td>
<td>2.07E-005</td>
<td>1.55</td>
<td>3.82E-004</td>
<td>1.74</td>
<td>2.10E-002</td>
<td>1.84</td>
<td>3.39E-004</td>
<td>1.79</td>
<td>8.30E-003</td>
<td>1.86</td>
</tr>
<tr>
<td></td>
<td>0.05</td>
<td>7.32E-006</td>
<td>1.50</td>
<td>1.19E-004</td>
<td>1.68</td>
<td>6.80E-003</td>
<td>1.63</td>
<td>1.10E-004</td>
<td>1.62</td>
<td>2.88E-003</td>
<td>1.53</td>
</tr>
<tr>
<td>P4</td>
<td>0.4</td>
<td>5.99E-003</td>
<td>—</td>
<td>3.38E-002</td>
<td>—</td>
<td>9.27E-001</td>
<td>—</td>
<td>1.88E-003</td>
<td>—</td>
<td>3.93E-001</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>0.2</td>
<td>1.65E-003</td>
<td>1.86</td>
<td>1.08E-002</td>
<td>1.65</td>
<td>2.35E-001</td>
<td>1.98</td>
<td>6.42E-004</td>
<td>1.55</td>
<td>1.07E-001</td>
<td>1.88</td>
</tr>
<tr>
<td></td>
<td>0.1</td>
<td>6.23E-004</td>
<td>1.41</td>
<td>4.25E-003</td>
<td>1.35</td>
<td>6.67E-001</td>
<td>1.81</td>
<td>2.56E-004</td>
<td>1.32</td>
<td>4.06E-002</td>
<td>1.40</td>
</tr>
<tr>
<td></td>
<td>0.05</td>
<td>2.37E-004</td>
<td>1.40</td>
<td>1.55E-003</td>
<td>1.46</td>
<td>2.10E-002</td>
<td>1.67</td>
<td>9.33E-004</td>
<td>1.46</td>
<td>1.40E-002</td>
<td>1.54</td>
</tr>
<tr>
<td>P5</td>
<td>0.4</td>
<td>3.11E-005</td>
<td>—</td>
<td>5.99E-005</td>
<td>—</td>
<td>2.94E-004</td>
<td>—</td>
<td>8.45E-005</td>
<td>—</td>
<td>1.14E-004</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>0.2</td>
<td>7.00E-006</td>
<td>2.15</td>
<td>1.44E-005</td>
<td>2.06</td>
<td>6.69E-005</td>
<td>2.13</td>
<td>2.02E-005</td>
<td>2.06</td>
<td>2.62E-005</td>
<td>2.13</td>
</tr>
<tr>
<td></td>
<td>0.1</td>
<td>1.91E-006</td>
<td>1.87</td>
<td>3.72E-006</td>
<td>1.95</td>
<td>1.84E-005</td>
<td>1.86</td>
<td>5.44E-006</td>
<td>1.89</td>
<td>7.19E-006</td>
<td>1.87</td>
</tr>
<tr>
<td></td>
<td>0.05</td>
<td>4.54E-007</td>
<td>2.08</td>
<td>8.77E-007</td>
<td>2.08</td>
<td>3.96E-006</td>
<td>2.22</td>
<td>1.11E-006</td>
<td>2.29</td>
<td>1.52E-006</td>
<td>2.25</td>
</tr>
</tbody>
</table>
Therefore, there are two existing extrapolated values at the cell boundary at \( x_{j+\frac{1}{2}} \) for the time interval \([t_n, t_{n+1}]\). These values are denoted as \( W_j^n(x_{j+\frac{1}{2}}, t) \) and \( W_{j+1}^n(x_{j+\frac{1}{2}}, t) \), and one may be chosen for the face-centered value based on the face-centered fluxing velocity at this cell boundary. The value of the vector of primitive variables at face-center is determined using:

\[
W(x_{j+\frac{1}{2}}, t) = \begin{cases} 
W_{j+1}^n(x_{j+\frac{1}{2}}, t) & \text{if } (u_{j+\frac{1}{2}}^* < 0) \\
W_j^n(x_{j+\frac{1}{2}}, t) & \text{otherwise.}
\end{cases}
\]  

(6.72)

Now, as the extrapolated primitive variables at the cell boundary at \( x_{j+\frac{1}{2}} \) are readily available, we will show how to obtain the vector of advected quantities in \((6.16)\). We derive the advected quantities for the case \( u_{j+\frac{1}{2}}^* > 0 \). The advected quantities for the case \( u_{j+\frac{1}{2}}^* < 0 \) are derived similarly. The vector of advected quantities \( \langle U \rangle_{j+\frac{1}{2}}^n \) includes \( \langle \rho \rangle_{j+\frac{1}{2}}^n, \langle \rho u \rangle_{j+\frac{1}{2}}^n \) and \( \langle \rho E \rangle_{j+\frac{1}{2}}^n \).

Equation \((6.68)\) is rewritten as follows:

\[
\begin{align*}
\frac{\partial \rho}{\partial t} & = -u \frac{\partial \rho}{\partial x} - \rho \frac{\partial u}{\partial x}; \\
\frac{\partial u}{\partial t} & = -u \frac{\partial u}{\partial x}, \\
\frac{\partial E}{\partial t} & = -u \frac{\partial E}{\partial x}.
\end{align*}
\]  

(6.73)  

(6.74)  

(6.75)

Equations \((6.71)\) and \((6.73)-(6.75)\) are used to derive the mass advected quantity in Equation \((6.16)\); for the case of \( u_{j+\frac{1}{2}}^* > 0 \), we have:

\[
\langle \rho \rangle_{j+\frac{1}{2}}^n = \frac{1}{\Delta t} \int_{t_n}^{t_{n+1}} \rho(x_{j+\frac{1}{2}}, t) dt \\
= \frac{1}{\Delta t} \int_{t_n}^{t_{n+1}} \left( \rho_j^n + \frac{\Delta x}{2} \left( \frac{\partial \rho}{\partial x} \right)_j^n + (t - t_n) \left( \frac{\partial \rho}{\partial t} \right)_j^n \right) dt + O(\Delta x^2, \Delta t^2) \\
= \rho_j^n + \frac{\Delta x}{2} \left( \frac{\partial \rho}{\partial x} \right)_j^n + \frac{\Delta t}{2} \left( \frac{\partial \rho}{\partial t} \right)_j^n + O(\Delta x^2, \Delta t^2) \\
= \rho_j^n + \frac{\Delta x}{2} \left( \frac{\partial \rho}{\partial x} \right)_j^n - \frac{\Delta t}{2} u_j^n \left( \frac{\partial \rho}{\partial x} \right)_j^n + \rho_j^n \left( \frac{\partial u}{\partial x} \right)_j^n + O(\Delta x^2, \Delta t^2).
\]

Therefore:

\[
\langle \rho \rangle_{j+\frac{1}{2}}^n = \rho_j^n + \left( \frac{\Delta x}{2} - u_j^n \frac{\Delta t}{2} \right) \left( \frac{\partial \rho}{\partial x} \right)_j^n - \frac{\Delta t}{2} \rho_j^n \left( \frac{\partial u}{\partial x} \right)_j^n + O(\Delta x^2, \Delta t^2).  
\]  

(6.76)
The fluxed momentum at the face-center is then given by:

\[
\rho u(x_{j+\frac{1}{2}}, t) = \left( \rho_j^n + \frac{\Delta x}{2} \left( \frac{\partial \rho}{\partial x} \right)_j^n + (t-t_n) \left( \frac{\partial \rho}{\partial t} \right)_j^n \right) \times \left( u_j^n + \frac{\Delta x}{2} \left( \frac{\partial u}{\partial x} \right)_j^n + (t-t_n) \left( \frac{\partial u}{\partial t} \right)_j^n \right) + O(\Delta x^2, \Delta t^2)
\]

\[
= \left( \rho_j^n + \frac{\Delta x}{2} \left( \frac{\partial \rho}{\partial x} \right)_j^n + (t-t_n) \left( \frac{\partial \rho}{\partial t} \right)_j^n \right) u_j^n + \rho_j^n \left( \frac{\Delta x}{2} \left( \frac{\partial u}{\partial x} \right)_j^n + (t-t_n) \left( \frac{\partial u}{\partial t} \right)_j^n \right) \left( \frac{\Delta x}{2} \left( \frac{\partial u}{\partial x} \right)_j^n + (t-t_n) \left( \frac{\partial u}{\partial t} \right)_j^n \right) + O(\Delta x^2, \Delta t^2).
\]

The fluxed momentum at the face-center is then given by:

\[
\langle \rho u \rangle_{j+\frac{1}{2}}^n = \frac{1}{\Delta t} \int_{t_n}^{t_{n+1}} \rho u(x_{j+\frac{1}{2}}, t) dt
\]

\[
= \langle \rho \rangle_{j+\frac{1}{2}}^n u_j^n + \rho_j^n \left( \frac{\Delta x}{2} - u_j^n \frac{\Delta t}{2} \right) \left( \frac{\partial u}{\partial x} \right)_j^n + \frac{\Delta x}{2} \left( \frac{\partial \rho}{\partial x} \right)_j^n \left( \frac{\Delta x}{2} - u_j^n \frac{\Delta t}{2} \right) \left( \frac{\partial u}{\partial x} \right)_j^n + \Delta x \frac{\Delta t}{2} \frac{\partial u}{\partial x} \frac{\partial n}{\partial t} \left( \frac{\partial u}{\partial t} \right)_j^n + O(\Delta x^2, \Delta t^2).
\]

This gives us the approximation:

\[
\langle \rho u \rangle_{j+\frac{1}{2}}^{n+1} = \langle \rho \rangle_{j+\frac{1}{2}}^n u_j^n + \rho_j^n \left( \frac{\Delta x}{2} - u_j^n \frac{\Delta t}{2} \right) \left( \frac{\partial u}{\partial x} \right)_j^n + O(\Delta x \Delta t) + O(\Delta x^2, \Delta t^2). \tag{6.77}
\]

With a similar derivation, we also have:

\[
\langle \rho E \rangle_{j+\frac{1}{2}}^{n+1} = \langle \rho \rangle_{j+\frac{1}{2}}^n E_j^n + \rho_j^n \left( \frac{\Delta x}{2} - u_j^n \frac{\Delta t}{2} \right) \left( \frac{\partial E}{\partial x} \right)_j^n + O(\Delta x \Delta t) + O(\Delta x^2, \Delta t^2). \tag{6.78}
\]

We thus obtain second-order accuracy in space if \(C_{cfl}\) remains constant. Equations (6.76), (6.77), and (6.78) are used to calculate the face-centered fluxed quantities for the time step \([t_n, t_{n+1}]\) when the face-centered fluxing velocity, \(u_{j+\frac{1}{2}}^n\), is greater than 0. A set of similar equations can be easily derived for the case when the fluxing velocity is less than 0. However, when using these equations to estimate the face-centered advected quantities, we need to have numerical estimations for \(\left( \frac{\partial \rho}{\partial x} \right)_j^n, \left( \frac{\partial u}{\partial x} \right)_j^n, \text{ and } \left( \frac{\partial E}{\partial x} \right)_j^n\). These spatial numerical derivatives are limited
to eliminate artificial extrema and preserve monotonicity [127]. In this chapter, we choose one
limiter from one-parameter family of minmod limiters [54, 131],

\[
\left( \frac{\partial W}{\partial x} \right)_j^n = \text{minmod}(\theta \frac{W_j^n - W_{j-1}^n}{\Delta x}, \frac{W_{j+1}^n - W_{j-1}^n}{2\Delta x}, \theta \frac{W_{j+1}^n - W_j^n}{\Delta x}),
\] (6.79)

to estimate the spatial derivatives of primitive variables by setting \( \theta = 1 \). Note that, the
minmod limiter in (6.79) is applied component-wise where the multivariable minmod limiter
for a scalar quantity is defined as:

\[
\text{minmod}(z_1, z_2, z_3, ...) = \begin{cases} 
\min(z_1, z_2, z_3, ...) & \text{if } (z_j > 0 \ \forall j) \\
\max(z_1, z_2, z_3, ...) & \text{if } (z_j < 0 \ \forall j) \\
0 & \text{otherwise.}
\end{cases}
\] (6.80)

The numerical solution of Shu and Osher test problem in Figure 6.7 is obtained using the
second-order-in-space IMPICE method. Comparing to the numerical solution of this problem
in Figure 6.6, the solution using the second-order-in-space IMPICE method is less diffusive and
more accurate.

The spatial error norms and the orders of accuracy for the test cases in Table 6.1 using the
second-order-in-space IMPICE method are shown in Table 6.5. When calculating the spatial
errors, we use the converged numerical solutions of these test problems as described in Section
6.6.2 for the exact solutions.

The result in Table 6.5 shows that the second-order-in-space IMPICE method does reduce
the spatial errors and increase the orders of accuracy in both conserved and primitive variables.
However, the orders of spatial accuracy are not close to second-order as expected, but degenerate
into first-order and below. The observation concurs with those of Greenough and Rider [42] in
that when discontinuities are present high-order methods may not always deliver the expected
advantages and may reduce their order of accuracy to first-order. In addition, Berzins [12]
shows how unless there is sufficient resolution in terms of meshpoints in a front then the
positivity preservation will tend to favor the use of lower order methods. We also would like
to estimate the spatial error in the numerical solutions of the Shu and Osher test problem.
Since the analytic solution to the Shu and Osher test problem is not readily available, a highly
resolved numerical solution is used to estimate the integral term in Equation (4.27) when
calculating spatial errors. The highly resolved numerical solution is generated from running
the second-order-in-space IMPICE method with \( N = 25,600 \) (cells) and \( C_{cfl} = 0.2 \). The exact
cell average in Equation (4.27), \( \frac{1}{\Delta x} \int_{x_{j-1/2}}^{x_{j+1/2}} U(x, t_n)dx, \) is the numerical integration obtained from
the highly resolved solution while the exact solution of time integration, \( U_j \left[ t_n; t_0, U_j^0 \right], \) is the
Table 6.5. Spatial Error using the second-order-in-space IMPICE: $L_1$-norms and the order of accuracy $m$ of the conserved and primitive variables for the test cases in Table 6.1. The exact solutions $U_j \left[T_e; t_0, U^0_j\right]$ are the converged numerical solutions as described in Section 6.6.2.

<table>
<thead>
<tr>
<th></th>
<th>$||_{L_1}$</th>
<th>$m$</th>
<th>$||_{L_1}$</th>
<th>$m$</th>
<th>$||_{L_1}$</th>
<th>$m$</th>
<th>$||_{L_1}$</th>
<th>$m$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>7.10E-003</td>
<td>1.50E-002</td>
<td>1.25E-002</td>
<td>5.72E-003</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>200</td>
<td>4.10E-003</td>
<td>7.37E-003</td>
<td>6.02E-003</td>
<td>2.81E-003</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>400</td>
<td>2.23E-003</td>
<td>3.70E-003</td>
<td>2.85E-003</td>
<td>1.36E-003</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>800</td>
<td>1.21E-003</td>
<td>1.87E-003</td>
<td>1.31E-003</td>
<td>6.50E-004</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1600</td>
<td>7.21E-004</td>
<td>9.33E-004</td>
<td>5.83E-004</td>
<td>3.14E-004</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>9.92E-003</td>
<td>2.07E-002</td>
<td>1.50E-002</td>
<td>7.39E-003</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>200</td>
<td>5.49E-003</td>
<td>1.14E-002</td>
<td>7.28E-003</td>
<td>3.72E-003</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>400</td>
<td>3.39E-003</td>
<td>6.18E-003</td>
<td>3.51E-003</td>
<td>1.85E-003</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>800</td>
<td>1.94E-003</td>
<td>3.25E-003</td>
<td>1.63E-003</td>
<td>9.11E-004</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1600</td>
<td>1.15E-003</td>
<td>1.94E-003</td>
<td>9.91E-004</td>
<td>5.15E-004</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>8.56E-002</td>
<td>5.34E+001</td>
<td>3.38E-001</td>
<td>8.03E+000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>200</td>
<td>6.35E-002</td>
<td>2.70E+001</td>
<td>2.36E-001</td>
<td>4.47E+000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>400</td>
<td>4.01E-002</td>
<td>1.83E+001</td>
<td>1.36E-001</td>
<td>2.64E+000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>800</td>
<td>2.57E-002</td>
<td>1.08E+001</td>
<td>6.97E-002</td>
<td>1.39E+000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1600</td>
<td>1.76E-002</td>
<td>4.66E+000</td>
<td>3.50E-002</td>
<td>7.01E-001</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>3.57E-001</td>
<td>4.97E+001</td>
<td>1.17E-001</td>
<td>1.33E+001</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>200</td>
<td>2.80E-001</td>
<td>3.62E+001</td>
<td>7.85E-002</td>
<td>9.76E+000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>400</td>
<td>1.74E-001</td>
<td>1.83E+001</td>
<td>1.36E-001</td>
<td>5.91E+000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>800</td>
<td>1.11E-001</td>
<td>1.67E+001</td>
<td>2.87E-002</td>
<td>4.27E+000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1600</td>
<td>7.12E-002</td>
<td>1.01E+001</td>
<td>1.81E-002</td>
<td>2.62E+000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>1.63E-002</td>
<td>9.54E+002</td>
<td>1.90E-002</td>
<td>1.99E+002</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>200</td>
<td>1.25E-002</td>
<td>4.14E+002</td>
<td>1.02E-002</td>
<td>1.08E+002</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>400</td>
<td>7.55E-003</td>
<td>2.30E+002</td>
<td>4.82E+003</td>
<td>5.10E+003</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>800</td>
<td>4.63E-003</td>
<td>1.48E+002</td>
<td>2.55E+003</td>
<td>2.72E+003</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1600</td>
<td>2.86E-003</td>
<td>8.10E+002</td>
<td>1.20E+003</td>
<td>1.28E+003</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Figure 6.7. The second-order-in-space IMPICE numerical solution for Shu and Osher test problem with \(N=1600\) (cells) and \(C_{cfl}=0.2\): (a) density and (b) velocity.

As shown in Table 6.6, there is also a degeneration in the orders of accuracy for the result of the Shu and Osher test problem when the mesh size \(N\) is below 1600 and an improvement in its orders when the mesh size \(N\) is above 1600. This result is consistent with that of Greenough and Rider [42]. The numerical results of the second-order-in-space IMPICE for inviscid and viscous Burgers’ problem are included in Appendices A.1 and A.2. The spatial error norms and the orders of accuracy for the numerical solutions of the inviscid Burgers’ problem obtained from using the second-order-in-space IMPICE method included in Appendix A.1 show that the orders of convergence are not very close to second-order. However, the orders of convergence for the numerical solutions of the viscous Burgers’ problem using the second-order-in-space IMPICE method included in Appendix A.2 are close to second-order for the cases of \(\epsilon = 0.05\) and \(\epsilon = 0.01\) as the solutions for these cases are smooth as shown in Appendix A.2. But the orders degenerate into first-order for the case of \(\epsilon = 0.0001\). This is due to the development of the smooth steep front that appears close to a discontinuity in the solution of the viscous
Table 6.6. Spatial Error using the second-order-in-space IMPICE: $L_1$-norms and the order of accuracy $m$ of the conserved and primitive variables for Shu and Osher test problem. The exact solutions $U_j \left[ T_e; t_0, U_j^0 \right]$ are the converged numerical solutions.

<table>
<thead>
<tr>
<th>$N$</th>
<th>$| \psi(T_e) |_{L_1}$</th>
<th>$m$</th>
<th>$| \rho u(T_e) |_{L_1}$</th>
<th>$m$</th>
<th>$| \rho E(T_e) |_{L_1}$</th>
<th>$m$</th>
<th>$| \rho(T_e) |_{L_1}$</th>
<th>$m$</th>
<th>$| \rho u(T_e) |_{L_1}$</th>
<th>$m$</th>
</tr>
</thead>
<tbody>
<tr>
<td>200</td>
<td>9.41E-01</td>
<td></td>
<td>1.95E+00</td>
<td></td>
<td>4.85E+00</td>
<td></td>
<td>2.45E-01</td>
<td></td>
<td>1.44E+00</td>
<td></td>
</tr>
<tr>
<td>400</td>
<td>7.30E-01</td>
<td>0.37</td>
<td>1.65E+00</td>
<td>0.25</td>
<td>3.28E+00</td>
<td>0.57</td>
<td>1.19E-01</td>
<td>1.05</td>
<td>7.03E-01</td>
<td>1.04</td>
</tr>
<tr>
<td>800</td>
<td>4.60E-01</td>
<td>0.67</td>
<td>1.08E+00</td>
<td>0.61</td>
<td>1.99E+00</td>
<td>0.72</td>
<td>6.04E-02</td>
<td>0.98</td>
<td>3.42E-01</td>
<td>1.04</td>
</tr>
<tr>
<td>1600</td>
<td>2.03E-01</td>
<td>1.18</td>
<td>4.79E-01</td>
<td>1.18</td>
<td>8.95E-01</td>
<td>1.15</td>
<td>2.85E-02</td>
<td>1.08</td>
<td>1.58E-01</td>
<td>1.11</td>
</tr>
<tr>
<td>3200</td>
<td>8.12E-02</td>
<td>1.32</td>
<td>1.87E-01</td>
<td>1.36</td>
<td>3.50E-01</td>
<td>1.36</td>
<td>1.22E-02</td>
<td>1.23</td>
<td>6.71E-02</td>
<td>1.24</td>
</tr>
</tbody>
</table>
Burgers’ problem when the viscosity $\epsilon$ becomes small.

## 6.9 Summary

We have presented IMPICE, an improved Production ICE method, that uses a conservative scheme, slope limiters and a simple approximate Riemann solver to improve and eliminate existing oscillations to numerical solutions of Production ICE which is currently implemented in the UCF to simulate fluid flows. We have also examined how each of these different implementations individually impacts the overall numerical solutions of IMPICE. The IMPICE method with a linear spatial and temporal discretization is expected to be first-order accuracy in time and space. However, for the cases with existing discontinuities in their solutions, the order of accuracy in space is less than one as shown in Section 6.6. As it is important to have the method of higher-order of accuracy in both time and space, we have presented the nonlinear spatial and temporal discretization of the IMPICE method. These are the method of temporal extrapolation and the higher-order advection. While the method of temporal extrapolation successfully raises the order of accuracy to second-order-in-time, a less-than-expected order of accuracy in space is obtained from using the higher-order advection for the problems with discontinuities.

It has shown that the IMPICE method is capable of capturing shocks and contact surfaces. The higher-order IMPICE method is even able to capture the detailed features and structures of the flow with shock-turbulence interaction in Shu-Osher problem.
CHAPTER 7

THE IMPROVED PRODUCTION IMPLICIT CONTINUOUS-FLUID EULERIAN METHOD FOR COMpressible FLOW PROBLEMS IN MULTIDIMENSIONAL SPACE AND ITS EMBEDDED BOUNDARY TREATMENT

In this chapter, we extend the one-dimensional IMPICE method to solve multidimensional nonlinear systems of conservation laws and particularly consider the problem of multidimensional compressible Euler equations of gas dynamics which plays an important role in mechanics and physics. The multidimensional IMPICE method is a finite-volume solver on a regular Cartesian meshes. We present numerical results obtained using IMPICE with first and second order of spatial accuracy to the compressible flow problems governed by the system of Euler equations in multidimensional space.

The use of Cartesian grids in IMPICE has the advantage of ease of grid generation for simple regular geometries, but has the disadvantage of being unable to deal with complex geometries. In order to allow IMPICE solve complex geometries, we implement the method of cut cells to handle the case when the computational boundary is not aligned with the cell edges. Small cut cells on the embedded boundary cause time step restriction as the time step is proportional to the size of a grid cell. We discuss in this chapter a new variation of the cell merging technique used in IMPICE for merging cells to prevent time step restriction. This new variation of the cell merging technique makes use of the magnitudes of surrounding face-centered fluxing velocities and is described in Section 7.5.2.5.

The content of the chapter is organized as follows. Section 7.1 describes the spatial and temporal discretization of the method. In Section 7.2, we discuss the dimensional-split Riemann problem and its HLL approximate solver. In Section 7.3, a detailed description of the multidimensional IMPICE method is given. In Section 7.4, we discuss how to increase the order of accuracy in space to second order. The implementation of boundary conditions is
described in Section 7.5. For boundary conditions, we discuss the implementation of the Euler Characteristic Boundary Condition and the embedded boundary technique. In Section 7.6, we present the numerical results to a suite of test problems for the Euler equations which includes the widely used double Mach reflection problem for testing the implementation of embedded boundary. In Section 7.7, we assess the accuracy of the embedded boundary implementation by investigating the convergent rate of the numerical solutions to the advection problem on a bounded domain. Conclusions are drawn in Section 7.8.

7.1 Spatial Discretization, CFL Condition and Adaptive Time Step

7.1.1 Spatial Discretization and Notations

We consider a Cartesian mesh in the computational domain \( \Omega = [a_1, b_1] \times [a_2, b_2] \times ... \times [a_d, b_d] \subset \mathbb{R}^d \) in which a uniform spatial mesh divides the computational domain into \( N_1 \times N_2 \times ... \times N_d \) equal cells where \( N_i \) is the number of cells in \( x_i \)-dimension. The cell width in the \( i^{th} \) dimension is then \( \Delta x_i = \frac{(b_i - a_i)}{N_i} \).

In each cell \( j \), the state variables are located at the centroid, \( x_j \), of the control volume, \( V_j \), and represent the cell average values. The variables which represent the average values of the cell \( j \) at time \( t_n \) consist of the cell-centered density \( \rho^n_j \), the cell-centered velocity \( u^n_j \), the cell-centered total energy per unit mass \( E^n_j \), the cell-centered pressure \( p^n_j \), and the speed of sound \( c^n_j \). The time integration method in the ICE method calculates the cell average values at discrete time levels \( t_1, t_2, t_3, ..., t_N \) from the initial cell average values at \( t_0 = 0 \). The cell average values at next time step are obtained from evaluating the changes in cell mass, momentum, and energy via cell boundaries.

The cell boundaries are usually referred to as faces and the variables that are associated with faces are referred to as face-centered variables. While the subscript \( j \) is used with cell-centered variables, the subscript \( j + \frac{1}{2} \) is used in connection with face-centered variables.

7.1.2 CFL Condition and Adaptive Time Step

For the multidimensional system of Euler equations, the time step \( \Delta t \) is normally chosen to satisfy the condition:

\[
\Delta t = C_{cfl} \times \prod_{i=1}^{d} \left( \frac{\Delta x_i}{S_{\max}^{n, i}} \right),
\]

where \( C_{cfl} \) is a Courant or CFL coefficient satisfying \( 0 < C_{cfl} < 1 \) and \( S_{\max}^{n, i} \) is the largest wave speed present in the domain at time \( t_n \) in \( x_i \)-dimension. A reliable estimate for the largest wave
speed $S_{\text{max}}^{n,i}$ has been known to be a critical part of maintaining the method stability. A simple choice of $S_{\text{max}}^{n,i}$ is given by:

$$S_{\text{max}}^{n,i} = \max_{j \in I_c} \left( |(u^n_i)_j| + c^n_j \right). \quad (7.2)$$

In the IMPICE method for the one-dimensional system of Euler equations in Chapter 6, the method which was proposed by Kwatra et al. [72] for alleviating the stringent CFL condition imposed by the sound speed is used to determine the maximum speed. Though the method by Kwatra et al. [72] is said to be well suited to semi-implicit solvers where only the advection step is the implicit part, it appears not to be a good choice for the IMPICE method when it is used for determining the time steps for some additional test cases to the test cases in Chapter 6 where instabilities develop for even small CFL numbers. For this reason, Equation (7.2) is used to determine the maximum wave speeds in the IMPICE method for the multidimensional system of Euler equations.

### 7.2 The HLL Solver for $x_k$-split Riemann Problem

The system of Euler equations in (3.1)–(3.3) can be written in the differential form as follows:

$$\frac{\partial}{\partial t} U(x, t) + \sum_{i=1}^{d} \frac{\partial}{\partial x_i} F_i(U(x, t)) = 0,$$

where $U$ is the vector of conserved variables. Consider the special Initial Value Problem (IVP) for the above system in which the initial data consist of two constant states separated by the coordinate plane in the $x_k$-direction. The IVP is given by:

$$U_t + \frac{\partial}{\partial x_k} F_k(U(x, t)) = 0,$$

$$U(x, 0) = \begin{cases} U_L & \text{if } (x_k < 0), \\ U_R & \text{if } (x_k > 0). \end{cases} \quad (7.4)$$

The solution to the above IVP problem (also known as the $x_k$-split Riemann problem) is extremely complicated. To many numerical methods in which the solution to the Riemann problem is involved in some parts of the numerical procedure, the approximate solution of the Riemann problem is often used. As mentioned in Toro [120], the approximate Riemann solvers resulting from the combination of the HLL (Harten, Lax, and van Leer) approach in [53] and several different wave speed estimates – such as the estimates by Davis [28], Einfeldt [33], and
Roe [103] – form the bases of efficient and robust approximate Godunov-type methods. The HLL Riemann solver using the wave speed estimate by Davis [28] is simple, and it is also used in the one-dimensional IMPICE method for compressible flow problems. This approximate Riemann solver is also used in the multidimensional IMPICE method with the method description in Section 7.3. The HLL Riemann solver [53] for the $x_k$-split Riemann problem is given by:

$$U(x_k/t; U_L, U_R) = \begin{cases} 
U_L & \text{if } (x_k/t \leq a_L), \\
\frac{a_R U_R - a_L U_L}{a_R - a_L} - \frac{F(U_R) - F(U_L)}{a_R - a_L} & \text{if } (a_L \leq x_k/t \leq a_R), \\
U_R & \text{if } (a_R \leq x_k/t),
\end{cases} \quad (7.5)$$

where $a_R$ and $a_L$ are wave speeds. In Davis [28], the wave speeds are estimated as follows:

$$a_L = (u_k)_L - c_L, \quad a_R = (u_k)_R + c_R, \quad (7.6)$$

where $c_L, (u_k)_L$ respectively are the wave speed and velocity in $x_k$-direction obtained from $U_L$ while the $x_k$-directional velocity $(u_k)_R$ and wave speed $c_R$ are obtained from $U_R$.

For the case when two constant states $U_L$ and $U_R$ are separated by a plane that is not one of the coordinate planes, we first need to rotate the coordinates so that the separating plane becomes a coordinate plane. We then solve the split Riemann problem in the new coordinate. Let two constant states $U_L$ and $U_R$ be separated by a plane whose normal vector is $n$ which points from $U_L$ to $U_R$. Furthermore, let $R = (r_{m,l})$ be the rotation matrix such that $n_k = Rn$ where $n_k$ is the normal vector in the positive direction of the coordinate plane $x_k = 0$. With this rotation matrix, we obtain a new coordinate system $(\xi, t)$ from the original coordinate system $(x, t)$. The $\xi_k$-split Riemann problem in new coordinate is then given by:

$$\hat{U}_t + \frac{\partial}{\partial \xi_k} \hat{F}_k(\hat{U}(\xi, t)) = 0,$$

$$\hat{U}(\xi, 0) = \begin{cases} 
\hat{U}_L & \text{if } (\xi_k < 0), \\
\hat{U}_R & \text{if } (\xi_k > 0),
\end{cases} \quad (7.7)$$

where $\hat{U} = [\rho, \rho Ru, \rho E]$ and:

$$\hat{F}_k = \sum_{i=1}^{d} r_{k,i} F_i. \quad (7.8)$$

From solving the $\xi_k$-split Riemann problem in $(\xi, t)$ coordinates using the HLL Riemann solver, we obtain the approximate Riemann solution $\hat{U}(\xi_k/t; \hat{U}_L, \hat{U}_R)$. The solution to the problem of
two constant states that are separated by the plane whose normal vector is $n$ is then given by:

$$U(x_k/t; U_L, U_R) = R^{-1} \tilde{U}((\xi_k/t); \tilde{U}_L, \tilde{U}_R).$$

(7.9)

The use of the above solver in the IMPICE method for multidimensional compressible flow problems is discussed in detail in Section 7.3.

### 7.3 Method Description

Assume that the cell-centered state variables are available at time $t_n$, the following steps are used to obtain the cell-centered state variables at $t_{n+1} = t_n + \Delta t$:

#### 7.3.1 The Primary Phase

The exchanges of mass, momentum, and energy among cells at the cell surfaces are approximated based on the rates of volume fluxes at cell boundaries. So it is important to determine the face-centered fluxing velocity for all the faces. The face-centered fluxing velocity for the multidimensional IMPICE method is determined using a similar approach for the one-dimensional IMPICE method. In this approach, the Riemann problem is constructed using the face-centered extrapolated values of the left and right cell-centered data.

Consider evaluating the face-centered fluxing velocity of the face in $x_k$-direction that separates the cells located at $x_j$ and $x_{j+1}$. This face’s center is located at $x_{j+\frac{1}{2}}$ and its face-centered fluxing velocity is denoted as $u^*_{j+\frac{1}{2}}$. Let cell $j - 1$ be the left cell of $j$ and cell $j + 2$ be the right cell of $j + 1$ in $x_k$-direction, in order to apply the limiting process using higher order polynomial interpolation of Kim and Kim [71] the left and right extrapolated values at $x_{j+\frac{1}{2}}$ are presented in different forms from (6.44) and (6.45) as follows:

$$\begin{align*}
W^{n(L)}_{j+\frac{1}{2}} &= W^n_j + 0.5\phi \left( \frac{r^{n(L)}_{j+\frac{1}{2}}}{W^n_j - W^n_{j-1}} \right) (W^n_j - W^n_{j-1}), \\
W^{n(R)}_{j+\frac{1}{2}} &= W^n_{j+1} - 0.5\phi \left( \frac{r^{n(R)}_{j+\frac{1}{2}}}{W^n_{j+2} - W^n_{j+1}} \right) (W^n_{j+2} - W^n_{j+1}),
\end{align*}$$

(7.10)

(7.11)

where:
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multidimensional space, Kim and Kim [71] developed the multidimensional limiting process (MLP) which combines the multidimensional limiting function with a higher order polynomial interpolation. A family of interpolation schemes with different interpolation orders is used in MLP to control oscillations. We will use the MLP scheme with third order interpolation (MLP3) to limit the local gradient. In MLP3, the left and right extrapolated values in (7.10) and (7.11) are given in different forms as follows:

\[
W_{n}^{(L)}_{j+\frac{1}{2}} = W_{j}^{n} + 0.5\phi \left( r_{j+\frac{1}{2}}^{n}(L), \alpha_{j+\frac{1}{2}}^{n(L)} \right) (W_{j}^{n} - W_{j-1}^{n}), \tag{7.13}
\]

\[
W_{n}^{(R)}_{j+\frac{1}{2}} = W_{j+1}^{n} - 0.5\phi \left( r_{j+\frac{1}{2}}^{n}(R), \alpha_{j+\frac{1}{2}}^{n(R)} \right) (W_{j+2}^{n} - W_{j+1}^{n}), \tag{7.14}
\]

where \( \phi(r, \alpha) = \max(0, \min(\alpha r, \alpha, 1 + 2r)) \); the values of \( r_{j+\frac{1}{2}}^{n}(L) \) and \( r_{j+\frac{1}{2}}^{n}(R) \) are defined in (7.12); and the values of \( \alpha_{j+\frac{1}{2}}^{n(L)} \) and \( \alpha_{j+\frac{1}{2}}^{n(R)} \) are summarized as follows:

\[
\alpha_{j+\frac{1}{2}}^{n(L)} = g \left[ \frac{2\max(1, r_{j+\frac{1}{2}}^{n(L)}) \left( 1 + \max(0, \frac{\tan\theta_{j+\frac{1}{2}}^{k}}{r_{j+\frac{1}{2}}^{n(L)}}) \right)}{1 + \tan\theta_{j+\frac{1}{2}}^{k}} \right], \tag{7.15}
\]

\[
\alpha_{j+\frac{1}{2}}^{n(R)} = g \left[ \frac{2\max(1, r_{j+\frac{1}{2}}^{n(R)}) \left( 1 + \max(0, \frac{\tan\theta_{j+\frac{1}{2}}^{k}}{r_{j+\frac{1}{2}}^{n(R)}}) \right)}{1 + \tan\theta_{j+1}^{k}} \right], \tag{7.16}
\]

where \( g(x) = \max(1, \min(2, x)) \) and the calculation of \( \tan\theta_{j+\frac{1}{2}}^{k} \) is dependent on the direction \( x_{k} \) which is defined as follows. Let \( \Delta W_{j}^{k} = (W_{j+1}^{n} - W_{j-1}^{n}) \) where \( j - 1 \) and \( j + 1 \) are left and right cell of \( j \) in \( x_{k} \)-direction, \( \tan\theta_{j+\frac{1}{2}}^{k} \) is then given by:

\[
\tan\theta_{j+\frac{1}{2}}^{0} = \left| \frac{\Delta W_{j}^{0}}{\Delta W_{j}^{1}} \right|, \quad \tan\theta_{j}^{1} = \left| \frac{\Delta W_{j}^{1}}{\Delta W_{j}^{0}} \right|. \tag{7.17}
\]

After the face-centered extrapolated values of primitive variables, \( W_{j+\frac{1}{2}}^{n(L)} \) and \( W_{j+\frac{1}{2}}^{n(R)} \), have been obtained using (7.13) and (7.14), the left and right extrapolated conserved variables \( U_{j+\frac{1}{2}}^{n(L)} \) and \( U_{j+\frac{1}{2}}^{n(R)} \) are also obtained. Consider the \( x_{k} \)-split Generalized Riemann Problem (GRP) in which two constant states are separated by the face centered at \( x_{j+\frac{1}{2}} \) as given:
\[ U_t + \frac{\partial}{\partial x_k} F_k(U(x,t)) = 0, \]
\[ U(x,t_n) = \begin{cases} U^{n(L)}_{j+\frac{1}{2}} & \text{if } x_k < (x_{j+\frac{1}{2}})_k, \\ U^{n(R)}_{j+\frac{1}{2}} & \text{if } x_k > (x_{j+\frac{1}{2}})_k, \end{cases} \] (7.18)

As usual, the exact solution of the above GRP is potentially complicated, but an approximate solution may serve the purpose of evaluating the face-centered fluxing velocity. The approximate solution of the above GRP is obtained by solving the conventional Riemann Problem with piecewise constant data in the new coordinate \((\xi, \tau)\) where \(\xi = x - x_{j+\frac{1}{2}}\) and \(\tau = t - t_n\) given by:

\[ U_t + \frac{\partial}{\partial \xi} F(U(\xi,\tau)) = 0, \]
\[ U(\xi,0) = \begin{cases} U^{n(L)}_{j+\frac{1}{2}} & \text{if } (\xi_k < 0), \\ U^{n(R)}_{j+\frac{1}{2}} & \text{if } (\xi_k > 0), \end{cases} \] (7.19)

The face-centered conserved variables at \(t_n\), \(U^{n}_{j+\frac{1}{2}}\), are defined as the value at the origin of new coordinate immediately after the interaction of the piece-wise constant data \(U^{n(L)}_{j+\frac{1}{2}}\) and \(U^{n(R)}_{j+\frac{1}{2}}\).

The value at the origin of the new coordinate \((\xi, \tau)\) is defined as:

\[ U(0,0) = \lim_{\tau \to 0^+} U(0,\tau). \] (7.20)

The HLL approximate Riemann solver discussed in Section 7.2 is used to solve the problem (7.19) and estimate the values of the conserved variables at the face-center at \(t_n\), \(U^{n}_{j+\frac{1}{2}}\), and:

\[ U^{n}_{j+\frac{1}{2}} = U\left(0; U^{n(L)}_{j+\frac{1}{2}}, U^{n(R)}_{j+\frac{1}{2}}\right). \] (7.21)

Once \(U^{n}_{j+\frac{1}{2}}\) is approximated using (7.21), the vector of face-centered primitive variables at \(t_n\), \(W^{n}_{j+\frac{1}{2}}\), is also known. The face-centered primitive variables used later on in this method include the face-centered density, \(\rho^{n}_{j+\frac{1}{2}}\), the face-centered velocity, \(u^{n}_{j+\frac{1}{2}}\), and the face-centered pressure, \(p^{n}_{j+\frac{1}{2}}\).

The face-centered approximate velocity at \(t_{n+\frac{1}{2}}\), \(\tilde{u}^*_{j+\frac{1}{2}}\), is calculated using an explicit Euler step in the Lagrangian frame in (3.12) which is given by:

\[ \tilde{u}^*_{j+\frac{1}{2}} = u^{n}_{j+\frac{1}{2}} - \frac{\Delta t}{2} \frac{\nabla p^{n}_{j+\frac{1}{2}}}{\rho^{n}_{j+\frac{1}{2}}}, \] (7.22)
where $\nabla p_{j+\frac{1}{2}}^n$ is the numerical gradient of pressure at the face center which is approximated using central differences. Figure 7.1 illustrates the point stencil being used for calculating the face-centered pressure gradient. In this calculation, the $i$-component of gradient vector is calculated using the cell-centered pressure of left and right cells and otherwise using the face-centered pressure of left and right faces. Note that the face-centered pressure at $t_n$ is obtained from numerically solving the GRP as discussed above. Since the pressure value at the points in the point stencil for calculating face-centered pressure gradient is at $t_n$, the calculated face-centered fluxing velocity in (7.22) is denoted as approximate fluxing velocity, $\tilde{u}_{j+\frac{1}{2}}^*$. In Cell-centered ICE by Kashiwa et al. [68], the face-centered fluxing velocity $u_{j+\frac{1}{2}}^*$ is calculated using a semi-implicit scheme of Equation (3.12) which is almost the same as the scheme in (7.22) except for the pressure gradient is approximated using the pressure values at $t_{n+\frac{1}{2}}$, and so their scheme is given as follows:

$$u_{j+\frac{1}{2}}^* = u_{j+\frac{1}{2}}^n - \frac{\Delta t}{2} \frac{\nabla p_{j+\frac{1}{2}}^{n+\frac{1}{2}}}{p_{j+\frac{1}{2}}^n}.$$  (7.23)

In order to estimate the pressure gradient in the above scheme, we need to determine the pressure values at $t_{n+\frac{1}{2}}$ at the points in the stencil used to calculate numerical pressure gradient. In other words, we need to determine the pressure at $t_{n+\frac{1}{2}}$ for all face centers and cell centers. The cell-centered pressure at $t_{n+\frac{1}{2}}$, $p_{j+\frac{1}{2}}^{n+\frac{1}{2}}$, is estimated using an explicit Euler step applied to Equation (3.13), that is:

$$p_{j+\frac{1}{2}}^{n+\frac{1}{2}} = p_j^n - \frac{\Delta t}{2} (c^2 \rho)_j^n \nabla \cdot u_j^n,$$  (7.24)

![Figure 7.1. Point stencil for calculating face-centered pressure gradient $\nabla p_{j+\frac{1}{2}}^n$.](image)
where $\nabla \cdot \mathbf{u}^n_j$ is numerical velocity divergence at cell center which is approximated using the limited cell-centered velocity gradient, $\nabla \mathbf{u}^n_j$. The face-centered pressure is then calculated by a density weighted average:

$$p_{j+\frac{1}{2}}^{n+\frac{1}{2}} = \frac{\rho^n_j p_{j+1}^{n+\frac{1}{2}} + \rho^n_{j+1} p_{j}^{n+\frac{1}{2}}}{\rho^n_j + \rho^n_{j+1}}. \tag{7.25}$$

The face-centered and cell-centered pressures calculated in (7.24) and (7.25) are used in the calculations of $\nabla p_{j+\frac{1}{2}}^{n+\frac{1}{2}}$ and then $\mathbf{u}_{j+\frac{1}{2}}^*$ using Equation (7.23). As mentioned above, the superscript $*$ is used to denote the face-centered variable at $t_{n+\frac{1}{2}}$, the face-centered pressure $p_{j+\frac{1}{2}}^{n+\frac{1}{2}}$ is also denoted as $p_{j+\frac{1}{2}}^*$. 

### 7.3.2 The Lagrangian Phase

If we neglect the convective terms, the changes in cell-centered mass, momentum and energy are governed by Equations (3.21)–(3.24). The volume integrals on the right side of these equations are evaluated using the divergence theorem. Thus the changes in cell mass, momentum, and energy along a path moving with fluid velocity $\mathbf{u}$ are given by:

$$\left(\rho V\right)_j^L = \left(\rho V\right)_j^n, \tag{7.26}$$

$$\left(\rho \mathbf{u} V\right)_j^L = \left(\rho \mathbf{u} V\right)_j^n - \Delta t \sum_{k \in I_{j+\frac{1}{2}}} p_k^* S_k \mathbf{n}_k, \tag{7.27}$$

$$\left(\rho E V\right)_j^L = \left(\rho E V\right)_j^n - \Delta t \sum_{k \in I_{j+\frac{1}{2}}} p_k^* S_k \mathbf{n}_k \cdot \mathbf{u}_k^*, \tag{7.28}$$

where $I_{j+\frac{1}{2}}$ is the set of indices of faces which form the boundary of cell $j$, $S_k$ is the area of face $k$, $\mathbf{n}_k$ is the face’s outward surface normal, and $V_j^L$ is the new cell volume which is determined using Equation (3.21), that is:

$$V_j^L = V_j^n + \Delta t \sum_{k \in I_{j+\frac{1}{2}}} S_k \mathbf{n}_k \cdot \mathbf{u}_k^*. \tag{7.29}$$

The new cell volume, $V_j^L$, is substituted into Equations (7.26) –(7.28) to determine the cell density, $\rho_j^L$; the cell velocity, $\mathbf{u}_j^L$; and the cell total energy per unit mass, $E_j^L$.

### 7.3.3 The Eulerian Phase

In this phase, we will take into account the convective terms which were neglected during the Lagrangian phase. The changes in solution values due to the advection of mass, momentum
and energy over the step \([t_n, t_{n+1}]\) through the surrounding faces are evaluated. These changes are governed by Equations (3.25)–(3.27). In order to approximate the integrals on the right side of these equations, beside the rate of volume flux between the cells being determined in the Primary Phase, we need to determine the advected quantities per unit volume at the faces. If we assume that we are evaluating the advected quantities between the cells located at \(x_j\) and \(x_{j+1}\), the advected quantities include the face-centered advected density, \(\langle \rho \rangle_{j+\frac{1}{2}}\), specific linear momentum, \(\langle \rho u \rangle_{j+\frac{1}{2}}\), and specific total energy, \(\langle \rho E \rangle_{j+\frac{1}{2}}\), e.g.,

\[
\langle q \rangle_{j+\frac{1}{2}}^n = \frac{1}{\Delta t} \int_{t_n}^{t_{n+1}} \frac{1}{S_{j+\frac{1}{2}}} \int_{S_{j+\frac{1}{2}}} q(x, t) dS dt. \quad (7.30)
\]

These quantities are determined using the following equation:

\[
\langle q \rangle_{j+\frac{1}{2}}^n = \begin{cases} 
q_j^L & \text{if } \left( \mathbf{n}_{j+\frac{1}{2}} \cdot \mathbf{u}^*_j \right) > 0, \\
q_{j+1}^L & \text{otherwise},
\end{cases} \quad (7.31)
\]

where \(q = \rho, \rho u,\) or \(\rho E\), and \(\mathbf{n}_{j+\frac{1}{2}}\) is the surface normal of cell \(j\), and \(q_j^L\) is determined using Equations (7.26)–(7.29). The changes in mass, momentum and energy due to the advection are then:

\[
\begin{align*}
\langle \rho V \rangle_{j+1}^n & = (\rho V)_{j}^L - \Delta t \sum_{k \in I_{j+\frac{1}{2}}} S_k (\mathbf{n}_k \cdot \mathbf{u}_k^*) \langle \rho \rangle_{k}^n, \quad (7.32) \\
\langle \rho u V \rangle_{j+1}^n & = (\rho u V)_{j}^L - \Delta t \sum_{k \in I_{j+\frac{1}{2}}} S_k (\mathbf{n}_k \cdot \mathbf{u}_k^*) \langle \rho u \rangle_{k}^n, \quad (7.33) \\
\langle \rho E V \rangle_{j+1}^n & = (\rho E V)_{j}^L - \Delta t \sum_{k \in I_{j+\frac{1}{2}}} S_k (\mathbf{n}_k \cdot \mathbf{u}_k^*) \langle \rho E \rangle_{k}^n. \quad (7.34)
\end{align*}
\]

### 7.3.4 State Variables Update Phase

We update cell-centered pressure, \(p_{j+1}^n\) using the equation of state (3.5).

### 7.4 High Order Extensions

In order to achieve a high order extension in space, the higher-order advection method of Van Leer is used. The higher-order advection scheme is based on a higher-order approximation of the advected quantities in (7.30). The advection equations of conserved variables in the Eulerian phase in Section 7.3 are given by:
\[
\frac{\partial \rho}{\partial t} + \nabla \cdot (\rho \mathbf{u}) = 0, \quad (7.35)
\]
\[
\frac{\partial \rho \mathbf{u}}{\partial t} + \nabla \cdot (\rho \mathbf{u} \otimes \mathbf{u}) = 0, \quad (7.36)
\]
\[
\frac{\partial \rho \mathbf{E}}{\partial t} + \nabla \cdot (\rho \mathbf{E} \mathbf{u}) = 0. \quad (7.37)
\]

In order to determine \( q(\mathbf{x}, t) \) with \( \mathbf{x} \in S_{j+\frac{1}{2}} \), we will use Equations (7.35)–(7.37) and the constructed values, \( \mathbf{W}^n_j(\mathbf{x}, t) \), of primitive variables in the control volume \( V_j \times [t_n, t_{n+1}] \). Within this control volume, the constructed values, \( \mathbf{W}^n_j(\mathbf{x}, t) \), are obtained by using Taylor series:

\[
\mathbf{W}^n_j(\mathbf{x}, t) = \mathbf{W}^n_j + \nabla \mathbf{W}^n_j(\mathbf{x} - \mathbf{x}_j) + (t - t_n) \left( \frac{\partial \mathbf{W}}{\partial t} \right)^n_j + O(\Delta x^2, \Delta t^2). \quad (7.38)
\]

In order to control oscillations, \( \nabla \mathbf{W}^n_j \) in the above equation is limited using limiter functions. There are many choices to limit the values of \( \nabla \mathbf{W}^n_j \), but we choose to limit \( \nabla \mathbf{W}^n_j \) with dimensional splitting. To limit the gradient of \( \mathbf{W}^n_j \) in \( x_i \)-dimension, we apply the minmod limiter as follows:

\[
\left( \frac{\partial \mathbf{W}}{\partial x_i} \right)^n_j = \text{minmod}(\theta \frac{\mathbf{W}^n_j - \mathbf{W}^n_{j-1}}{\Delta x}, \frac{\mathbf{W}^n_{j+1} - \mathbf{W}^n_{j-1}}{2\Delta x}, \theta \frac{\mathbf{W}^n_{j+1} - \mathbf{W}^n_j}{\Delta x}), \quad (7.39)
\]

where \( j - 1 \) and \( j + 1 \) are indices of the left and right cells in \( x_i \)-direction. The multivariable minmod limiter in (7.39) is defined by Equation (6.80).

The extrapolated values at cell boundaries obtained by using the constructed values, \( \mathbf{W}^n_j(\mathbf{x}, t) \), where:

\[
\mathbf{W}^n_j(\mathbf{x}, t) = \mathbf{W}^n_j - \nabla \mathbf{W}^n_j(\mathbf{x}_j - \mathbf{x}) + (t - t_n) \left( \frac{\partial \mathbf{W}}{\partial t} \right)^n_j + O(\Delta x^2, \Delta t^2), \quad \mathbf{x} \in S_{j-\frac{1}{2}}. \quad (7.40)
\]
\[
\mathbf{W}^n_j(\mathbf{x}, t) = \mathbf{W}^n_j + \nabla \mathbf{W}^n_j(\mathbf{x} - \mathbf{x}_j) + (t - t_n) \left( \frac{\partial \mathbf{W}}{\partial t} \right)^n_j + O(\Delta x^2, \Delta t^2), \quad \mathbf{x} \in S_{j+\frac{1}{2}}. \quad (7.41)
\]

Therefore, there are two existing extrapolated values at the cell boundary at \( S_{j+\frac{1}{2}} \) for the time interval \([t_n, t_{n+1}]\). These values are denoted as \( \mathbf{W}^n_j(\mathbf{x}, t) \) and \( \mathbf{W}^n_{j+1}(\mathbf{x}, t) \) where \( \mathbf{x} \in S_{j+\frac{1}{2}} \), and one may be chosen for the face-centered value based on the face-centered fluxing velocity at this cell boundary. The value of the vector of primitive variables at face-center \( \mathbf{x} \in S_{j+\frac{1}{2}} \) is determined using:

\[
\mathbf{W}(\mathbf{x}, t) = \begin{cases} 
\mathbf{W}^n_{j+1}(\mathbf{x}, t) & \text{if } (\mathbf{n}_{j+\frac{1}{2}} \cdot \mathbf{u}^*_j < 0) \\
\mathbf{W}^n_j(\mathbf{x}, t) & \text{otherwise},
\end{cases} \quad (7.42)
\]
where \( \mathbf{n}_{j+\frac{1}{2}} \) is the outward normal of surface \( S_{j+\frac{1}{2}} \) in cell \( j \). Now, as the extrapolated primitive variables at the cell boundary at \( S_{j+\frac{1}{2}} \) are readily available, we will show how to obtain the vector of advected quantities in (7.30). We derive the advected quantities for the case \( \left( \mathbf{n}_{j+\frac{1}{2}} \cdot \mathbf{u}^*_{j+\frac{1}{2}} \right) > 0 \). The advected quantities for the case \( \left( \mathbf{n}_{j+\frac{1}{2}} \cdot \mathbf{u}^*_{j+\frac{1}{2}} \right) < 0 \) are derived similarly. The vector of advected quantities \( \langle U \rangle_{j+\frac{1}{2}} \) includes \( \langle \rho \rangle_{j+\frac{1}{2}}, \langle \rho u \rangle_{j+\frac{1}{2}} \) and \( \langle \rho E \rangle_{j+\frac{1}{2}} \).

Equations (7.35)–(7.37) are rewritten as follows:

\[
\frac{\partial \rho}{\partial t} = -\nabla \rho \cdot \mathbf{u} - \rho \nabla \cdot \mathbf{u}, \tag{7.43}
\]

\[
\frac{\partial \mathbf{u}}{\partial t} = -\mathbf{u} \cdot \nabla \mathbf{u}, \tag{7.44}
\]

\[
\frac{\partial E}{\partial t} = -\mathbf{u} \cdot \nabla E. \tag{7.45}
\]

Equations (7.41) and (7.43)–(7.45) are used to derive the mass, momentum, and energy advected quantities in Equation (7.30); for the case of \( \left( \mathbf{n}_{j+\frac{1}{2}} \cdot \mathbf{u}^*_{j+\frac{1}{2}} \right) > 0 \), we have:

\[
\langle \rho \rangle_{j+\frac{1}{2}} = \frac{1}{\Delta t} \int_{t_n}^{t_{n+1}} \int_{S_{j+\frac{1}{2}}} \rho \mathbf{x}, t) dS dt \]

\[
\langle \rho \rangle_{j+\frac{1}{2}} = \frac{1}{\Delta t} \int_{t_n}^{t_{n+1}} \left[ \rho_j^n + \nabla \rho_j^n \mathbf{x} - \rho_j^n \mathbf{x} - \Delta t \left( \frac{\partial \rho}{\partial t} \right)_j^n \right] dS dt + O(\Delta x^2, \Delta t^2)
\]

\[
\langle \rho \rangle_{j+\frac{1}{2}} = \rho_j^n + \nabla \rho_j^n \mathbf{x} - \rho_j^n \mathbf{x} - \Delta t \left( \frac{\partial \rho}{\partial t} \right)_j^n + O(\Delta x^2, \Delta t^2)
\]

\[
\langle \rho \rangle_{j+\frac{1}{2}} = \rho_j^n + \nabla \rho_j^n \mathbf{x} - \rho_j^n \mathbf{x} - \Delta t \left( \nabla \rho_j^n \cdot \mathbf{u}^n + \rho_j^n \nabla \cdot \mathbf{u}^n \right) + O(\Delta x^2, \Delta t^2).
\]

Let \( r_j^n = x_{j+\frac{1}{2}} - x_j - \frac{\Delta t}{2} \mathbf{u}^n_j \), we have:

\[
\langle \rho \rangle_{j+\frac{1}{2}} = \rho_j^n + \nabla \rho_j^n r_j^n - \frac{\Delta t}{2} \rho_j^n \nabla \cdot \mathbf{u}^n_j + O(\Delta x^2, \Delta t^2). \tag{7.46}
\]

Let \( r_j(x) = x - x_j \), we have:
\[
\rho u(x, t) = \left( \rho_j^n + \nabla \rho_j^n \mathbf{r}_j(x) + (t - t_n) \left( \frac{\partial \rho}{\partial t} \right)_j \right) \\
\times \left( u_j^n + \nabla u_j^n \mathbf{r}_j(x) + (t - t_n) \left( \frac{\partial u}{\partial t} \right)_j \right) + O(\Delta x^2, \Delta t^2)
\]

\[
= \left( \rho_j^n + \nabla \rho_j^n \mathbf{r}_j(x) + (t - t_n) \left( \frac{\partial \rho}{\partial t} \right)_j \right) u_j^n + \rho_j^n \left( \nabla u_j^n \mathbf{r}_j(x) + (t - t_n) \left( \frac{\partial u}{\partial t} \right)_j \right)
+ \left( \nabla \rho_j^n \mathbf{r}_j(x) + (t - t_n) \left( \frac{\partial \rho}{\partial t} \right)_j \right) \left( \nabla u_j^n \mathbf{r}_j(x) + (t - t_n) \left( \frac{\partial u}{\partial t} \right)_j \right)
+ O(\Delta x^2, \Delta t^2).
\]

The fluxed momentum at the face-center is then given by:

\[
\langle \rho u \rangle_{j + \frac{1}{2}} = \frac{1}{\Delta t} \int_{t_n}^{t_{n+1}} \int_{S_{j + \frac{1}{2}}} \rho u(u, t) dS dt
\]

\[
= \langle \rho \rangle_{j + \frac{1}{2}} u_j^n + \rho_j^n \nabla u_j^n \mathbf{r}_j^n + \left( \nabla \rho_j^n (x_{j + \frac{1}{2}} - x_j) \right) \left( \nabla u_j^n \mathbf{r}_j^n \right)
+ \frac{\Delta t}{2} \nabla u_j^n \left( x_{j + \frac{1}{2}} - x_j \right) \left( \frac{\partial u}{\partial t} \right)_j \frac{\Delta t^2}{3} \left( \frac{\partial u}{\partial t} \right)_j \frac{\Delta t^2}{3} + O(\Delta x^2, \Delta t^2).
\]

This gives us the approximation:

\[
\langle \rho u \rangle_{j + \frac{1}{2}} = \langle \rho \rangle_{j + \frac{1}{2}} u_j^n + \rho_j^n \nabla u_j^n \mathbf{r}_j^n + O(\Delta x \Delta t) + O(\Delta x^2, \Delta t^2). \quad (7.47)
\]

With a similar derivation, we also have:

\[
\langle \rho E \rangle_{j + \frac{1}{2}} = \langle \rho \rangle_{j + \frac{1}{2}} E_j^n + \rho_j^n \nabla E_j^n \mathbf{r}_j^n + O(\Delta x \Delta t) + O(\Delta x^2, \Delta t^2). \quad (7.48)
\]

We thus obtain second-order accuracy in space for problems with smooth true solution if \( C_{cfl} \) remains constant. Equations (7.46), (7.47), and (7.48) are used to calculate the face-centered fluxed quantities for the time step \([t_n, t_{n+1}]\) when the face-centered fluxing velocity in the direction of outward surface normal \( \mathbf{n}_{j + \frac{1}{2}} \) is greater than 0. A set of similar equations can be easily derived for the case when the fluxing velocity is less than 0.

### 7.5 Boundary Conditions

It is well-known that a good implementation of boundary conditions is important to ensure the stability of numerical methods whereas a not-well-chosen boundary condition might adversely affect the accuracy and stability of the numerical solutions. There are several approaches
but the method of characteristic boundary conditions is often used; see [78] and references within. In this section, we discuss the method of characteristic boundary conditions and the method of cut cells to the multidimensional IMPICE method.

### 7.5.1 The Euler Characteristic Boundary Condition Implementation

The implementation of the Euler Characteristic Boundary Condition (ECBC) discussed in Section 3.3.2 involves the approximation of \( \{ L_j : j = 1, \ldots, (d+2) \} \) crossing the boundary. These wave amplitudes \( \{ L_j \} \) at the boundary in \( x_i \)-direction might be approximated using the characteristic analysis of the \( x_i \)-direction governing equations. The spatial derivatives in \( x_i \)-direction in Equations (3.56)-(3.58) are approximated based on the imposed physical conditions. The approximation of the spatial derivatives in each wave amplitude is based on the sign of the corresponding characteristic velocity; the corresponding characteristic velocity of wave amplitude \( L_j \) is the leading term in its description as shown in Equations (3.56)–(3.58). As mentioned in [78], the one-side difference method of the points inside the computational domain is used to estimate the outward wave amplitudes, but additional physical considerations must be made for the estimation of inward wave amplitudes. With the definitions of \( \{ L_j \} \) in (3.56)–(3.58), the following Local One Dimensional Inviscid (LODI) system of primitive variables is obtained from Equations (3.53)–(3.55) in which the transverse terms are neglected:

\[
\frac{\partial p}{\partial t} = -\frac{1}{c_2^2} \left[ L_2 + \frac{1}{2}(L_{2+i} + L_1) \right], \quad (7.49)
\]

\[
\frac{\partial p}{\partial t} = -\frac{1}{2}(L_{2+i} + L_1), \quad (7.50)
\]

\[
\frac{\partial u_k}{\partial t} = \begin{cases} 
-\frac{L_{2+k}}{2}, & \text{if } (k \neq i) \\
-\frac{L_{2+i} - L_1}{2\rho c}, & \text{otherwise,}
\end{cases} \quad (7.51)
\]

for \( k = 1, \ldots, d \). According to [78], the neglect of the transverse terms might cause numerical instabilities and numerical reflections if the derivative of the physical quantity in the transverse terms is large. In [78], it showed how to include these terms in the LODI system to avoid the problem of numerical reflections. The LODI relations in Equations (7.49)–(7.51) are used to estimate the temporal evolution of the primitive variables at the boundaries. The implementation of characteristic boundary condition for several situations of Navier-Stokes equations is discussed in [99] with the detail of how to calculate the amplitudes of characteristic waves \( \{ L_j \} \). Among these situations, we are interested in the cases of subsonic inflow/outflow and will discuss how to use the approach of characteristic boundary conditions for these cases in the multidimensional IMPICE method. The calculation of \( L_j \) for the cases of subsonic
inflow/outflow in [99] in the $x_i$-direction is redescribed below.

For the case of subsonic outflow, only $L_{2+i}$ is an inward wave at left boundary and only $L_1$ is an inward wave at right boundary in $x_i$-direction. As mentioned in [78], the amplitudes of the outward waves and estimated using interior points while the amplitudes of the inward waves are addressed using additional physical considerations. The inward wave amplitudes for the case of subsonic outflow are approximated as follows:

At the left boundary: \[ L_{2+i} = \alpha_p (p - p_\infty). \]
At the right boundary: \[ L_1 = \alpha_p (p - p_\infty), \]
where $\alpha_p$ is the relaxation coefficient of the pressure term.

For the case of subsonic inflow, all waves at left boundary except $L_1$ and all waves at right boundary except $L_{2+i}$ are inward waves. The inward wave amplitudes are approximated as follows:

At the left boundary: \[ L_2 = \alpha_{pp} \left( \frac{p}{\rho} - \frac{p_l}{\rho_l} \right), \quad L_{2+k} = \alpha_{uk} (u_k - (u_k)_l) \quad k = 1, \ldots, d. \]
At the right boundary: \[ L_1 = \alpha_{ul} (u_i - (u_i)_r), \quad L_2 = \alpha_{pp} \left( \frac{p}{\rho} - \frac{p_r}{\rho_r} \right), \]
\[ L_{2+k} = \alpha_{uk} (u_k - (u_k)_r) \quad k \neq i, \]
where $p_l$, $u_l$, and $p_l$ are physical values imposed on left boundary; $p_r$, $u_r$, and $p_r$ are physical values imposed on right boundary; $\alpha_{pp}$ and $\alpha_{uk}$ are the relaxation coefficients of the terms following these coefficients in the above calculations.

In the IMPICE method, the values $\{L_j\}$ are substituted into the LODI equations (7.49)–(7.51). The LODI system is used to advance the velocities and pressures at the computational boundary to obtain the face-centered fluxing velocities and pressures of the boundary faces aligned with the computational boundary. We will discuss how to handle boundary faces which are not aligned with the computational boundary next.

### 7.5.2 Embedded Boundary Method

A Cartesian grid approach is efficient for rectangular domain, but it is challenging to extend the IMPICE approach to the case of an embedded boundary [55]. Embedded boundary grids allow more automated grid generation procedures around complex objects, which is important especially for multidimensional problems. Embedded boundaries not aligned with cell edges cause cells that are cut. For these cut cells, there is a change in the cell boundary and the cell center. Therefore, the cell center, which is the center of cell mass, need to be recalculated. The change in cell boundary includes cut faces, like faces $F_1$ and $F_2$ in Figure 7.2, and boundary faces, like faces $F_3$ and $F_4$ in Figure 7.2. The implementation of the Lagrangian and Euler phases in Section 7.3 suggests that the face-centered velocity and pressure for the cut faces and the boundary faces need to be rederived. In this section, we will discuss how to calculate the
cell-centered gradient of cut cells, the face-centered fluxing velocity and pressure of cut faces and boundary faces.

7.5.2.1 Limited Cell-Centered Gradients

As is well known, numerical results obtained from methods with the assumption that the cell variables are constant within each cell are very diffusive; in order to increase the order of accuracy for these methods, the distribution of cell variables is assumed to be varying within the cell and is determined using the gradients of cell variables. This requires a reconstruction of cell variables’ gradients for each control volume. Typical methods for gradient reconstruction either use a least squares or a Gauss-Green formula approach. An in-depth study of computational complexity, discretization accuracy, and convergence rates of some of these methods is conducted in Diskin and Thomas [29]. In [29], the cell-centered node-averaging (CC-NA) schemes for gradient reconstruction show that a first-order accurate gradient reconstruction is sufficient for use with a second-order discretization scheme. The CC-NA gradient of the variable $q$ in cell $j$ as defined in Dukowicz and Kodis [30] is:

$$\langle \nabla q_j \rangle = \frac{1}{V_j^{NC}} \int_{V_j^{NC}} \nabla q dV, \tag{7.52}$$

where $V_j^{NC}$ is the volume defined by the centroids of all the neighbors of the cell $j$ as shown in Figure 7.3. The numerical value of the above integral is evaluated using the divergence theorem as given by:

$$\langle \nabla q_j \rangle = \frac{1}{V_j^{NC}} \oint_{S_j^{NC}} qn dS, \tag{7.53}$$

where $S_j^{NC}$ is the surface of volume $V_j^{NC}$ and $n$ is the outward surface normal of $S_j^{NC}$. Assume that $q$ varies linearly along the surface, then the approximation in (7.53) is a first-order
approximation of the cell-centered average gradient of $q$ in (7.52). In order to evaluate the integral over the face in (7.53), we sum up the products of the face directed area and the solution at the face. However, using the gradient estimate in (7.53) for construction of cell variables’ distribution in the surrounding area of steep gradients might produce undershoots and/or overshoots when compared to neighboring data; limiting the gradient value has been used in the literature to prevent this. The multidimensional Van Leer limiting method uses the limiting coefficient $\alpha_j (0 \leq \alpha_j \leq 1)$ for each cell $j$ such that the limited cell-centered gradient is defined as:

$$\nabla q_j = \alpha_j \langle \nabla q_j \rangle,$$

(7.54)

and coefficient $\alpha_j$ is determined as:

$$\alpha_j = \min (1, \alpha_{\text{max}}, \alpha_{\text{min}}),$$

(7.55)

where:

$$\alpha_{\text{max}} = \max \left(0, \frac{q_{\text{max}} - q_j}{q_{j\text{max}} - q_j}\right),$$

(7.56)

$$\alpha_{\text{min}} = \max \left(0, \frac{q_{\text{min}} - q_j}{q_{j\text{min}} - q_j}\right),$$

(7.57)

and $q_{\text{max}}, q_{\text{min}}$ are the maximum and minimum values of $q$ in the neighboring cells, and $q_{j\text{max}}, q_{j\text{min}}$ are the maximum and minimum values of $q$ in cell $j$. The maximum and minimum values of $q$ in cell $j$ are the maximum and minimum values of $q$ at cell vertices. The value of $q$ at a cell
vertex, which is called the trial vertex value, is interpolated from the value at the cell center using the cell-centered averaging gradient. The trial vertex value, \( q_v \), is then given as follows:

\[
q_v = q_j + (\nabla q_j)(x_v - x_j),
\]

(7.58)

where \( x_v \) is the position of the vertex. The above gradient limiting procedure is used to calculate the limited cell-centered gradient of density and pressure. As mentioned in Vanderhayden and Kashiwa [127], the gradient limiting procedure for mass-specific transport quantities such as velocity, energy per unit mass, temperature, or species mass fraction needs to be implemented differently in order to eliminate artificial extrema and preserving the monotone character of the van Leer method. The formulation for the limited gradient of mass-specific transport quantities that maintains the monotone character of the van Leer method is called compatible by Vanderhayden and Kashiwa [127]. The compatible gradient limiting procedure proposed in [127] is used to calculate the cell-centered gradient of velocity. In the procedure for calculating the limited gradient of velocity of [127], the trial vertex value is:

\[
u_v = u_j + \frac{\rho_j \langle \nabla u_j \rangle (x_v - x_j)}{\rho_j + \nabla \rho_j (x_v - x_j)}.
\]

(7.59)

After having determined the limited cell-centered gradient of density, pressure, and velocity using the above procedure, the limited cell-centered gradient of total energy is given by:

\[
\nabla E_j = \frac{1}{(\gamma - 1)\rho_j} \nabla p_j - \frac{(E_j - \frac{1}{2}u_j \cdot u_j)}{\rho_j} \nabla \rho_j + u_j^T \nabla u_j.
\]

(7.60)

The above equation is obtained from differentiating the equation of state in (3.5).

For the cells close to the embedded boundary, some neighboring cells are either cut or not included in the computational domain. In order to approximate the cell-centered gradient of cut cells, the divergence theorem is now applied to the volume defined by the centroids of the neighbors of these cut cells and the embedded boundary as shown in Figure 7.4.

7.5.2.2 Face-centered Pressure Gradient of Cut Faces

In order to estimate the pressure gradient at center \( F_1 \) of cut face, see Figure 7.2, in its normal direction \( x_i \), we first find the projection points \( P_1 \) and \( P_2 \) of cell centers \( C_1 \) and \( C_2 \) onto the line that is perpendicular to the face and pass through the face center. The pressures at \( P_1 \)
and $P_2$, $p(P_1)$ and $p(P_2)$, are obtained from interpolation the pressures at face centers $C_1$ and $C_2$ using the cell-centered limited gradient. The pressure gradient at $F_1$ is then estimated by:

$$\frac{\partial}{\partial x_1}p_{j+\frac{1}{2}} = \frac{p(P_2) - p(P_1)}{h_1 + h_2}.$$  \hspace{0.5cm} (7.61)

The pressure gradient estimated with the above equation is used in the right side of Equation (7.22) when calculating the face-centered velocity.

### 7.5.2.3 Face-centered Fluxing Velocity and Pressure of Cut Faces

For the cut face located at $x_{j+\frac{1}{2}}$, the left and right extrapolated values are defined as follows:

$$W_{n(L)}^{j+\frac{1}{2}} = W_{n}^{j} + \nabla W_{n}^{j}(x_{j+\frac{1}{2}} - x_j),$$ \hspace{0.5cm} (7.62)

$$W_{n(R)}^{j+\frac{1}{2}} = W_{n}^{j+1} + \nabla W_{n}^{j+1}(x_{j+\frac{1}{2}} - x_{j+1}),$$ \hspace{0.5cm} (7.63)

where $\nabla W_{n}^{j}$ is the limited cell-centered gradient whose calculation is discussed in detail in Section 7.5.2.1. The calculation of the face-centered fluxing velocity and pressure of the cut face follows equations (7.21)–(7.25) with the face-centered pressure gradient of the cut face calculated using (7.61).

### 7.5.2.4 Face-centered Fluxing Velocity and Pressure of Boundary Faces

The face-centered fluxing velocity and pressure of boundary faces are used to evaluate the changes in mass, momentum, and energy of cut cell that are described by Equations (7.26)–(7.28). In IMPICE, the face-centered fluxing velocity and pressure are derived from the numerical solution of the GRP problem constructed at the center of the face. A similar
approach is also used in the calculation of the face-centered fluxing velocity and pressure of boundary faces. In this approach, in order to determine the fluxing velocity of the boundary face of the cell whose center is located at \( x_{j} \), see Figure 7.5, we need to construct a GRP problem at the center of the face, \( x_{j + \frac{1}{2}} \). Consider the Riemann problem where two constant states are separated at \( x_{j + \frac{1}{2}} \): the left constant state \( U_{n}^{L}(j + \frac{1}{2}) \) represents the value approaching \( x_{j + \frac{1}{2}} \) of the cut cell which is obtained using (7.62); the right constant state \( U_{n}^{R}(j + \frac{1}{2}) \), however, can not be determined using (7.63) since there is not a cell in the right side of the boundary. Alternatively, the right constant state can be determined using reflected values of the conserved quantities \( U_{n}^{L}(j + \frac{1}{2}) \). As mentioned in Helzel et al. [55], the method of reflecting the conserved quantities is a widely used procedure for obtaining boundary fluxes that simulate a reflecting boundary.

With the method of reflecting of conserved quantities, first we have to rotate the coordinate so that the boundary plane becomes a coordinate plane in \( x_{i} \)-direction. With this rotation, the conserved quantities of left constant state becomes \( \tilde{U}_{n}^{L}(j + \frac{1}{2}) \). The conserved quantities of right constant states \( \tilde{U}_{n}^{R}(j + \frac{1}{2}) \) is obtained from \( \tilde{U}_{n}^{L}(j + \frac{1}{2}) \) where:

\[
\begin{align*}
\tilde{\rho}_{n}^{R}(j + \frac{1}{2}) &= \tilde{\rho}_{n}^{L}(j + \frac{1}{2}), \\
\tilde{u}_{n}^{R}(j + \frac{1}{2}) &= A\tilde{u}_{n}^{L}(j + \frac{1}{2}), \\
\tilde{p}_{n}^{R}(j + \frac{1}{2}) &= \tilde{p}_{n}^{L}(j + \frac{1}{2}),
\end{align*}
\]

and matrix \( A = (a_{m,l}) \) with entries:

\[
a_{m,l} = \begin{cases} 
1 & \text{if } m = l \text{ & } m \neq i, \\
-1 & \text{if } m = l \text{ & } m = i, \\
0 & \text{otherwise}.
\end{cases}
\]

In order to determine the fluxing velocity at \( x_{j + \frac{1}{2}} \), we may consider the GRP problem either in the original grid, the unrotated grid, or the rotated grid where the embedded boundary is the coordinate plane in \( x_{i} \)-direction. If the considered GRP problem is in the unrotated grid, we need to obtain the boundary reflecting value \( \tilde{U}_{n}^{R}(j + \frac{1}{2}) \) in the original grid which is denoted as \( U_{n}^{R}(j + \frac{1}{2}) \), and solve the GRP problem with two separated constant states \( \left( U_{n}^{L}(j + \frac{1}{2}) \text{ and } U_{n}^{R}(j + \frac{1}{2}) \right) \) to evaluate the approximate fluxing velocity at the face-center \( x_{j + \frac{1}{2}} \) of the boundary face. If the considered GRP problem is in the rotated grid, the approximate fluxing velocity at the face-center \( x_{j + \frac{1}{2}} \) is evaluated using the approach of Section 7.2 to find the approximate solution of the Riemann problem where the two constant states are separated by a plane that is not a coordinate plane.
The approximate fluxing velocity is then time-advanced using the cell-centered limited gradient to obtain the face-centered fluxing velocity of the boundary face. The face-centered pressure of boundary face is obtained from interpolating the pressure of the cut cell using the cell-centered limited gradient.

### 7.5.2.5 Higher Order Advection

For the cut cells, the limited gradient used in Equation (7.38) is obtained using the limited cell-centered gradient calculated in Section 7.5.2.1 instead of using Equation (7.39).

### 7.5.2.6 Merge Very Small Cells

The grid cells near the embedded boundary may be orders of magnitude smaller than the regular Cartesian grid cells; it is then necessary to use a very small time step to maintain the stability of the method. In order to overcome this time step restriction, the cell merging technique is often used. Many cell merging techniques have been discussed in the literature, see Helzel et al. [55] and the references within. In these cell merging techniques, small irregular cut cells are merged together with a neighboring regular grid cell with several different variants mentioned in Helzel et al. [55]. In order to handle small cells in IMPICE, we use a new variation of the cell merging technique that makes use of the magnitudes of surrounding face-centered fluxing velocities. In this approach, we treat the small cells as independent cells and merge their values with neighbor cells at the end of integration step. At the end of the integration step, we determine if a cut cell is a small cell based on the ratio between the volume of the cut cell and the size of a regular grid cell. Let $V_{reg}$ be the volume of regular cells and $V_{cut}$ be the volume of the cut cell; at each cut cell the following volume ratio is calculated:

$$
r_c = \frac{V_{cut}}{V_{reg}}.
$$

(7.68)
A cut cell is then identified as a small cell using the following criteria:

\[ r_c < a, \quad (7.69) \]

for some constant \( a \). The small cell is then merged with a cell selected from its neighbors. The neighbor cell selected for merging is based on the face-centered fluxing velocity at the common face. The small cell values are merged with the cell that has the greatest value of the fluxing velocity at the common face. The values of the small cell and its selected merged cell at the end of the time integration step are the volume averages of their combined values. If we assume that we merge the small cell \( j \) with the merged neighbor cell, as denoted as \( M_j \), then:

\[ q_{n+1}^j = q_{M_j}^{n+1} = \frac{V_{n+1}^j q_{n+1}^j + V_{M_j}^{n+1} q_{M_j}^{n+1}}{V_{n+1}^j + V_{M_j}^{n+1}}, \quad (7.70) \]

where \( q = \rho, \rho u, \rho E \). We will use this approach to overcome the small cell problem in the IMPICE method. In IMPICE, when calculating the face-centered fluxing velocity, we use the time-advanced scheme shown in Equation (7.23). The face-centered fluxing velocity which is obtained from Equation (7.23), where time step \( \Delta t \) is “too large” for the size of the small cell (the time step should be proportional to the size of a grid cell to maintain stabilities), is “too large” that causes “too much” mass, momentum and energy of the small cell are fluxed to the neighbor cell. When this happens, these conserved quantities in some small cells become negative and the method becomes unstable. So the merging technique with the merging values determined using Equation (7.70) helps to redistribute mass, momentum, and energy to prevent the negative values of these quantities in small cells.

## 7.6 Numerical Results

We apply the multidimensional IMPICE method to a set of problems that are usually used for testing numerical methods for the system of Euler equations. For the performance of the embedded boundary method, the problem of shock reflection from a wedge is used.

### 7.6.1 Testing Problems

#### 7.6.1.1 Modified Shock Tube Problem

In Chapter 6, we presented the numerical solutions of the one-dimensional IMPICE method to several classical one-dimensional shock tube problems. In order to check for the correctness of multidimensional setting of the method, we now present the numerical solution to the one-dimensional shock tube problem with a multidimensional extension. The computational domain
of the chosen shock tube problem is $x \in [0.0, 1.0] \times [0.0, 0.05]$ and $t \in (0, T_e)$ and two constant states are separated by a discontinuity at $x_0 = 0.3$; the problem is governed by the system of Euler equations in two-dimensional space with the given initial condition:

$$(\rho, u_1, u_2, p)(x, 0) = \begin{cases} 
(1.0, 0.75, 0.0, 1.0) & \text{if } x_0 < 0.3, \\
(0.125, 0.0, 0.0, 0.1) & \text{if } x_0 > 0.3.
\end{cases} \tag{7.71}$$

This is a modified version of the standard shock tube problem, proposed in Toro [120].

### 7.6.1.2 Two-dimensional Explosion Problem

The two-dimensional explosion test problem in a rectangular domain $x \in [-1.0, 1.0] \times [-1.0, 1.0]$ and $t \in (0, T_e)$. The problem is governed by the system of the two-dimensional Euler equations with the given initial condition:

$$(\rho, u_1, u_2, p)(x, 0) = \begin{cases} 
(1.0, 0, 0, 1.0) & \text{if } r < 0.4, \\
(0.125, 0, 0, 0.1) & \text{if } r > 0.4,
\end{cases} \tag{7.72}$$

where $r^2 = x_1^2 + x_2^2$. The detailed description of this problem can be found in Toro [120].

### 7.6.1.3 Two-dimensional Explosion Problem with a Large Jump in Pressure

This problem has the same computational domain as the above two-dimensional explosion problem, but it has a large jump in pressure which is over four orders of magnitude and thus will produce a very strong outward traveling shock wave; see Toro [120] for problem details. The initial condition is given by:

$$(\rho, u_1, u_2, p)(x, 0) = \begin{cases} 
(10.0, 0, 0, 0.0, 1000) & \text{if } r < 0.4, \\
(1.0, 0, 0.0, 0.0, 0.1) & \text{if } r > 0.4,
\end{cases} \tag{7.73}$$

where $r^2 = x_1^2 + x_2^2$.

### 7.6.1.4 Shock Reflection from a Wedge Problem

We study the approximation of a Mach 10 moving shock wave reflected from a 30-degree wedge which is originally proposed by Woodward and Colella in [138]. The computational domain of this problem is $x \in [0, 3] \times [0, 2]$. The governing equations are the two-dimensional
Euler equations. The wedge is positioned at \((0.5, 0)\) with the initial condition in front and back of the shock is given by the Rankine-Hugnoniot conditions as follows:

\[
(r, u_1, u_2, p)(x, 0) = \begin{cases} 
(8.0, 8.25, 0.0, 116.5) & \text{if } x_1 < 0.5, \\
(1.4, 0.0, 0.0, 1.0) & \text{if } x_1 \geq 0.5
\end{cases}
\] (7.74)

The solution to this problem exhibits very strong discontinuities, wall-bounded flows and furthermore develops rich small-scale structures in time, which are difficult to resolve.

### 7.6.2 Numerical Results of the Multidimensional IMPICE Method with First-order Advection

The above test problems are now used to test the implementation of the multidimensional IMPICE method with first-order advection. We apply the transmissive boundary condition in all directions for all of the above problems except for the problem of shock reflection from a wedge. For the wedge problem, the exact solution is imposed for the segment \([0, 0.5]\) of the bottom boundary and the top boundary, a reflective boundary condition is placed on the wedge, the inflow boundary condition is applied on the left boundary, and the transmissive boundary condition is used on the right boundary. The numerical results of the multidimensional IMPICE method with first-order advection to these test problems are shown in Figures 7.6–7.9. The embedded boundary method is implemented for the wedge problem. In these figures, the numerical results of these problems (except for the shock reflection problem) are compared against either their exact or “exact” solution. The “exact” solutions for the explosion problems drawn in these figures are obtained from using the Random Choice Method (RCM) with the parameters described in Toro [120]. In [120], these RCM solutions are also regarded as the exact solutions since the RCM resolves discontinuities as true discontinuities and the errors are only from the position of the waves. In Figure 7.6, the computed density \(r\) and velocity \(u_1\) in \(x_1\)-direction are plotted at \(T_e = 0.2\); a cut along the \(x_1\)-axis of these quantities is plotted against the exact solution, which is the exact solution of the one-dimensional modified shock tube problem. In this figure, the result is oscillation-free and the solution profile of the modified shock tube problem in \(x_1\)-direction is in good agreement with the numerical solution obtained using the one-dimensional IMPICE method. The computed density \(r\) and pressure \(p\) in the numerical solutions to the two-dimensional explosion problems are plotted and compared against the “exact” values in the Figures 7.7–7.8; the numerical solutions in these figures approach the “exact” solutions and are mostly free of oscillations. The computed density \(r\) in the numerical solution to the wedge problem is depicted with forty-eight contour lines from 0.45 to 21.6 in Figure 7.9. There are very small cells resulting from the discretization of the computational domain of the wedge problem; therefore, the cells with volume that is smaller than 0.05 times of
Figure 7.6. Modified shock tube problem. $T_e = 0.2$. IMPICE with first-order advection on $N_1 \times N_2 = 200 \times 10$ grid, $C_{cfl} = 0.3$. Two-dimensional distribution of (a)density and (b)velocity, and a cut along the $x_1$-axis of (c) density and (d) velocity.

The standard cell volume are merged with neighboring cells to overcome the time step restriction. The analysis in Chapter 6 suggested that the IMPICE method – the analysis is done for the case of one-dimensional space, but may be derived for the case of multidimensional space – is first-order in space and time, so the numerical solutions are highly smeared at contact discontinuities as they appear in these figures; for instance, the numerical solution to the shock reflection from a wedge problem cannot capture the detail in the close-up region in Figure 7.9.

### 7.6.3 Numerical Results of the Multidimensional IMPICE Method with Second-order Advection

The second-order extension of the method in space in Section 7.4 increases the order of accuracy in space using the second-order advection. In the second-order advection approach, the advected quantities at cell interfaces are interpolated from the cell-centered data. The
Figure 7.7. Two-dimensional explosion problem. $T_e = 0.25$. IMPICE with first-order advection on $N_1 \times N_2 = 100 \times 100$ grid, $C_{cfl} = 0.3$. Two-dimensional distribution of (a)density and (b)pressure, and a cut along the $x_1$-axis of (c)density and (d)pressure.

Numerical results of this multidimensional IMPICE method with the discussed second-order advection are shown in Figures 7.10–7.14. As seen in these figures, we obtain more accurate numerical solutions when using the second-order advection. Especially for the wedge problem, the numerical solution resolves the detail in the close-up region of Figure 7.13, and the contour lines of the density $\rho$ for the obtained result using the method described in this chapter is similar to the contour line plot of the results from previous publications for this problem; for example, see [55, 61, 100, 119].
Figure 7.8. Two-dimensional explosion problem with large jump in pressure. $T_e = 0.03$. IMPICE with first-order advection on $N_1 \times N_2 = 300 \times 300$ grid, $C_{efl} = 0.3$. Two-dimensional distribution of (a) density and (b) pressure, and a cut along the $x_1$-axis of (c) density and (d) pressure.

Figure 7.9. Shock reflection from a wedge problem. $T_e = 0.2$. IMPICE with first-order advection on $N_1 \times N_2 = 900 \times 600$ grid, $C_{efl} = 0.3$. A cut cell is merged if the volume ratio, $r_c$, is less than 0.05. Forty-eight density contour lines from 0.45 to 21.6. (b) is zoomed area of (a).
Figure 7.10. Modified shock tube problem. $T_e = 0.2$. IMPICE with second-order advection on $N_1 \times N_2 = 200 \times 10$ grid, $C_{fl} = 0.3$. Two-dimensional distribution of (a) density and (b) velocity, and a cut along the $x_1$-axis of (c) density and (d) velocity.

7.7 Accuracy of the IMPICE Method for Solving the Advection Equation on an Embedded Boundary

Consider the following advection equation:

\[
\frac{\partial \rho}{\partial t} + \nabla \cdot (\rho \mathbf{u}) = 0,
\]

(7.75)

where $\mathbf{u}(\mathbf{x}, t)$ is given advection velocity and $\rho(\mathbf{x}, T_e)$ is solved from initial condition $\rho(\mathbf{x}, 0)$.

The IMPICE method in Section 7.3 with the embedded boundary treatment in Section 7.5.2 is used to solve Equation (7.75) on the same computational domain for the wedge problem given in Section 7.6.1.5. We consider a constant advection velocity given by $\mathbf{u} = [\cos(\theta), \sin(\theta)]^T$ where $\theta$ is the angle between the wedge and the horizontal axis. In order to use the IMPICE method for this advection problem, we assign a constant to the initial pressure on the computational domain. Two different initial conditions of $\rho(\mathbf{x}, 0)$, one without a jump and one with a jump in density, of the advection equation are considered as follows:
Figure 7.11. Two-dimensional explosion problem. $T_c = 0.25$. IMPICE with second-order advection on $N_1 \times N_2 = 100 \times 100$ grid, $C_{cfl} = 0.3$. Two-dimensional distribution of (a) density and (b) pressure, and a cut along the $x_1$-axis of (c) density and (d) pressure.

7.7.1 Advection 1

The initial value $\rho(x, 0)$ is given by:

$$
\rho(x, 0) = \begin{cases} 
2.0 & \text{if } x_1 \leq a, \\
2.0 + \sin(10(x_1 - a)) & \text{if } a < x_1 < a + \frac{\pi}{5}, \\
2.0 & \text{if } a + \frac{\pi}{5} \leq x_1.
\end{cases}
$$

(7.76)

where $a = 0.6$.

7.7.2 Advection 2

The initial value $\rho(x, 0)$ is given by:

$$
\rho(x, 0) = \begin{cases} 
2.0 & \text{if } x_1 \leq 0.6, \\
10.0 & \text{if } 0.6 < x_1 < 1.2, \\
2.0 & \text{if } 1.2 \leq x_1.
\end{cases}
$$

(7.77)
7.7.3 Numerical Results

The numerical solutions to the advection problems in Sections 7.7.1 and 7.7.2 at $T_{end} = 0.5$ using IMPICE with second-order advection are shown in Figure 7.15. The overall error norms and the orders of accuracy for these problems with several different mesh sizes are summarized in Table 7.1. For problem in Section 7.7.1 in which there is no jump in density, the orders of accuracy for first-order and second-order advection are as expected. For problem in Section 7.7.2 in which there is a jump in density, there is a degeneration in accuracies.

7.8 Conclusions

We have presented a generalization of the one-dimensional IMPICE method for solving multidimensional compressible flow problems. In order to prevent the oscillations in the IMPICE’s numerical solutions to the multidimensional system of Euler equations, it is necessary to apply a multidimensional limiting process to limit the gradients. We tested the implementation of the multidimensional IMPICE method on a suite of test problems for the system of Euler
Figure 7.13. Shock reflection from a wedge problem. $T_e = 0.2$. IMPICE with second-order advection on $N_1 \times N_2 = 900 \times 600$ grid, $C_{cfl} = 0.3$. A cut cell is merged if the volume ratio, $r_c$, is less than 0.05. Sixty density contour lines from 0.4 to 23.5.

Table 7.1. $L_1$-norms and the order of accuracy $m$ of the overall errors in the numerical solutions to the advection problem at $T_e = 0.5$.

<table>
<thead>
<tr>
<th>$N_1 \times N_2$</th>
<th>first-order $| \text{ge}^p(T_e) |_{L_1}$</th>
<th>$m$</th>
<th>second-order $| \text{ge}^p(T_e) |_{L_1}$</th>
<th>$m$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Advection 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>60 $\times$ 40</td>
<td>4.28E-01</td>
<td>—</td>
<td>9.06E-02</td>
<td>—</td>
</tr>
<tr>
<td>120 $\times$ 80</td>
<td>2.74E-01</td>
<td>0.64</td>
<td>2.88E-02</td>
<td>1.65</td>
</tr>
<tr>
<td>240 $\times$ 160</td>
<td>1.64E-01</td>
<td>0.74</td>
<td>8.91E-03</td>
<td>1.69</td>
</tr>
<tr>
<td>480 $\times$ 320</td>
<td>9.55E-02</td>
<td>0.78</td>
<td>2.52E-03</td>
<td>1.82</td>
</tr>
<tr>
<td>Advection 2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>60 $\times$ 40</td>
<td>2.69E-00</td>
<td>—</td>
<td>1.08E-00</td>
<td>—</td>
</tr>
<tr>
<td>120 $\times$ 80</td>
<td>1.90E-00</td>
<td>0.50</td>
<td>6.32E-01</td>
<td>0.77</td>
</tr>
<tr>
<td>240 $\times$ 160</td>
<td>1.33E-00</td>
<td>0.51</td>
<td>3.62E-01</td>
<td>0.80</td>
</tr>
<tr>
<td>480 $\times$ 320</td>
<td>9.32E-01</td>
<td>0.51</td>
<td>2.11E-01</td>
<td>0.78</td>
</tr>
</tbody>
</table>

equations in multidimensional space where the obtained numerical solutions have shown the ability to capture shock waves. We implemented the method of cut cells to allow IMPICE to solve problems in complex geometries. The implementation of the method of cut cells was tested on the problem of shock reflection from a wedge. In this chapter, we have shown the idea of using linear spatial distribution of cell variables for the multidimensional case makes it possible to raise the order of accuracy in space.
Figure 7.14. Shock reflection from a wedge problem. $T_e = 0.2$. IMPICE with second-order advection on $N_1 \times N_2 = 900 \times 600$ grid, $C_{cfl} = 0.3$. This is a zoomed part of Figure 7.13 with three hundred density contour lines to show the solution detail in the interested area.

Figure 7.15. Numerical solutions to the advection problem at $T_e = 0.5$ using IMPICE with second-order advection on $N_1 \times N_2 = 240 \times 160$ grid, $C_{cfl} = 0.3$: (a) Advection 1 and (b) Advection 2.
CHAPTER 8
ADJOINT ERROR ESTIMATE FOR THE
IMPROVED PRODUCTION IMPLICIT
CONTINUOUS-FLUID EULERIAN
METHOD

We have discussed in Chapter 4 the importance of being able to estimate the errors in a
numerical solution and the increased use of adjoint-based error estimates in the error anal-
ysis of applications in Computational Fluid Dynamics (CFD). In this chapter, we propose a
discrete adjoint approach for estimating the overall error in the numerical solutions of the
one-dimensional IMPICE method.

8.1 Introduction
The IMPICE method discussed in Section 6.4 approximates the solution of the one-dimensional
Euler equations in the conservation law form (6.22) at the set of discrete points \( \{x_j : j = 1, ..., N\} \) which are the centers of the spatial mesh cells. The approximate solution at \((x_j, t_n)\)
is the average value of cell \( j \), \( \mathbf{U}_j^n = \left[ \rho_j^n, (\rho u)_j^n, (\rho E)_j^n \right]^T \).

Let:

\[
\mathbf{Y} = \begin{bmatrix} \mathbf{U}_1^n & \mathbf{U}_2^n & \mathbf{U}_3^n & \cdots & \mathbf{U}_N^n \end{bmatrix}^T, \quad (8.1)
\]

where:

\[
\mathbf{U}_j = \left[ \rho_j, (\rho u)_j, (\rho E)_j \right]^T. \quad (8.2)
\]

Consider the following ODE system:

\[
\begin{cases}
\dot{\mathbf{Y}}(t) = \mathbf{G}(t, \mathbf{Y}(t)) \\
\mathbf{Y}(0) = \mathbf{Y}_0,
\end{cases} \quad (8.3)
\]
where:

$$G = [G_1, G_2, G_3, ..., G_N]^T$$ \hspace{1cm} (8.4)

and $G_j(t, Y(t))$ is defined at discrete points in time as follows:

$$G_j(t_n, \tilde{Y}^n) = \frac{1}{\Delta x} \left( F_{IMPICE}^{j+\frac{1}{2}}(t_n) - F_{IMPICE}^{j-\frac{1}{2}}(t_n) \right),$$ \hspace{1cm} (8.5)

where $F_{IMPICE}^{j+\frac{1}{2}}(t_n)$ is given by Equation (6.58) and $\tilde{Y}^n = [U^n_1, U^n_2, ..., U^n_N]^T$.

If we are about to numerically solve the system in (6.22) on the computational domain at the discrete points \{x_j : j = 1, ..., N\} by solving the ODE system in Equation (8.3), then the overall errors at these discrete points, as derived in Chapter 4, can be estimated using the following equation:

$$\mathbf{l}^T \mathbf{ge}(T_e) \approx \sum_{j=1}^{m} \lambda^T(t_j) \left[ \mathbf{le} \left( t_{j+1}; t_j, \tilde{Y}^j \right) + (t_{j+1} - t_j) \mathbf{TE(t_j)} \right] + \lambda^T(0) \mathbf{r}_0,$$ \hspace{1cm} (8.6)

where a set of vector $\mathbf{l}$ is chosen such that all components of vector $\mathbf{ge}(T_e)$ can be revealed; such set of vector $\mathbf{l}$ is discussed in Section 4.2. In Equation (8.6), $\mathbf{le} \left( t_{j+1}; t_j, \tilde{Y}^j \right)$ is the local error from solving the ODE system (8.3) on $[t_j, t_{j+1}]$, $\mathbf{TE}(t_j)$ is the spatial truncation error, and $\lambda$ is the solution to the following adjoint system:

$$\begin{cases}
\dot{\lambda}(t) = -\mathbf{J}^T(t, \tilde{Y})\lambda(t), & 0 \leq t \leq T_e \\
\lambda(T_e) = \mathbf{l},
\end{cases}$$ \hspace{1cm} (8.7)

where $\mathbf{J}(t, \tilde{Y})$ is the Jacobian of $\mathbf{G}(t, Y(t))$ in Equation (8.3) with respect to $Y$ evaluated at $\tilde{Y}$.

In the overall error given by Equation (8.6), the contributions of the temporal error and spatial error are given as follows:

$$\mathbf{l}^T \mathbf{et}(T_e) \approx \sum_{j=1}^{m} \lambda^T(t_j) \mathbf{le} \left( t_{j+1}; t_j, \tilde{Y}^j \right) + \lambda^T(0) \mathbf{r}_0,$$ \hspace{1cm} (8.8)

$$\mathbf{l}^T \mathbf{es}(T_e) \approx \sum_{j=1}^{m} (t_{j+1} - t_j) \lambda^T(t_j) \mathbf{TE}(t_j),$$ \hspace{1cm} (8.9)
8.2 Adjoint Problem Formulation for the One-dimensional IMPICE Method

The formulation of the adjoint problem for IMPICE involves the determination of \( J(t, Y) \) which is the Jacobian of \( G(t, Y(t)) \) with respect to \( Y \). For the purpose of error estimation, the adjoint system in (8.7) is solved backward in time at \( t_m = T_e, t_{m-1}, ..., t_1 = 0 \) using the discrete values \( \{ J(t_n, \tilde{Y}^n) : n = m, ..., 0 \} \). From the definitions of \( G \) given by (8.4) and \( Y \) given by (8.1), we have:

\[
J(t_n, \tilde{Y}^n) = \frac{\partial G}{\partial Y}(t_n, \tilde{Y}^n) = \begin{bmatrix}
\frac{\partial G_1(t_n, \tilde{Y}^n)}{\partial \tilde{U}_1(t_n, \tilde{Y}^n)} & \frac{\partial G_1(t_n, \tilde{Y}^n)}{\partial \tilde{U}_2(t_n, \tilde{Y}^n)} & \cdots & \frac{\partial G_1(t_n, \tilde{Y}^n)}{\partial \tilde{U}_N(t_n, \tilde{Y}^n)} \\
\frac{\partial G_2(t_n, \tilde{Y}^n)}{\partial \tilde{U}_1(t_n, \tilde{Y}^n)} & \frac{\partial G_2(t_n, \tilde{Y}^n)}{\partial \tilde{U}_2(t_n, \tilde{Y}^n)} & \cdots & \frac{\partial G_2(t_n, \tilde{Y}^n)}{\partial \tilde{U}_N(t_n, \tilde{Y}^n)} \\
\vdots & \vdots & \ddots & \vdots \\
\frac{\partial G_N(t_n, \tilde{Y}^n)}{\partial \tilde{U}_1(t_n, \tilde{Y}^n)} & \frac{\partial G_N(t_n, \tilde{Y}^n)}{\partial \tilde{U}_2(t_n, \tilde{Y}^n)} & \cdots & \frac{\partial G_N(t_n, \tilde{Y}^n)}{\partial \tilde{U}_N(t_n, \tilde{Y}^n)} 
\end{bmatrix}. \quad (8.10)
\]

In Equation (8.5), we do not define the function \( G_j \), but only provide the evaluated values of this function at \( (t_n, \tilde{Y}^n) \). Based on the construction of the face-centered fluxes \( F^{\text{IMPICE}}_{j+\frac{1}{2}} \) for the IMPICE method as described by Equation (8.5), we will approximate the value of \( \frac{\partial G_j}{\partial \tilde{U}_k}(t_n, \tilde{Y}^n) \) using the following equation:

\[
\frac{\partial G_j}{\partial \tilde{U}_k}(t_n, \tilde{Y}^n) = \frac{1}{\Delta x} \left( \frac{\partial F^{\text{IMPICE}}_{j+\frac{1}{2}}}{\partial \tilde{U}_k}(t_n, \tilde{Y}^n) - \frac{\partial F^{\text{IMPICE}}_{j-\frac{1}{2}}}{\partial \tilde{U}_k}(t_n, \tilde{Y}^n) \right), \quad (8.11)
\]

where the approximation of \( \frac{\partial F^{\text{IMPICE}}_{j+\frac{1}{2}}}{\partial \tilde{U}_k}(t_n, \tilde{Y}^n) \) is discussed next.

Based on Equation (6.58), we approximate \( \frac{\partial F^{\text{IMPICE}}}{\partial \tilde{U}_k}(t_n, \tilde{Y}^n) \) using the following equation:

\[
\frac{\partial F^{\text{IMPICE}}_{j+\frac{1}{2}}}{\partial \tilde{U}_k}(t_n, \tilde{Y}^n) \approx u^*_{j+\frac{1}{2}} \frac{\partial (U)_{j+\frac{1}{2}}}{\partial \tilde{U}_k} + (U)_{j+\frac{1}{2}} \frac{\partial u^*_{j+\frac{1}{2}}}{\partial \tilde{U}_k} + \frac{0}{\partial \tilde{U}_k} + \frac{\partial p^*_{j+\frac{1}{2}}}{\partial \tilde{U}_k} \left[ \frac{\partial u^*_{j+\frac{1}{2}}}{\partial \tilde{U}_k} + p^*_{j+\frac{1}{2}} \frac{\partial u^*_{j+\frac{1}{2}}}{\partial \tilde{U}_k} \right], \quad (8.12)
\]

where the partial derivative terms on the right side of Equation (8.12) will be described below. These partial derivatives terms approximate the change in the corresponding quantities with respect to the change in the cell-centered conserved variables. We will discuss the approximations to the partial derivatives \( \frac{\partial (U)_{j+\frac{1}{2}}}{\partial \tilde{U}_k}, \frac{\partial u^*_{j+\frac{1}{2}}}{\partial \tilde{U}_k}, \) and \( \frac{\partial p^*_{j+\frac{1}{2}}}{\partial \tilde{U}_k} \) in Equation (8.12) by following the steps in the IMPICE method next.
8.2.1 Partial Derivatives of Variables at Cell-centers

The vector of cell-centered variables $W$ of cell $j$ is given by:

$$W_j = [\rho_j, u_j, E_j, p_j]^T. \quad (8.13)$$

With $U_j$ defined by Equation (8.2), the partial derivatives of $W_j$ with respect to $U_k$ where $k \neq j$ are zero vectors. For the case of $k = j$, the partial derivatives of $W_j$ is given by:

$$\frac{\partial W_j}{\partial U_j} = \begin{bmatrix} \frac{\partial (\rho_j)}{\partial U_j} & \frac{\partial (u_j)}{\partial U_j} & \frac{\partial (E_j)}{\partial U_j} & \frac{\partial (p_j)}{\partial U_j} \end{bmatrix}^T, \quad (8.14)$$

where the elements in the above vector are shown in the following equations:

$$\frac{\partial \rho_j}{\partial U_j} = [1, 0, 0], \quad (8.15)$$

$$\frac{\partial u_j}{\partial U_j} = \begin{bmatrix} -u_j \frac{1}{\rho_j}, 1, 0 \end{bmatrix}, \quad (8.16)$$

$$\frac{\partial E_j}{\partial U_j} = \begin{bmatrix} -E_j \frac{1}{\rho_j}, 0, 1 \end{bmatrix}, \quad (8.17)$$

$$\frac{\partial p_j}{\partial U_j} = \begin{bmatrix} \frac{1}{2} (\gamma - 1) (u_j)^2, - (\gamma - 1) u_j, (\gamma - 1) \end{bmatrix}. \quad (8.18)$$

We introduce the partial derivative notation $\frac{\partial W_j^n}{\partial U_j}$ which is defined as follows:

$$\frac{\partial W_j^n}{\partial U_j} = \frac{\partial W_j}{\partial U_j}(t_n). \quad (8.19)$$

We approximate the partial derivatives $\frac{\partial W_j}{\partial U_j}$ at $t_n$ by evaluating the right side of Equations (8.16)–(8.18) using the cell-centered numerical solution $\tilde{Y}^n$.

8.2.2 Partial Derivatives of Limited Local Reconstructed Variables at Face-centers

In the time integration of the IMPICE method, we first have the two states constructed at each face-center. These constructed states are used in the calculation of the face-centered fluxing velocity $u^*_{j+1/2}$. In order to approximate the change in fluxing velocity with respect to the change cell-centered conserved variables, $\frac{\partial u^*_{j+1/2}}{\partial U_k}$, we first approximate the change in the constructed states with respect to these variables, denoted as $\frac{\partial W^{n(L)}_{j+1/2}}{\partial U_k}$ and $\frac{\partial W^{n(R)}_{j+1/2}}{\partial U_k}$. In this dissertation,
there have been two different forms of the face-centered constructed states introduced by Equations (6.44)–(6.45) and (7.10)–(7.11) based on the use of the different limiting processes. We will approximate \( \frac{\partial W_n^{(L)}}{\partial U_k} \) and \( \frac{\partial W_n^{(R)}}{\partial U_k} \) based on the MLP limiting process, in which the reconstructed left and right states are given by Equations (7.10)–(7.11); a similar derivation can be applied to the reconstructed states are given by Equations (6.44)–(6.45).

From Equation (7.10), we have:

\[
\frac{\partial W_n^{(L)}}{\partial U_j} + \frac{1}{2} \frac{\partial U_j}{\partial W_j^{n+\frac{1}{2}}} = 0
\]

\[
5 \phi_r \left( r_n^{(L)} \right) \frac{\partial W_j^{n+\frac{1}{2}}}{\partial U_j} \frac{\partial W_j^{n+\frac{1}{2}}}{\partial U_j} (W_j^n - W_j^{n-1}) + \left[ 1 + 0.5 \phi_r \left( r_n^{L} \right) \right] \frac{\partial W_j^n}{\partial U_j}, \quad (8.20)
\]

\[
\frac{\partial W_n^{(L)}}{\partial U_j} = 0.5 \phi_r \left( r_n^{(L)} \right) \frac{\partial W_j^{n+\frac{1}{2}}}{\partial U_j} (W_j^n - W_j^{n+1})
\]

\[
+ \left[ 1 + 0.5 \phi_r \left( r_n^{(L)} \right) \right] \frac{\partial W_j^n}{\partial U_j}, \quad (8.21)
\]

\[
\frac{\partial W_n^{(L)}}{\partial U_{j+1}} = 0.5 \phi_r \left( r_n^{(L)} \right) \frac{\partial W_j^{n+\frac{1}{2}}}{\partial U_{j+1}} (W_j^n - W_j^{n-1}), \quad (8.22)
\]

where:

\[
r_n^{(L)} = \frac{W_j^{n+1} - W_j^n}{W_j^n - W_j^{n-1}} \quad (8.23)
\]

and \( \phi(r) \) is defined in [71] as follows:

\[
\phi(r) = max(0, min(2, 2r, \frac{1 + 2r}{3})). \quad (8.24)
\]

In the same way as in previous chapters, the vector multiplications and divisions in the above equations, and also for the rest of this chapter, are component-wise operations. The max and min functions in Equation (8.24) and the derivative of function \( \phi \) with respect to \( r \) in Equations (8.20)–(8.22) are also performed on each component of the vector. The derivative of function \( \phi \) with respect to \( r \) evaluated at a scalar quantity \( r \) is given by:

\[
\phi_r(r) = \frac{\partial \phi(r)}{\partial r}, \quad (8.25)
\]

where \( \phi(r) = max(0, min(2, 2r, \frac{1 + 2r}{3})) \). As shown in Figure 8.1, the limiting function \( \phi(r) \) in
Figure 8.1. MLP3 limiting function $\phi(r)$.

Equation (8.25) is not differentiable everywhere. In particular, function $\phi(r)$ is not differentiable at $r = 0$, 0.25, and 2.5. However, $\phi(r)$ is both left and right differentiable at these points. The derivative of function $\phi(r)$ with respect to $r$ at these values is chosen either the left derivative or the right derivative. Therefore, we have the following approximation:

$$
\phi_r(r) = \begin{cases} 
0 & \text{if } (r \leq 0 \ | | \ 2.5 \leq r), \\
2 & \text{if } (0 < r < 0.25), \\
2/3 & \text{if } (0.25 \leq r < 2.5). 
\end{cases} \quad (8.26)
$$

We tested the IMPICE method with several differentiable limiters; the resulting method was nonmonotone when used with these tested differentiable limiters.

From Equation (8.23), we define the following partial derivatives:

$$
\frac{\partial r^{n(L)}_W}{\partial U_{j-1}} = \left( \frac{W_{j+1}^n - W_j^n}{(W_j^n - W_{j-1}^n)^2} \right) \frac{\partial W_j^n}{\partial U_{j-1}}, 
$$

$$
\frac{\partial r^{n(L)}_W}{\partial U_j} = \left( \frac{W_{j+1} - W_{j-1}}{(W_j^n - W_{j-1}^n)^2} \right) \frac{\partial W_j^n}{\partial U_j}, 
$$

$$
\frac{\partial r^{n(L)}_W}{\partial U_{j+1}} = \left( \frac{1}{W_j^n - W_{j-1}^n} \right) \frac{\partial W_{j+1}^n}{\partial U_{j+1}}. 
$$

(8.27) \hspace{1cm} (8.28) \hspace{1cm} (8.29)

With the partial derivatives defined in Equations (8.26)–(8.29), we now can approximate the partial derivatives $\frac{\partial W^{n(L)}_{j+\frac{1}{2}}}{\partial U_k}$ in Equations (8.20) – (8.22) for $W^{n(L)}_{j+\frac{1}{2}}$ defined by Equation (7.10).

A similar derivation can be applied to the approximation of $\frac{\partial W^{n(R)}_{j+\frac{1}{2}}}{\partial U_k}$ for $W^{n(R)}_{j+\frac{1}{2}}$ defined by
Equation (7.11). The partial derivatives of the constructed values of the speed of sound are defined using the partial derivatives of other constructed variables as follows:

\[
\frac{\partial c^{n(L)}_{j+\frac{1}{2}}}{\partial U_k} = \frac{1}{2} \left[ \frac{n(L) \frac{\partial \rho^{n(L)}_{j+\frac{1}{2}}}{\partial U_k} - n(L) \frac{\partial \rho^{n(L)}_{j+\frac{1}{2}}}{\partial U_k}}{\rho^{n(L)}_{j+\frac{1}{2}} \sqrt{\rho^{n(L)}_{j+\frac{1}{2}} \rho_{j+\frac{1}{2}}}} \right], \quad \frac{\partial c^{n(R)}_{j+\frac{1}{2}}}{\partial U_k} = \frac{1}{2} \left[ \frac{n(R) \frac{\partial \rho^{n(R)}_{j+\frac{1}{2}}}{\partial U_k} - n(R) \frac{\partial \rho^{n(R)}_{j+\frac{1}{2}}}{\partial U_k}}{\rho^{n(R)}_{j+\frac{1}{2}} \sqrt{\rho^{n(R)}_{j+\frac{1}{2}} \rho_{j+\frac{1}{2}}}} \right].
\] (8.30)

The above derivation is based on the equation of speed of sound in Equation (3.6). The constructed face-centered values are then used to construct the generalized Riemann problem (6.49) with the initial condition given by Equation (6.50). The partial derivatives of the HLL Riemann solution at face-centers are approximated next.

### 8.2.3 Partial Derivatives of the HLL Riemann Solution at Face-centers

The value of variables located at face-center is approximated using the HLL Riemann solver described by Equation (6.51). From Equation (6.51), we will approximate the change in the value of variables at face-center with respect to \(Y\). In particular, the change in the face-centered velocity at \(t_n\), \(\frac{\partial u^{n}_{j+\frac{1}{2}}}{\partial U_k}\), and the face-centered density at \(t_n\), \(\frac{\partial \rho^{n}_{j+\frac{1}{2}}}{\partial U_k}\). The changes in the face-centered density and velocity corresponding to three different cases of the HLL Riemann solution are given as follows:

**Case (i):** \(a^{n(L)}_{j+\frac{1}{2}} > 0\).

As shown in Equation (6.51), the face-centered velocity and density for this case are given by:

\[
u^{n}_{j+\frac{1}{2}} = u^{n(L)}_{j+\frac{1}{2}}, \quad \rho^{n}_{j+\frac{1}{2}} = \rho^{n(L)}_{j+\frac{1}{2}}. \] (8.31)

The partial derivatives of the face-centered velocity and density are then given by:

\[
\frac{\partial u^{n}_{j+\frac{1}{2}}}{\partial U_k} = \frac{\partial u^{n(L)}_{j+\frac{1}{2}}}{\partial U_k}, \quad \frac{\partial \rho^{n}_{j+\frac{1}{2}}}{\partial U_k} = \frac{\partial \rho^{n(L)}_{j+\frac{1}{2}}}{\partial U_k},
\] (8.32)

where \(\frac{\partial u^{n(L)}_{j+\frac{1}{2}}}{\partial U_k}\) and \(\frac{\partial \rho^{n(L)}_{j+\frac{1}{2}}}{\partial U_k}\) are approximated using Equations (8.20) – (8.22).

**Case (ii):** \(a^{n(R)}_{j+\frac{1}{2}} < 0\).
Similarly as in the previous case, the partial derivatives of the face-centered velocity and density for this case are approximated using the partial derivatives of the right constructed state as follows:

\[
\frac{\partial u^n_{j+\frac{1}{2}}}{\partial U_k} = \frac{\partial u^{n(R)}_{j+\frac{1}{2}}}{\partial U_k}, \quad \frac{\partial \rho^n_{j+\frac{1}{2}}}{\partial U_k} = \frac{\partial \rho^{n(R)}_{j+\frac{1}{2}}}{\partial U_k} \quad (8.33)
\]

Case (iii): \(a^{n(L)}_{j+\frac{1}{2}} < 0 < a^{n(R)}_{j+\frac{1}{2}}\).

For this case, the face-centered velocity and density are defined using both the left and right constructed states. From Equation (6.51), we have:

\[
\rho^n_{j+\frac{1}{2}} = \frac{(a_R \rho_R - a_L \rho_L) - (\rho_R u_R - \rho_L u_L)}{a_R - a_L}, \quad (8.34)
\]

\[
(\rho u)^n_{j+\frac{1}{2}} = \frac{(a_R \rho_R u_R - a_L \rho_L u_L) - (\rho_R (u_R)^2 + p_R - \rho_L (u_L)^2 - p_L)}{a_R - a_L}. \quad (8.35)
\]

In the above equations, the variables are written in abbreviated forms where \(\rho_L\) and \(\rho_R\) represent \(\rho^{n(L)}_{j+\frac{1}{2}}\) and \(\rho^{n(R)}_{j+\frac{1}{2}}\) respectively, and also the same for all other face-centered variables at \(t_n\). With \(a_L\) and \(a_R\) defined by Equation (6.53), we can simplify Equation (8.34) as follows:

\[
\rho^n_{j+\frac{1}{2}} = \frac{(c_R \rho_R + c_L \rho_L)}{(a_R - a_L)}. \quad (8.36)
\]

The face-centered velocity at \(t_n\) is obtained from Equations (8.34) and (8.35) as follows:

\[
u^n_{j+\frac{1}{2}} = \frac{(\rho u)^n_{j+\frac{1}{2}}}{\rho^n_{j+\frac{1}{2}}} = \frac{(c_R \rho_R u_R + c_L \rho_L u_L - p_R + p_L)}{(c_R \rho_R + c_L \rho_L)}. \quad (8.37)
\]

As the partial derivatives with respect to \(Y\) of the terms on the right side of Equations (8.36) and (8.37) are previously defined in Equations (8.20)–(8.22), and Equation (8.30), we can determine the approximation to the partial derivatives of \(\rho^n_{j+\frac{1}{2}}\) in Equation (8.36) and \(u^n_{j+\frac{1}{2}}\) in Equation (8.37). These partial derivatives are denoted as \(\frac{\partial \rho^n_{j+\frac{1}{2}}}{\partial U_k}\) and \(\frac{\partial u^n_{j+\frac{1}{2}}}{\partial U_k}\).

### 8.2.4 Partial Derivatives of Fluxing Velocities at Face-centers

From Equation (6.30), we approximate the partial derivatives of the face-centered fluxing velocity using the following equation:
\[
\frac{\partial u^*_j + \frac{1}{2}}{\partial U_k} = \frac{\partial u^n_{j + \frac{1}{2}}}{\partial U_k} - \sigma \left[ \frac{1}{\rho^n_{j + \frac{1}{2}}} \frac{\partial \left( p^n_j + \frac{1}{2} - p^n_{j + \frac{1}{2}} \right)}{\partial U_k} - \left( \frac{p^n_{j + \frac{1}{2}} - p^n_j}{\rho^n_{j + \frac{1}{2}}^2} \right) \frac{\partial \rho^n_{j + \frac{1}{2}}}{\partial U_k} \right], \tag{8.38}
\]

where \( \sigma = \frac{\Delta t}{2 \Delta x} \). In Equation (8.38), \( p^n_{j + \frac{1}{2}} \) is the cell-centered pressure at \( t_{n + \frac{1}{2}} \). Following the calculation of the explicit “pressure corrector” discussed in Section 6.4.2, the cell-centered pressure \( p^n_{j + \frac{1}{2}} \) is approximated using the following equation:

\[
p^n_{j + \frac{1}{2}} = p^n_j - \sigma \gamma p^n_j \left( u^n_{j + \frac{1}{2}} - u^n_{j - \frac{1}{2}} \right). \tag{8.39}
\]

From Equation (8.39) and the equation of state, we have:

\[
p^n_{j + \frac{1}{2}} = p^n_j - \sigma \gamma p^n_j \left( u^n_{j + \frac{1}{2}} - u^n_{j - \frac{1}{2}} \right) = p^n_j \left[ 1 - \sigma \gamma \left( u^n_{j + \frac{1}{2}} - u^n_{j - \frac{1}{2}} \right) \right]. \tag{8.40}
\]

The partial derivatives of \( p^n_{j + \frac{1}{2}} \) with respect to \( Y \) are then approximated as follows:

\[
\frac{\partial p^n_{j + \frac{1}{2}}}{\partial U_k} = \frac{\partial p^n_j}{\partial U_k} \left[ 1 - \sigma \gamma \left( u^n_{j + \frac{1}{2}} - u^n_{j - \frac{1}{2}} \right) \right] - \sigma \gamma p^n_j \left( \frac{\partial u^n_{j + \frac{1}{2}}}{\partial U_k} - \frac{\partial u^n_{j - \frac{1}{2}}}{\partial U_k} \right). \tag{8.41}
\]

Since the partial derivatives on the right side of the above equation are previously defined in Sections 8.2.1 and 8.2.3, the partial derivatives of the cell-centered pressure, \( \frac{\partial p^n_{j + \frac{1}{2}}}{\partial U_k} \), are also now defined.

### 8.2.5 Partial Derivatives of Pressures at Face-centers

From Equation (6.9), the partial derivatives with respect to \( Y \) of the face-centered pressure \( \partial p^n_{j + \frac{1}{2}} \) may be approximated using the following equation:

\[
\frac{\partial p^n_{j + \frac{1}{2}}}{\partial U_k} = \frac{1}{\left( \rho^n_j + \rho^n_{j+1} \right)} \left[ p^n_j \frac{\partial p^n_{j+1}}{\partial U_k} + \rho^n_{j+1} \frac{\partial p^n_{j+1}}{\partial U_k} + p^n_{j+1} \frac{\partial p^n_j}{\partial U_k} + p^n_{j+1} \frac{\partial p^n_{j+1}}{\partial U_k} \right] - \frac{\left( \rho^n_j + \rho^n_{j+1} \right) \frac{\partial \rho^n_{j+1}}{\partial U_k} + \rho^n_{j+1} \frac{\partial \rho^n_j}{\partial U_k} + \rho^n_{j+1} \frac{\partial \rho^n_{j+1}}{\partial U_k}}{\left( \rho^n_j + \rho^n_{j+1} \right)^2}, \tag{8.42}
\]

where \( \frac{\partial p^n_j}{\partial U_k}, \frac{\partial p^n_{j+1}}{\partial U_k}, \frac{\partial \rho^n_j}{\partial U_k}, \) and \( \frac{\partial \rho^n_{j+1}}{\partial U_k} \) are approximated using Equations (8.16) and (8.41).
8.2.6 Partial Derivatives of Advedted Quantities at Face-centers

For IMPICE with first-order advection as defined in Chapter 6, the advected quantities \( \langle U \rangle_{j+\frac{1}{2}}^n \) are defined by Equation (6.17). The partial derivatives of the advected quantities with respect to \( Y \) are then approximated using the following equation:

\[
\frac{\partial \langle U \rangle_{j+\frac{1}{2}}^n}{\partial U_k} = \begin{cases} 
I & \text{if } \left( u_{j+\frac{1}{2}}^* < 0 \right) \text{ and } (k = j + 1) \\
I & \text{if } \left( u_{j+\frac{1}{2}}^* \geq 0 \right) \text{ and } (k = j) \\
0 & \text{otherwise,}
\end{cases} \tag{8.43}
\]

where \( 0 \) is a \( 3 \times 3 \) zero matrix and \( I \) is a \( 3 \times 3 \) identity matrix.

For IMPICE with second-order advection discussed in Section 6.8, we need to approximate the following partial derivatives:

\[
\frac{\partial \langle U \rangle_{j+\frac{1}{2}}^n}{\partial U_k} = \begin{bmatrix} 
\frac{\partial \langle \rho \rangle_{j+\frac{1}{2}}^n}{\partial U_k} \\
\frac{\partial \langle \rho u \rangle_{j+\frac{1}{2}}^n}{\partial U_k} \\
\frac{\partial \langle \rho E \rangle_{j+\frac{1}{2}}^n}{\partial U_k}
\end{bmatrix}, \tag{8.44}
\]

where \( \langle \rho \rangle_{j+\frac{1}{2}}^n, \langle \rho u \rangle_{j+\frac{1}{2}}^n \), and \( \langle \rho \rangle_{j+\frac{1}{2}}^n \) are defined by Equations (6.76)–(6.78).

From Equation (6.76), we have:

\[
\frac{\partial \langle \rho \rangle_{j+\frac{1}{2}}^n}{\partial U_k} = \frac{\partial \rho_j^n}{\partial U_k} \left[ 1 - \frac{\Delta t}{2} \left( \frac{\partial u}{\partial x} \right)_j^n \right] + \left( \frac{\Delta x}{2} - u_j^n \frac{\Delta t}{2} \right) \frac{\partial \left( \frac{\partial \rho}{\partial x} \right)_j^n}{\partial U_k} \\
- \frac{\Delta t}{2} \frac{\partial \left( \frac{\partial \rho}{\partial x} \right)_j^n}{\partial U_k} \frac{\partial u_j^n}{\partial U_k} - \frac{\Delta t}{2} \rho_j^n \frac{\partial \left( \frac{\partial u}{\partial x} \right)_j^n}{\partial U_k}. \tag{8.45}
\]

Since \( \left( \frac{\partial \rho}{\partial x} \right)_j^n \) and \( \left( \frac{\partial u}{\partial x} \right)_j^n \) in Equation (8.45) are calculated using Equation (6.79), the partial derivatives with respect to \( Y \) of these terms are approximated using the following equation:

\[
\frac{\partial \left( \frac{\partial W}{\partial x} \right)_j^n}{\partial U_k} = \text{minmod}(z_1, z_2, z_3) = \begin{cases} 
\frac{\partial z_j}{\partial U_k} & \text{if } \text{minmod}(z_1, z_2, z_3) = z_j \\
0 & \text{otherwise}
\end{cases}. \tag{8.46}
\]
Equations (8.16), (8.17), and (8.46) are used to approximate the partial derivatives of \( \frac{\partial \langle \rho \rangle_{n,j}^{n}}{\partial U_k} \) in Equation (8.45). From Equation (6.77), we have:

\[
\frac{\partial \langle \rho u \rangle_{n,j}^{n}}{\partial U_k} + \langle \rho \rangle_{j+\frac{1}{2}}^n \frac{\partial u_j^n}{\partial U_k} = u_j^n \frac{\partial \langle \rho \rangle_{n,j}^{n}}{\partial U_k} + \left( \frac{\Delta x}{2} - u_j^n \frac{\Delta t}{2} \right) \left( \frac{\partial u}{\partial x} \right)_j^n \frac{\partial \rho_{j+\frac{1}{2}}^n}{\partial U_k} - \frac{\Delta t}{2} \rho_{j+\frac{1}{2}}^n \left( \frac{\partial}{\partial U_k} \left( \frac{\partial u}{\partial x} \right)_j^n + \left( \frac{\partial u}{\partial x} \right)_j^n \frac{\partial p_{j+\frac{1}{2}}^n}{\partial U_k} \right). \tag{8.47}
\]

Note that all the partial derivative terms on the right side of Equation (8.47) have all been derived in this section.

Similarly, we can derive the partial derivatives of \( \langle \rho E \rangle_{n,j}^{n+\frac{1}{2}} \) in Equation (6.78), as denoted as \( \frac{\partial \langle \rho E \rangle_{j+\frac{1}{2}}^n}{\partial U_k} \). We are now able to estimate \( \frac{\partial \mathbf{F}^{\text{IMPICE}}}{\partial U_k} (t_n, \tilde{Y}_n^n) \) in Equation (8.12) using the proposed approximations to the partial derivatives \( \frac{\partial \mathbf{U}}{\partial U_k} \), \( \frac{\partial \mathbf{U}^{\text{IM}}}{\partial U_k} \), and \( \frac{\partial \mathbf{U}^{\text{C}}}{\partial U_k} \) in this section. Therefore, the approximation to partial derivatives \( \frac{\partial \mathbf{G}_j}{\partial U_k} (t_n, \tilde{Y}_n^n) \) in Equation (8.11) is also defined. This approximation completes the definition of \( \mathbf{J} (t_n, \tilde{Y}_n^n) \) in Equation (8.10) and therefore the definition of the adjoint problem (8.7).

### 8.3 Local Error and Truncation Error Estimation

#### 8.3.1 Local Error

The local ODE problem corresponding to the ODE system given by Equation (8.3) is as follows:

\[
\begin{cases}
\dot{Z}_{n+1}(t) = \mathbf{G}(t, \tilde{Y}_n^n), & t \in [t_n, t_{n+1}], \\
Z_{n+1}(t_n) = \tilde{Y}_n^n,
\end{cases} \tag{8.48}
\]

where \( \tilde{Y}_n^n = [U_{1,n}^n, U_{2,n}^n, U_{3,n}^n, \ldots, U_{N,n}^n]^T \), and \( \mathbf{G}(t, \tilde{Y}_n^n) \) is defined by Equations (8.4) and (8.5).

From Equations (6.57) and (8.5), the time integration solution of the local problem in (8.48) is given by:

\[
\tilde{Y}_{n+1}^n = \tilde{Y}_n^n - \Delta t \mathbf{G}(t, \tilde{Y}_n^n). \tag{8.49}
\]

From Equations (8.48) and (8.49), the ODE local error is second-order in \( \Delta t \). The local error can be then estimated using Richardson’s extrapolation. The Richardson’s extrapolation method
for estimating the local error of order $p$ on the single time step $[t_n, t_{n+1}]$ includes the following steps:

- Perform one step of the IMPICE method with stepsize $\Delta t = t_{n+1} - t_{n}$ to obtain the solution $\tilde{Y}^{n+1}$ at $t_{n+1}$.
- Perform two consecutive steps of the IMPICE method with stepsize of $\frac{\Delta t}{2}$ to obtain the solution $\hat{Y}^{n+1}$ at $t_{n+1}$.
- Estimate the local error for the local solution $\tilde{Y}^{n+1}$ using the following equation:

$$
\text{le}(t_{n+1}; t_n, \tilde{Y}^n) = Z_{n+1}(t_{n+1}) - \tilde{Y}^{n+1} = \frac{2^p}{2^p - 1} \left( \hat{Y}^{n+1} - \tilde{Y}^{n+1} \right).
$$

(8.50)

The above estimate of the local time integration error is used in the adjoint-based error estimation of the one-dimensional IMPICE method discussed in Section 8.1.

### 8.3.2 Truncation Error

Richardson extrapolation has long been used to estimate the spatial truncation error in the method of lines for PDEs. The method was used by many different authors, e.g., Berzins [13]. In this approach, the spatial truncation error is estimated based on the obtained numerical solutions on coexisting different meshes. Assume that the system of Euler equations is also solved on the “coarse” mesh defined at points $\{x_j : j = 1, 3, 5, \ldots\}$ and $p$ is the order of the spatial discretization. In order to distinguish the meshes, we use $\Omega_h$ to denote the “fine” mesh and $\Omega_H$ to denote the “coarse” mesh. In Section 4.5.3.2, we summarized the steps to estimate the spatial truncation error discussed in Berzins [13] for the method of lines with second-order spatial discretization ($p = 2$).

For the case the spatial discretization is order of $p$ in general, let $Y^h_H(t)$ and $\dot{Y}^h_H(t)$ be the restriction of the numerical solution $Y_h(t)$ and the numerical derivative $\dot{Y}_h(t)$ from the “fine” mesh to the “coarse” mesh. The truncation error for the “coarse” mesh is then obtained by evaluating the following equation as proposed in Berzins [13]:

$$
TE_H(t) = \frac{2^p}{2^p - 1} \left[ \dot{Y}_H(t) - G_H(t, U^h_H(t)) \right] + \frac{2^p}{2^p - 1} \left[ \dot{e}_H(t) - \frac{\partial G_H}{\partial Y_H(t)} \dot{e}_H(t) \right]
$$

(8.51)

The truncation error at the grid nodes that belong to both “fine” mesh and “coarse” mesh is then given by:

$$
[TE_h(t)]_{2i-1} = \frac{1}{2^p}[TE_H(t)]_i.
$$

(8.52)
The truncation error at grid nodes that are in “fine” mesh but not in “coarse” mesh is then obtained by extrapolating using the following equation:

\[
[T E_h(t)]_{2i} = \frac{1}{2^{p}+1}([T E_H(t)]_i + [T E_H(t)]_{i+1}).
\] (8.53)

The calculation given by Equation (8.51) could yield a better estimation of the spatial truncation error if the time integration error \( e t_H(t) \) is available. For the spatial error-dominated problems, we may simplify the estimation of the spatial truncation error as follows:

\[
T E_H(t) = \frac{2^p}{2^p - 1} \left[ \dot{Y}_H(t) - G_H(t, U^h_H(t)) \right].
\] (8.54)

It is worth mentioning the observation of Debrabant and Lang [27] that, based on experiments, even in the case when the time integration error was not small, using a time error estimate does not yield a significantly better approximation of the spatial truncation error.

### 8.4 Numerical Results

#### 8.4.1 Numerical Results of Adjoint-based Error Estimate for the One-dimensional IMPICE Method with First-order Advection

We applied the adjoint-based error approach discussed in Chapter 4 and this chapter to estimate the temporal error, the spatial error, and the overall error in the numerical solutions of the IMPICE method with first-order advection to the advection problems in Section 7.7 and the test problems in Table 6.1 in Section 6.5. The overall error, the temporal error, and the spatial are estimated using Equations (8.6), (8.8), and (8.9) respectively where the estimate of the local error and the spatial truncation error in these equations are discussed in Section 8.3. The spatial truncation error is assumed to be first-order. In Figures 8.2–8.8, the adjoint-based estimate of the overall error in density of a particular numerical solution to each test problem is compared against the true overall error. Figure 8.2 shows an accurate estimate of the overall error in the region with smooth true solution. Figure 8.3 shows a less accurate estimate of the overall error in the region with discontinuous true solution. It is known that the order of spatial discretization decreases at discontinuities, but we did not consider this in the estimation of the spatial truncation error. This is not an easy problem to address, but we will look into the problem in future work. The same problem with estimating the error in the region with discontinuous true solution for the numerical solutions of test problems \( P1–P5 \) is shown in Figures 8.4–8.8. In Figure 8.4, we also included the error estimate for the specific momentum and specific total energy to show how the adjoint-based error estimate works for these quantities.
Figure 8.2. The adjoint-based estimate of the overall error in density of a numerical solution to test problem in Section 7.7.1 is compared against its true overall error. This numerical solution is obtained using the IMPICE method with first-order advection, $C_{cfl} = 0.2$, and $N = 300$ (cells).

Figure 8.3. The adjoint-based estimate of the overall error in density of a numerical solution to test problem in Section 7.7.2 is compared against its true overall error. This numerical solution is obtained using the IMPICE method with first-order advection, $C_{cfl} = 0.2$, and $N = 300$ (cells).
Figure 8.4. The adjoint-based estimate of the overall error in (a) density; (b) specific momentum; and (c) specific total energy of a numerical solution to test problem P1 is compared against the true overall error. This numerical solution is obtained using the IMPICE method with first-order advection, $C_{cfl} = 0.2$, and $N = 200$ (cells).
Figure 8.5. The adjoint-based estimate of the overall error in density of a numerical solution to test problem P2 is compared against its true overall error. This numerical solution is obtained using the IMPICE method with first-order advection, $C_{cfl} = 0.2$, and $N = 200$ (cells).

Figure 8.6. The adjoint-based estimate of the overall error in density of a numerical solution to test problem P3 is compared against its true overall error. This numerical solution is obtained using the IMPICE method with first-order advection, $C_{cfl} = 0.2$, and $N = 200$ (cells).
Figure 8.7. The adjoint-based estimate of the overall error in density of a numerical solution to test problem P4 is compared against its true overall error. This numerical solution is obtained using the IMPICE method with first-order advection, $C_{cfl} = 0.2$, and $N = 200$ (cells).

Figure 8.8. The adjoint-based estimate of the overall error in density of a numerical solution to test problem P5 is compared against its true overall error. This numerical solution is obtained using the IMPICE method with first-order advection, $C_{cfl} = 0.2$, and $N = 300$ (cells).
We show in Table 8.1 the error indices when estimating the time integration error, the spatial error, and the overall error of the aforementioned tested problems. The results in Table 8.1 show that the error indices for the time integration error approach the value of one. The results in this table also show that an acceptable estimate of the spatial error is provided for all the tested problems. However, the error indices of the spatial error estimate for these tested problems are not so close to one due to the existence of discontinuities in the solution of these problems.

Table 8.1. Error indices $e_{\text{index}}(e_T(T_e))$, $e_{\text{index}}(e_T(T_e))$, and $e_{\text{index}}(g_T(T_e))$ of the estimated adjoint-based global errors for numerical solutions to test problems discussed in Section 7.7 and Section 6.5. The numerical solutions to these problems are obtained from the one-dimensional IMPICE method with first-order advection and $C_{\text{cfl}} = 0.2$.

<table>
<thead>
<tr>
<th></th>
<th>N</th>
<th>$e_{\text{index}}(e_T(T_e))$</th>
<th>$e_{\text{index}}(e_T(T_e))$</th>
<th>$e_{\text{index}}(g_T(T_e))$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$\rho$ $\rho_e$ $\rho$ $\rho_e$</td>
<td>$\rho$ $\rho_e$ $\rho$ $\rho_e$</td>
<td>$\rho$ $\rho_e$ $\rho$ $\rho_e$</td>
</tr>
<tr>
<td>Advection1</td>
<td>100</td>
<td>1.03 1.03 1.03 1.03</td>
<td>0.68 0.68 0.68 0.68</td>
<td>0.76 0.76 0.76 0.76</td>
</tr>
<tr>
<td></td>
<td>200</td>
<td>1.03 1.03 1.03 1.03</td>
<td>0.87 0.87 0.87 0.87</td>
<td>0.85 0.85 0.85 0.85</td>
</tr>
<tr>
<td></td>
<td>300</td>
<td>1.02 1.02 1.02 1.02</td>
<td>0.96 0.96 0.96 0.96</td>
<td>0.96 0.96 0.96 0.96</td>
</tr>
<tr>
<td></td>
<td>400</td>
<td>1.02 1.02 1.02 1.02</td>
<td>1.01 1.01 1.01 1.01</td>
<td>1.01 1.01 1.01 1.01</td>
</tr>
<tr>
<td>Advection2</td>
<td>100</td>
<td>1.02 1.02 1.02 1.02</td>
<td>0.70 0.70 0.70 0.70</td>
<td>0.77 0.77 0.77 0.77</td>
</tr>
<tr>
<td></td>
<td>200</td>
<td>1.02 1.02 1.02 1.02</td>
<td>0.68 0.68 0.68 0.68</td>
<td>0.75 0.75 0.75 0.75</td>
</tr>
<tr>
<td></td>
<td>300</td>
<td>1.02 1.02 1.02 1.02</td>
<td>0.67 0.67 0.67 0.67</td>
<td>0.74 0.74 0.74 0.74</td>
</tr>
<tr>
<td></td>
<td>400</td>
<td>1.02 1.02 1.02 1.02</td>
<td>0.67 0.67 0.67 0.67</td>
<td>0.74 0.74 0.74 0.74</td>
</tr>
<tr>
<td>P1</td>
<td>100</td>
<td>0.92 0.91 0.88 0.88</td>
<td>0.68 0.83 0.87 0.87</td>
<td>0.68 0.87 0.86 0.86</td>
</tr>
<tr>
<td></td>
<td>200</td>
<td>0.95 0.94 0.91 0.91</td>
<td>0.70 0.77 0.82 0.82</td>
<td>0.70 0.77 0.82 0.82</td>
</tr>
<tr>
<td></td>
<td>300</td>
<td>0.96 0.95 0.93 0.93</td>
<td>0.71 0.79 0.86 0.86</td>
<td>0.71 0.78 0.86 0.86</td>
</tr>
<tr>
<td></td>
<td>400</td>
<td>0.96 0.96 0.96 0.96</td>
<td>0.70 0.75 0.81 0.81</td>
<td>0.70 0.74 0.81 0.81</td>
</tr>
<tr>
<td>P2</td>
<td>100</td>
<td>0.93 0.93 0.93 0.93</td>
<td>0.80 0.98 1.02 1.02</td>
<td>0.81 0.97 1.01 1.01</td>
</tr>
<tr>
<td></td>
<td>200</td>
<td>0.94 0.95 0.94 0.94</td>
<td>0.79 0.93 0.99 0.99</td>
<td>0.79 0.92 0.98 0.98</td>
</tr>
<tr>
<td></td>
<td>300</td>
<td>0.96 0.95 0.94 0.94</td>
<td>0.81 0.94 1.02 1.02</td>
<td>0.81 0.93 1.01 1.01</td>
</tr>
<tr>
<td></td>
<td>400</td>
<td>0.96 0.96 0.94 0.94</td>
<td>0.79 0.90 0.98 0.98</td>
<td>0.79 0.90 0.98 0.98</td>
</tr>
<tr>
<td>P3</td>
<td>100</td>
<td>0.94 0.96 0.93 0.93</td>
<td>0.94 0.85 1.32 1.32</td>
<td>0.96 0.88 1.29 1.29</td>
</tr>
<tr>
<td></td>
<td>200</td>
<td>0.96 0.97 0.94 0.94</td>
<td>0.77 0.73 1.08 1.08</td>
<td>0.78 0.75 1.10 1.10</td>
</tr>
<tr>
<td></td>
<td>300</td>
<td>0.96 0.97 0.94 0.95</td>
<td>0.70 0.68 0.99 0.99</td>
<td>0.71 0.69 1.01 1.01</td>
</tr>
<tr>
<td></td>
<td>400</td>
<td>0.97 0.98 0.95 0.95</td>
<td>0.69 0.66 0.95 0.95</td>
<td>0.69 0.67 0.96 0.96</td>
</tr>
<tr>
<td>P4</td>
<td>200</td>
<td>0.99 0.85 0.89 0.89</td>
<td>0.63 0.69 0.93 0.93</td>
<td>0.63 0.68 0.93 0.93</td>
</tr>
<tr>
<td></td>
<td>400</td>
<td>0.91 0.89 0.86 0.86</td>
<td>0.65 0.73 1.02 1.02</td>
<td>0.68 0.76 1.02 1.02</td>
</tr>
<tr>
<td></td>
<td>600</td>
<td>0.89 0.87 0.85 0.85</td>
<td>0.65 0.72 0.94 0.94</td>
<td>0.67 0.75 0.95 0.95</td>
</tr>
<tr>
<td></td>
<td>800</td>
<td>0.90 0.90 0.84 0.84</td>
<td>0.66 0.75 0.98 0.98</td>
<td>0.68 0.77 0.98 0.98</td>
</tr>
<tr>
<td>P5</td>
<td>100</td>
<td>0.90 0.89 0.87 0.87</td>
<td>0.65 0.70 0.77 0.77</td>
<td>0.64 0.68 0.76 0.76</td>
</tr>
<tr>
<td></td>
<td>200</td>
<td>0.92 0.94 0.90 0.90</td>
<td>0.68 0.76 0.97 0.97</td>
<td>0.68 0.76 0.97 0.97</td>
</tr>
<tr>
<td></td>
<td>300</td>
<td>0.94 0.94 0.92 0.92</td>
<td>0.68 0.73 0.94 0.94</td>
<td>0.68 0.73 0.94 0.94</td>
</tr>
<tr>
<td></td>
<td>400</td>
<td>0.94 0.94 0.92 0.92</td>
<td>0.65 0.68 0.86 0.86</td>
<td>0.65 0.67 0.86 0.86</td>
</tr>
</tbody>
</table>
8.4.2 Numerical Results of Adjoint-based Error Estimate for the One-dimensional IMPICE Method with Second-order Advection

We applied the adjoint-based error approach discussed in Chapter 4 and this chapter to estimate the temporal error, the spatial error, and the overall error in the numerical solutions of the IMPICE method with second-order advection to the advection problems in Section 7.7 and the test problems in Table 6.1 in Section 6.5. The overall error, the temporal error, and the spatial are estimated using Equations (8.6), (8.8), and (8.9) respectively where the estimate of the local error and the spatial truncation error in these equations are discussed in Section 8.3. The spatial truncation error is assumed to be second-order. Figure 8.9 shows an accurate estimate of the overall error in the region with smooth true solution. Figure 8.10 shows a less accurate estimate of the overall error in the region with discontinuous true solution.

We show the error indices of the estimates of the time integration error, the spatial error, and the overall error in Table 8.2. This table shows an accurate estimate of the time integration error when the error indices for the time integration error approach the value of one. The error indices of the spatial error for the second-order advection method are further from one compared to the error indices of the spatial error for the first-order advection method. As stated in Section 8.4.1, there is a drop in the order of the spatial discretization at discontinuities. For the first-order advection, the order of the spatial discretization drops from one to zero. For the

![Figure 8.9](image-url)

**Figure 8.9.** The adjoint-based estimate of the overall error in density of a numerical solution to test problem in Section 7.7.1 is compared against its true overall error. This numerical solution is obtained using the IMPICE method with second-order advection, $C_{cfl} = 0.2$, and $N = 300$ (cells).
second-order advection, the order of the spatial discretization may drop from two to zero. This results in an underestimation of the spatial truncation error in the region with discontinuous true solution in the IMPICE method with second-order advection. This explains why the error indices of the spatial error for the second-order advection method are further from one compared to the error indices of the spatial error for the first-order advection method.

We also applied the adjoint-based error estimate to the numerical solution of the Shu and Osher problem discussed in Section 6.5. We attempted to obtain the projected exact solution for the Shu and Osher problem using the numerical solution and the estimated overall error and compared to the “exact solution” as discussed in Section 6.5. We show this comparison in Figure 8.11. In order to see the error estimate more clearly we show in Figure 8.12 a close-up picture of Figure 8.11 for the region where the numerical solution has a significant error. As shown in Figure 8.12, the adjoint-based error estimate discussed in this chapter has provided a projected exact solution for the Shu and Osher problem which is very close to the “exact solution”.

8.5 Summary

We have presented in this chapter a computable error estimate for the numerical solutions of the system of Euler equations solved with the one-dimensional IMPICE method using the discrete adjoint-based approach discussed in Chapter 4. In this discrete adjoint-based approach
Table 8.2. Error indices \( eindex(\text{et}(Te)) \), \( eindex(\text{es}(Te)) \), and \( eindex(\text{ge}(Te)) \) of the estimated adjoint-based global errors for numerical solutions to test problems discussed in Section 7.7 and Section 6.5. The numerical solutions to these problems are obtained from the one-dimensional IMPICE method with second-order advection and \( C_{cfl} = 0.2 \).

<table>
<thead>
<tr>
<th>N</th>
<th>( eindex(\text{et}^U(Te)) )</th>
<th>( eindex(\text{es}^U(Te)) )</th>
<th>( eindex(\text{ge}^U(Te)) )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( \rho )</td>
<td>( \rho u )</td>
<td>( \rho E )</td>
</tr>
<tr>
<td>Advection1</td>
<td>100</td>
<td>1.01</td>
<td>1.01</td>
</tr>
<tr>
<td></td>
<td>200</td>
<td>1.01</td>
<td>1.01</td>
</tr>
<tr>
<td></td>
<td>300</td>
<td>1.01</td>
<td>1.01</td>
</tr>
<tr>
<td></td>
<td>400</td>
<td>1.01</td>
<td>1.01</td>
</tr>
<tr>
<td>Advection2</td>
<td>100</td>
<td>1.03</td>
<td>1.03</td>
</tr>
<tr>
<td></td>
<td>200</td>
<td>1.03</td>
<td>1.03</td>
</tr>
<tr>
<td></td>
<td>300</td>
<td>1.02</td>
<td>1.03</td>
</tr>
<tr>
<td></td>
<td>400</td>
<td>1.03</td>
<td>1.03</td>
</tr>
<tr>
<td>P1</td>
<td>100</td>
<td>0.93</td>
<td>0.92</td>
</tr>
<tr>
<td></td>
<td>200</td>
<td>0.96</td>
<td>0.94</td>
</tr>
<tr>
<td></td>
<td>300</td>
<td>0.96</td>
<td>0.95</td>
</tr>
<tr>
<td></td>
<td>400</td>
<td>0.97</td>
<td>0.96</td>
</tr>
<tr>
<td>P2</td>
<td>100</td>
<td>0.89</td>
<td>0.92</td>
</tr>
<tr>
<td></td>
<td>200</td>
<td>0.90</td>
<td>0.91</td>
</tr>
<tr>
<td></td>
<td>300</td>
<td>0.91</td>
<td>0.92</td>
</tr>
<tr>
<td></td>
<td>400</td>
<td>0.91</td>
<td>0.92</td>
</tr>
<tr>
<td>P3</td>
<td>100</td>
<td>0.97</td>
<td>0.98</td>
</tr>
<tr>
<td></td>
<td>200</td>
<td>0.99</td>
<td>0.97</td>
</tr>
<tr>
<td></td>
<td>300</td>
<td>0.95</td>
<td>0.94</td>
</tr>
<tr>
<td></td>
<td>400</td>
<td>0.93</td>
<td>0.94</td>
</tr>
<tr>
<td>P4</td>
<td>200</td>
<td>1.12</td>
<td>1.07</td>
</tr>
<tr>
<td></td>
<td>400</td>
<td>1.25</td>
<td>1.45</td>
</tr>
<tr>
<td></td>
<td>600</td>
<td>1.32</td>
<td>1.47</td>
</tr>
<tr>
<td></td>
<td>800</td>
<td>1.30</td>
<td>1.50</td>
</tr>
<tr>
<td>P5</td>
<td>100</td>
<td>0.87</td>
<td>0.89</td>
</tr>
<tr>
<td></td>
<td>200</td>
<td>0.90</td>
<td>0.92</td>
</tr>
<tr>
<td></td>
<td>300</td>
<td>0.90</td>
<td>0.91</td>
</tr>
<tr>
<td></td>
<td>400</td>
<td>0.90</td>
<td>0.91</td>
</tr>
</tbody>
</table>

For estimating the error for a numerical solution of a PDE problem, it is necessary to obtain the adjoint problem of the spatial discretized problem, the local time integration error, and the spatial truncation error. We have also shown in this chapter how to derive the adjoint problem by following closely the steps in the IMPICE method as well as how to apply the method of Richardson extrapolation to estimate the local time integration error and the spatial truncation error.

We tested the proposed error estimate to a set of test problems with known exact solution to assess the performance of the estimate method. The results have shown that the estimate
Figure 8.11. The numerical solution for Shu and Osher test problem obtained from the IMPICE method with second-order advection, $N = 1600$ (cells), and $C_{cfl}=0.2$; the “exact solution” of Shu and Osher test problem as discussed in Section 6.5; the projected exact solution obtained from adding the adjoint-based error estimate of the overall error to the numerical solution.

Figure 8.12. A close-up picture of Figure 8.11 for the region where the numerical solution has a significant error.
errors of the numerical solutions to the problems with smooth exact solutions are close to the true errors. For the case when the exact solution is discontinuous, the estimate of the error at the discontinuous region become less accurate due to the less accurate estimation of the spatial truncation error in this region. The less accurate estimation of the spatial truncation error at discontinuities results from the assumption that the order of the spatial discretization at discontinuities is the same as the order of the spatial discretization on smooth regions. In fact, the order of the spatial discretization at discontinuities is commonly less than its on smooth regions. In future, we may look into determining the order of spatial discretization at each grid point using numerical extrapolation to obtain a better estimate of the spatial truncation error and therefore a better error estimate for the numerical solutions.

As shown in this chapter, in order to estimate the global error on the spatial domain using the adjoint-based approach, we need to solve the adjoint system for every grid point on the domain. As mentioned in [21], this is the limitation with the adjoint-based global error estimation. However, the adjoint problem at each grid point can be solved independently; we can therefore take advantage of the availability of parallel computing to overcome this mentioned limitation.
CHAPTER 9

CONCLUSIONS AND FUTURE WORK

The Material Point Method (MPM) and the Implicit Continuous-fluid Eulerian Method (ICE) make possible the simulation of a wide range of engineering applications. MPM, ICE, and the integrated combination of MPM and ICE (MPMICE) were implemented in the Uintah Computational Framework (UCF) at the Center for the Simulation of Accidental Fires and Explosions (C-SAFE) at the University of Utah to simulate accidental fires, explosions, and other multiphysics computational problems. This dissertation has provided an in-depth analysis and a possible improvement to some variation of MPM and ICE to better understand them. In particular, we have made several contributions to the study of these methods. First, we provide a study of various sources of time integration errors and spatial discretization errors in a variation of MPM proposed for gas dynamics. Though the MPM in UCF designed for solid dynamics, the analysis of this variation of MPM for gas dynamics in this dissertation is described in a way that can be applied to other versions of MPM. Second, we proposed an improvement to a version of ICE that is currently implemented in UCF. This improved version, referred to as the Improved Production Implicit Continuous-fluid Eulerian Method (IMPICE), removes the discrepancies and eliminates the unphysical oscillations in the numerical solutions to the one-dimensional system of Euler equations for compressible flow problems. Third, we extended IMPICE to enable the solution of multidimensional compressible flow problems with potentially more complex geometries than just those consisting of hexahedral elements. Finally, we presented an adjoint-based approach to estimate errors in numerical solutions to partial differential equations and particularly we applied this approach to estimate errors in numerical solutions of IMPICE.

An error analysis for a variation of MPM proposed for gas dynamics is presented in Chapter 5. In order to maintain the stability of the method, we explored algorithms to ensure the positivity of the method’s numerical approximations and prevent the creation of local extrema in various quantities. We investigated the relationship between the numerical errors and numbers of particles assigned to each cell. We analyzed errors in this numerical method including the time integration errors and the space discretization errors. These various error sources are
introduced from projecting information from the particles onto the grid, mapping the movement at the grid points back onto the particles, and crossing the grid points of the particles.

The IMPICE method for compressible flow problems governed by the one-dimensional system of Euler equations is presented in Chapter 6. The use of a conservative scheme, slope limiters, and a simple approximate HLL Riemann solver all contributed to the elimination of oscillations in the numerical solutions of IMPICE. We have shown that the IMPICE method with a linear spatial and temporal discretization is expected to be first-order accurate in time and space. However, for the cases with discontinuities in their solutions, the order of accuracy in space is less than one. We have also shown in Chapter 6 how to use the method of temporal extrapolation and the higher-order advection in IMPICE to obtain a higher-order of accuracy in both time and space. While the method of temporal extrapolation successfully raises the order of accuracy to be second order in time, a less-than-expected order of accuracy in space is obtained from using the higher-order advection for the problems with discontinuities.

In Chapter 7, we extended the IMPICE method to solve the multidimensional system of Euler equations. In order to prevent the oscillations in the numerical solutions of the multidimensional system of Euler equations, it is necessary to apply a multidimensional limiting process to limit the gradients. We tested the implementation of the multidimensional IMPICE method on a suite of test problems for the system of Euler equations in multidimensional space where the obtained numerical solutions have shown the ability to capture shock waves. In order to allow IMPICE to solve problems in complex geometries, we implemented the method of cut cells which employs a new variation of the cell merging technique to overcome the “small cell problem” with the embedded boundary. The implementation of the method of cut cells is tested on the problem of shock reflection from a wedge. The contour lines of the IMPICE’s numerical solution of the shock reflection problem are similar to the contour lines of numerical solutions of this problem obtained from many numerical methods in previous publications. In order to assess the accuracy of the embedded boundary implementation, we obtained the order of accuracy for the advection problem on the same bounded domain as the shock reflection problem.

In Chapter 4, we have presented the discrete adjoint-based approach for estimating spatial and temporal errors for the method-of-lines PDEs. We tested this approach on the numerical solutions of several ODE and PDE problems using the Backward Differentiation Formula (BDF) method implemented in DASSL DAL solver. These results showed that the adjoint-based approach accurately estimates both the temporal and spatial errors. Once more, this discrete adjoint-based error estimate was applied to estimate the errors in the numerical solutions obtained from the one-dimensional IMPICE method in Chapter 8. The challenging part in
the application of the adjoint-based error estimate to the IMPICE method is the derivation of the adjoint problem. The derivation of the adjoint problem in this dissertation and the estimate of local error and truncation error using Richardson extrapolation have also yielded an accurate error estimation of the spatial error and temporal error for the numerical solutions obtained from the one-dimensional IMPICE method, especially for numerical solutions to the problems with smooth exact solutions. For the case when the exact solution is discontinuous, the estimate of the error at the discontinuous region become less accurate due to the less accurate estimation of the spatial truncation error in this region. In future, we will look into a more accurate estimation of the spatial truncation error at discontinuous region.

Overall, this dissertation has provided a comprehensive study of a variation of MPM for gas dynamics and an improved version of the Production ICE Method. The MPM method and the Production ICE method are two main numerical methods implemented in the UCF. The comprehensive analysis in this dissertation in combined with many current studies of MPM and ICE at C-SAFE would help to fully understand these two methods. The detailed analysis in this dissertation of different sources of errors in the numerical solutions of the proposed MPM version for gas dynamics allows it to be extended to other versions of MPM. The error estimate for the IMPICE method presented in this dissertation will help us to adaptively refine meshes to obtain more accurate solutions for the method or to keep the error in its numerical solutions under control. In the future, it will be necessary to extend the error estimate to work with the multidimensional IMPICE method. The critical part of this extension is to estimate the error on the embedded boundary. As the ICE method has also been proposed to simulate the multiphase flow problems, we would like to have extended the IMPICE method to solve these problems also, but again this is work for the future.
APPENDIX

A.1 IMPICE Method for Inviscid Burgers’ Equation

Consider the one-dimensional Burgers’ equation in the inviscid limit:

\[
\frac{\partial u}{\partial t} + \frac{\partial f(u)}{\partial x} = 0,
\]

(A.1)

with \( f(u) = \frac{1}{2}u^2 \) and initial data \( u(x,0) = u_0(x) \), where \( u_0(x) \) is a given function, \( x \in \mathbb{R} \) and \( 0 < t \leq T_c \). The solution, \( u(x/t, u_{j+\frac{1}{2}}^{n(L)}, u_{j+\frac{1}{2}}^{n(R)}) \), to the Riemann problem of the Burgers’ equation (A.1) with initial data:

\[
u(x, t_n) = \begin{cases} 
  u_{j+\frac{1}{2}}^{n(L)} & \text{if } (x < x_{j+\frac{1}{2}}) \\
  u_{j+\frac{1}{2}}^{n(R)} & \text{if } (x > x_{j+\frac{1}{2}})
\end{cases},
\]

(A.2)

at \( x/t = 0 \) is used in the IMPICE method. The approximate solution \( u(0; u_{j+\frac{1}{2}}^{n(L)}, u_{j+\frac{1}{2}}^{n(R)}) \) is given by:

\[
u(0; u_{j+\frac{1}{2}}^{n(L)}, u_{j+\frac{1}{2}}^{n(R)}) = \begin{cases} 
  u_{j+\frac{1}{2}}^{n(L)} & \text{if } (0 < u_{j+\frac{1}{2}}^{n(L)} < u_{j+\frac{1}{2}}^{n(R)}) \\
  0 & \text{if } (u_{j+\frac{1}{2}}^{n(L)} \leq 0 \leq u_{j+\frac{1}{2}}^{n(R)}) \\
  u_{j+\frac{1}{2}}^{n(R)} & \text{if } (u_{j+\frac{1}{2}}^{n(L)} < u_{j+\frac{1}{2}}^{n(R)} < 0) \\
  u_{j+\frac{1}{2}}^{n(L)} & \text{if } (u_{j+\frac{1}{2}}^{n(R)} < u_{j+\frac{1}{2}}^{n(L)} \text{ and } S > 0) \\
  u_{j+\frac{1}{2}}^{n(R)} & \text{if } (u_{j+\frac{1}{2}}^{n(L)} < u_{j+\frac{1}{2}}^{n(R)} \text{ and } S < 0)
\end{cases},
\]

(A.3)

where \( S = \left(\frac{u_{j+\frac{1}{2}}^{n(L)} + u_{j+\frac{1}{2}}^{n(R)}}{2}\right) \).

With the same spatial and temporal discretizations as in Section 6.1.1 and known cell averages at time \( t_n \), the steps to obtain cell averages at time \( t_{n+1} \) are as follows.
A.1.1 IMPICE Method Description

A.1.1.1 The Primary Phase

At face center, a data reconstruction is done as follows:

\[ u_{j+\frac{1}{2}}^{n(L)} = u_{j}^{n} + \frac{\Delta x}{2} \overline{\Delta u_{j}^{n}}, \quad u_{j+\frac{1}{2}}^{n(R)} = u_{j+1}^{n} - \frac{\Delta x}{2} \overline{\Delta u_{j+1}^{n}}, \quad \text{(A.4)} \]

where \( \overline{\Delta u_{j}^{n}} \) is the limited slope of \( u \) using van Leer limiter in Equation (6.41). The face-centered velocity, \( u_{j+\frac{1}{2}}^{n} \), at \( t_{n} \) is determined using the approximate solution of Riemann problem where \( u_{j+\frac{1}{2}}^{n} = u(0; u_{j+\frac{1}{2}}^{n(L)}, u_{j+\frac{1}{2}}^{n(R)}) \). The equation of velocity evolution:

\[ u_t + uu_x = 0, \quad \text{(A.5)} \]

is written in Lagrangian form as:

\[ \frac{Du}{Dt} = 0. \quad \text{(A.6)} \]

The face-centered fluxing velocity, \( u_{j+\frac{1}{2}}^{*} \), is then given by:

\[ u_{j+\frac{1}{2}}^{*} = u_{j+\frac{1}{2}}^{n}. \quad \text{(A.7)} \]

In order to apply the Lagrangian and Eulerian phases, we rewrite equation (A.1) as:

\[ (\rho u)_t + (\rho u^2)_x = \frac{1}{2} (u^2)_x \quad \text{(A.8)} \]

where \( \rho \) is a constant and equal to one.

A.1.1.2 The Lagrangian Phase

The change in cell mass along a path moving with fluid velocity \( u \) is given by:

\[ V_j^L (\rho u)_j = V_j^n (\rho u)_j + \Delta t \left( \frac{1}{2} \left( u_{j+\frac{1}{2}}^{*} \right)^2 - \frac{1}{2} \left( u_{j-\frac{1}{2}}^{*} \right)^2 \right), \quad \text{(A.9)} \]

where \( V_j^n = \Delta x \) and \( V_j^L = \Delta x + \Delta t (u_{j+\frac{1}{2}}^{*} - u_{j-\frac{1}{2}}^{*}) \). As \( \rho \) is a constant and equal to one, the above equation may be rewritten as follows:

\[ V_j^L u_j^L = V_j^n u_j^n + \Delta t \left( \frac{1}{2} \left( u_{j+\frac{1}{2}}^{*} \right)^2 - \frac{1}{2} \left( u_{j-\frac{1}{2}}^{*} \right)^2 \right) \quad \text{(A.10)} \]
A.1.1.3 The Eulerian Phase

The change in mass due to the advection is given by:

\[ V_j^{n+1}(pu)_j^{n+1} = V_j^L(pu)_j^L - \Delta t \left( u_{j+\frac{1}{2}}^*(pu)_{j+\frac{1}{2}} - u_{j-\frac{1}{2}}^*(pu)_{j-\frac{1}{2}} \right) \]  \hspace{1cm} (A.11)

where \( V_j^{n+1} = \Delta x \). As \( \rho \) is a constant and equal to one, the above equation may be rewritten as follows:

\[ V_j^{n+1}u_j^{n+1} = V_j^L u_j^L - \Delta t \left( u_{j+\frac{1}{2}}^*(u)_{j+\frac{1}{2}} - u_{j-\frac{1}{2}}^*(u)_{j-\frac{1}{2}} \right) \].  \hspace{1cm} (A.12)

For first-order advection, \( \langle u \rangle_{j+\frac{1}{2}} \) is approximated using (6.17) and for second-order advection, it is approximated using (6.77).

A.1.2 Numerical Results and Accuracy in Space and Time

The initial condition used is given by:

\[ u_0(x) = \begin{cases} 
1.0 & \text{if } (|x| < \frac{1}{3}) \\
0.0 & \text{otherwise}.
\end{cases} \]  \hspace{1cm} (A.13)

The numerical solution of the inviscid Burgers’ problem using the second-order-in-space and second-order-in-time IMPICE method is shown in Figure A.1. The spatial and temporal error norms and the orders of accuracy for this problem are summarized in Table A.1. For temporal errors, the orders of accuracy are as expected whereas the orders of accuracy are around one for the first-order method and very close to two for the second-order method. However, there is a degeneration in the spatial orders of accuracy as happened for the above test problems.

A.2 IMPICE Method for Viscous Burgers’ Equation

The viscous form of Burgers’ Equation:

\[ \frac{\partial u}{\partial t} + \frac{\partial f(u)}{\partial x} = \epsilon \frac{\partial^2 u}{\partial x^2}, \]  \hspace{1cm} (A.14)

with \( f(u) = \frac{1}{2} u^2 \) and initial data \( u(x,0) = u_0(x) \), where \( u_0(x) \) is a given function and \( \epsilon \) is a constant, \( x \in \mathbb{R} \) and \( 0 < t < T_e \).

With the same spatial and temporal discretization as in Section 6.1.1 and known cell averages at time \( t_n \), the steps to obtain cell averages at time \( t_{n+1} \) are as follows.
Figure A.1. The second-order (second-order-in-space and second-order-in-time) IMPICE numerical solutions for the inviscid Burgers' problem at $T_e = 0.5$ and on the spatial domain $[-1.0, 1.0]$ with $N=200$ (cells) and $C_{cfl} = 0.2$.

Table A.1. Spatial and Temporal Errors: $L_1$-norms and the order of accuracy for the inviscid Burgers’ problem at $T_e = 0.5$ on the spatial domain $[-1.0, 1.0]$. The temporal errors are calculated for the grid using $N=200$ (cells) and the time-integrated exact solutions are the converged numerical solutions.

<table>
<thead>
<tr>
<th>$C_{cfl}$</th>
<th>$| \cdot |_{L_1}$</th>
<th>$n$</th>
<th>$| \cdot |_{L_1}$</th>
<th>$n$</th>
<th>$N$</th>
<th>$| \cdot |_{L_1}$</th>
<th>$m$</th>
<th>$| \cdot |_{L_1}$</th>
<th>$m$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.2</td>
<td>3.53E-03</td>
<td></td>
<td>6.89E-05</td>
<td></td>
<td>100</td>
<td>5.14E-02</td>
<td></td>
<td>1.86E-02</td>
<td></td>
</tr>
<tr>
<td>0.1</td>
<td>1.75E-03</td>
<td>1.02</td>
<td>1.67E-05</td>
<td>2.05</td>
<td>200</td>
<td>2.52E-02</td>
<td>1.03</td>
<td>6.08E-03</td>
<td>1.61</td>
</tr>
<tr>
<td>0.05</td>
<td>8.67E-04</td>
<td>1.01</td>
<td>4.22E-06</td>
<td>1.98</td>
<td>400</td>
<td>1.62E-02</td>
<td>0.64</td>
<td>3.27E-03</td>
<td>0.90</td>
</tr>
<tr>
<td>0.025</td>
<td>4.31E-04</td>
<td>1.01</td>
<td>1.05E-06</td>
<td>2.01</td>
<td>800</td>
<td>8.48E-03</td>
<td>0.93</td>
<td>1.52E-03</td>
<td>1.11</td>
</tr>
<tr>
<td>0.0125</td>
<td>2.15E-04</td>
<td>1.01</td>
<td>2.61E-07</td>
<td>2.01</td>
<td>1600</td>
<td>5.27E-03</td>
<td>0.69</td>
<td>8.16E-04</td>
<td>0.90</td>
</tr>
</tbody>
</table>

A.2.1 IMPICE Method Description

A.2.1.1 The Primary Phase

The equation of velocity evolution:

$$u_t + uu_x = \epsilon u_{xx},$$  \hspace{1cm} (A.15)

is written in Lagrangian form as:

$$\frac{Du}{Dt} = \epsilon u_{xx}.$$  \hspace{1cm} (A.16)
The face-centered fluxing velocity, \( u_{j+\frac{1}{2}}^* \), is approximated using an explicit scheme in the Lagrangian frame as:

\[
u_{j+\frac{1}{2}}^* = u_{j+\frac{1}{2}}^n + \frac{\Delta t}{2} \epsilon \left[ \frac{u_{j+1}^n - 2u_{j+\frac{1}{2}}^n + u_{j-\frac{1}{2}}^n}{\Delta x^2} \right], \tag{A.17}
\]

where the calculation of \( u_{j+\frac{1}{2}}^n \) has already been discussed in Appendix A.1. In order to apply the Lagrangian and Eulerian phases, we rewrite equation (A.14) as:

\[
(\rho u)_t + (\rho u^2)_x = \left[ \frac{1}{2} u^2 + \epsilon u_x \right]_x \tag{A.18}
\]

where \( \rho \) is a constant and equal to one.

### A.2.1.2 The Lagrangian Phase

The discrete form of the Lagrangian part of equation (A.18) is as follows:

\[
V_j^L(\rho u)_j^L = V_j^n(\rho u)_j^L + \Delta t \left[ \left( \frac{1}{2} (u_{j+\frac{1}{2}}^n)^2 + \epsilon u_{j+\frac{1}{2}}^n - \epsilon u_{j-\frac{1}{2}}^n \right) \right] - \left( \frac{1}{2} (u_{j-\frac{1}{2}}^n)^2 + \epsilon u_{j-\frac{1}{2}}^n - \epsilon u_{j+\frac{1}{2}}^n \right) \Delta x
\]

where \( V_j^n = \Delta x \) and \( V_j^L = \Delta x + \Delta t \left( u_{j+\frac{1}{2}}^n - u_{j-\frac{1}{2}}^n \right) \) and \( \rho \) is a constant and equal to one.

### A.2.1.3 The Eulerian Phase

The Eulerian Phase for the viscous Burgers’ Equation is the same as the Eulerian Phase for the inviscid Burgers’ problem in Appendix A.1.

### A.2.2 Numerical Results and Accuracy in Space and Time

The initial condition for the viscous Burgers’ problem satisfies the below analytical solution:

\[
u(x,t) = \begin{cases} 
\left( 0.5 + 0.1e^\frac{c}{\epsilon} + e^\frac{a-b}{\epsilon} \right) & \text{if } (a > 0) \text{ and } (a > b) \\
\left( 0.1 + 0.5e^\frac{a}{\epsilon} + e^\frac{b-c}{\epsilon} \right) & \text{if } (b > 0) \text{ and } (b > a) \\
\left( 1 + e^\frac{a}{\epsilon} + e^\frac{b}{\epsilon} \right) & \text{otherwise}
\end{cases} \tag{A.20}
\]

where:

\[
a = \frac{x - 0.25 - 0.75t}{4}, \quad b = \frac{0.9x - 0.325 - 0.495t}{2}, \quad \text{and} \quad c = \frac{0.8x - 0.4 - 0.24t}{4}. \tag{A.21}
\]
The numerical solutions of the viscous Burgers’ problem at $T_e = 0.5$ on the spatial domain $[-2.0, 4.0]$ using the second-order-in-space and second-order-in-time IMPICE method with 200 (cells) and $C_{cfl} = 0.2$ for various values of $\epsilon$ are shown in Figures A.2 and A.3. In Figures A.2 and A.3, the plotted initial cell averages are obtained from numerical integrations of the initial condition in Equation (A.20) for these given values of $\epsilon$. When $\epsilon$ is small, there exists a steep front in the solution of the viscous Burgers’ problem.

**Figure A.2.** The second-order (second-order-in-space and second-order-in-time) IMPICE numerical solutions for the viscous Burgers’ problem at $T_e = 0.5$ from the plotted initial cell averages with $N=200$ (cells) and $C_{cfl} = 0.2$: (a)$\epsilon = 0.05$ and (b)$\epsilon = 0.01$.

**Figure A.3.** The second-order (second-order-in-space and second-order-in-time) IMPICE numerical solutions for the viscous Burgers’ problem at $T_e = 0.5$ from the plotted initial cell averages with $N=200$ (cells) and $C_{cfl} = 0.2$ and $\epsilon = 0.0001$. 
The spatial and temporal error norms and orders of accuracy for the viscous Burgers’ problem with these values of $\epsilon$ are summarized in Table A.2. The orders of accuracy for temporal errors are consistently around one for first-order method and around two for second-order method. The convergence rates of spatial errors for the viscous Burgers’ problem improve for larger values of $\epsilon$, and get close to one for the first-order method and two for the second-order method. However, there is a degeneration in accuracies for small $\epsilon$. When $\epsilon = 0.0001$, the order is below one for the first-order method and approaching one for the second-order method. This is due to the development of the steep front that appears close to a discontinuity in the numerical solution of the viscous Burgers’ problem when $\epsilon$ approaches zero.

### A.3 IMPICE versus Conservative Cell-centered ICE

The results in Figures A.4–A.8 show the improvement obtained from the application of slope limiters in the data reconstruction of the Riemann problem. In Figures A.4–A.8, the numerical results of the IMPICE method are compared against the numerical results of the conservative cell-centered ICE method, which is implemented using Kashiwa et al. [68] and chooses to conserve mass, linear momentum and total energy as discussed in Section 6.4. Problems P1–P5 are from Table 6.1. We use first-order advection for both of these methods. As seen in A.4–A.8, the IMPICE method helps to eliminate the nonphysical oscillations in the implementation of the conservative cell-centered ICE method.

### A.4 Different Calculations of the Face-centered Pressure

When discussing how to calculate the face-centered pressure, $p^{*}_{j+\frac{1}{2}}$, in the implementation of the IMPICE method in Section 6.4, we mentioned that there were two other ways to calculate this quantity in Kashiwa et al. [68]. We will present in this section the proposed methods of [68] and see how these methods will change the results if implemented in the IMPICE method.

The following derivation is extracted from Kashiwa et al. [68]. The first step in calculating the face-centered pressure $p^{*}_{j+\frac{1}{2}}$ is to differentiate the momentum equation.

The one-dimensional form of equation (3.8) is given by:

$$u_t + uu_x = - \frac{p_x}{\rho}. \tag{A.22}$$

Taking the partial derivative of (A.22) in space, the obtained equation is:

$$(u_t + uu_x)_x = - \left( \frac{p_x}{\rho} \right)_x. \tag{A.23}$$
<table>
<thead>
<tr>
<th>$\epsilon$</th>
<th>$C_{fl}$</th>
<th>$|u(T_{e})|_{L^1}$</th>
<th>$N$</th>
<th>$|u(T_{e})|_{L^1}$</th>
<th>$m$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.2</td>
<td>0.1</td>
<td>3.17E-04</td>
<td>100</td>
<td>1.73E-02</td>
<td>0.91</td>
</tr>
<tr>
<td>0.05</td>
<td>0.05</td>
<td>3.17E-04</td>
<td>200</td>
<td>9.00E-03</td>
<td>0.94</td>
</tr>
<tr>
<td>0.025</td>
<td>0.025</td>
<td>3.17E-04</td>
<td>400</td>
<td>4.00E-03</td>
<td>0.97</td>
</tr>
<tr>
<td>0.0125</td>
<td>0.0125</td>
<td>3.17E-04</td>
<td>800</td>
<td>2.00E-03</td>
<td>0.98</td>
</tr>
<tr>
<td>0.00625</td>
<td>0.00625</td>
<td>3.17E-04</td>
<td>1600</td>
<td>1.00E-03</td>
<td>0.99</td>
</tr>
<tr>
<td>0.003125</td>
<td>0.003125</td>
<td>3.17E-04</td>
<td>3200</td>
<td>5.00E-03</td>
<td>0.99</td>
</tr>
</tbody>
</table>

Table A.2: Spatial and Temporal Errors: $L_1$-norms and the order of accuracy for the viscous Burgers' problem at $T_e = 0.5$ on the spatial domain $[-2,4.0]$. The temporal errors are calculated for the grids using $N=200$ (cells) and the time-integrated exact solutions are the converged numerical solutions.
Figure A.4. Conservative cell-centered ICE and IMPICE numerical solutions for test P1 with N=200 (cells) and $C_{cfl} = 0.2$: (a) density; (b) velocity; (d) internal-energy; and (c) pressure.

The one-dimensional form of Equation (3.10) is given by:

$$p_t + up_x = -c^2 \rho u_x. \quad (A.24)$$

The time dependent quantity $u_{tx}$ is eliminated using the partial time derivative of the pressure equation (A.24) which is given by:

$$(p_t + up_x)_t = - (c^2 \rho u_x)_t. \quad (A.25)$$

From these equations Kashiwa et al. [68] state without derivation that linearization produces:

$$u_{xt} = - \frac{u}{c^2 \rho} \left( \frac{Dp}{Dt} \right)_x, \quad (A.26)$$

and so derive the potential equation for face-centered pressure:
Figure A.5. Conservative cell-centered ICE and IMPICE numerical solutions for test P2 with \(N=200\) (cells) and \(C_{cfl} = 0.2\): (a) density; (b) velocity; (d) internal-energy; and (c) pressure.

\[
\left( \frac{p_x}{\rho} \right)_x = \frac{u}{c^2 \rho} \left( \frac{Dp}{Dt} \right)_x - (uu_x)_x.
\] (A.27)

One discrete form of this is:

\[
\frac{1}{\Delta x^2} \left[ \frac{p_{j+\frac{1}{2}}^{n+\frac{1}{2}} - p_{j+\frac{1}{2}}^{n+\frac{1}{2}}}{\rho_{j+1}^n} - \frac{p_{j+\frac{1}{2}}^{n+\frac{1}{2}} - p_{j}^{n+\frac{1}{2}}}{\rho_{j}^n} \right] = \left( \frac{u}{c^2 \rho} \right)^n_{j+\frac{1}{2}} \frac{1}{\Delta t \Delta x} \left( \delta p_{j+1}^n - \delta p_j^n \right) \\
- \frac{1}{\Delta x^2} \left[ u_{j+1}^n (u_{j+1}^n - u_{j+\frac{1}{2}}^n) - u_j^n (u_{j+\frac{1}{2}}^n - u_{j}^n) \right].
\]

The face-centered pressure is then defined by:

\[
p_{j+\frac{1}{2}}^n = \left( \frac{\rho_{j+1}^n \rho_{j+\frac{1}{2}}^n + \rho_{j}^n \rho_{j+\frac{1}{2}}^n + \frac{1}{2}}{\rho_{j+1}^n + \rho_{j}^n + \frac{1}{2}} \right) \\
+ \frac{\Delta x}{\Delta t} \left( \frac{u}{c^2 \rho} \right)^n_{j+\frac{1}{2}} \left( \frac{\rho_{j+1}^n \rho_{j+\frac{1}{2}}^n}{\rho_{j+1}^n + \rho_{j}^n} \right) \left( \delta p_{j+1}^n - \delta p_j^n \right) \\
- \left( \frac{\rho_{j+1}^n \rho_{j+\frac{1}{2}}^n}{\rho_{j+1}^n + \rho_{j}^n} \right) \left[ u_{j+1}^n (u_{j+1}^n - u_{j+\frac{1}{2}}^n) - u_j^n (u_{j+\frac{1}{2}}^n - u_{j}^n) \right].
\] (A.28)
The above equation is used to estimate the face-centered pressure, $p_{j+\frac{1}{2}}^*$, that will be used in the Lagrangian phase. It is recognized in [68] that the second term in Equation (A.29) is important in high-speed problems and the third term looks somewhat like a bulk viscosity. These terms help to remove numerical noise, but introduces a diffusive effect in the method. A limited version of (A.29) is given by:

$$p_{j+\frac{1}{2}}^* = \left( \frac{\rho_j^n p_{j+1}^{n+\frac{1}{2}} + \rho_{j+1}^n p_j^{n+\frac{1}{2}}}{\rho_j^{n+1} + \rho_j^n} \right)$$

$$+ \psi \frac{\Delta x}{\Delta t} \left( \frac{u_n}{c^2 \rho_j} \right)^{n+\frac{1}{2}} \left( \frac{\rho_{j+1}^n \rho_j^n}{\rho_j^{n+1} + \rho_j^n} \right) (\delta p_{j+1}^n - \delta p_j^n)$$

$$- \psi \left( \frac{\rho_{j+1}^n \rho_j^n}{\rho_j^{n+1} + \rho_j^n} \right) \left[ u_{j+1}^n (u_{j+1}^n - u_{j+\frac{1}{2}}^n) - u_j^n (u_{j+\frac{1}{2}}^n - u_{j+\frac{1}{2}}^n) \right],$$

where $\psi$ is a “limiter” that is designed such that $0 \leq \psi \leq 1$, with values tending towards zero if the velocity field is smooth to remove numerical noise in the velocity. The DIVU limiter
Figure A.7. Conservative cell-centered ICE and IMPICE numerical solutions for test P4 with N=200 (cells) and $C_{cfl} = 0.2$: (a) density; (b) velocity; (d) internal-energy; and (c) pressure.

is introduced by Kashiwa and Lee in [67] is used for the purpose of limiting the velocity field in calculating limited face-centered pressure $p^*_j$. The limiter is required at the cell interface and is a function of the face-centered velocity divergence $D^n_{j+\frac{1}{2}}$ and the face-centered velocity divergences on either side of the face, $D^{n(+)}_{j+\frac{1}{2}}$ and $D^{n(-)}_{j+\frac{1}{2}}$. We define these face-centered velocity divergences as

$$D^n_{j+\frac{1}{2}} = u^n_{j+1} - u^n_j; \quad D^{n(+)}_{j+\frac{1}{2}} = u^n_{j+2} - u^n_{j+1}; \quad D^{n(-)}_{j+\frac{1}{2}} = u^n_j - u^n_{j-1}. \quad (A.30)$$

Then the limiter is given by:

$$\psi = \begin{cases} 1 - \max \left( 0, \min \left( \frac{D^n_{j+\frac{1}{2}}}{D^{n(-)}_{j+\frac{1}{2}}}, \frac{D^n_{j+\frac{1}{2}}}{D^{n(+)}_{j+\frac{1}{2}}}, \frac{D^{n(-)}_{j+\frac{1}{2}}}{D^{n(+)}_{j+\frac{1}{2}}}, \frac{D^n_{j+\frac{1}{2}}}{D^{n(-)}_{j+\frac{1}{2}}} \right) \right) & \text{if } D^n_{j+\frac{1}{2}} \leq 0, \quad (A.31) \\
0 & \text{otherwise.} \end{cases}$$

In order to make sure the calculated face-centered pressure, $p^*_j$, is bounded by the surrounding cell-centered pressures at $t_{n+\frac{1}{2}}, p^n_{j+\frac{1}{2}}$ and $p^{n+\frac{1}{2}}_{j+1}$, its calculated value is clamped with respect to
Figure A.8. Conservative cell-centered ICE and IMPICE numerical solutions for test P5 with N=200 (cells) and $C_{cfl} = 0.2$: (a) density; (b) velocity; (d) internal-energy; and (c) pressure.

$[p_{\text{min}}, p_{\text{max}}]$ where:

$$p_{\text{min}} = \min(p_{j+\frac{1}{2}}, p_{j+1}); \quad p_{\text{max}} = \max(p_{j+\frac{1}{2}}, p_{j+1}).$$

(A.32)

This means the face-centered pressure, $p^*_{j+\frac{1}{2}}$, is set to $p_{\text{min}}$ if $(p^*_{j+\frac{1}{2}} < p_{\text{min}})$ and is set to $p_{\text{max}}$ if $(p^*_{j+\frac{1}{2}} > p_{\text{max}})$.

We compare the numerical results obtained from the IMPICE method and the pressure-limited IMPICE method (PL-IMPICE) for the test cases in Table 6.1 in Figures A.9–A.12. The PL-IMPICE method uses the implementation of the IMPICE method in Section 6.4 except that the face-centered pressure, $p^*_{j+\frac{1}{2}}$, is calculated using the limited version in (A.29). As shown in Figures A.9–A.12, there is a slight difference in the numerical solutions of these methods at the discontinuous regions. However, there are no nonphysical oscillations presented in the numerical solutions of these two methods.
Figure A.9. PL-IMPICE and IMPICE numerical solutions for test $P1$ with $N=200$ (cells) and $C_{cfl} = 0.2$: (a) density; (b) velocity; (d) internal-energy; and (c) pressure.
Figure A.10. PL-IMPICE and IMPICE numerical solutions for test P2 with N=200 (cells) and $C_{cfl} = 0.2$: (a) density; (b) velocity; (d) internal-energy; and (c) pressure.
Figure A.11. PL-IMPICE and IMPICE numerical solutions for test P4 with N=200 (cells) and $C_{cfl} = 0.2$: (a) density; (b) velocity; (d) internal-energy; and (c) pressure.
Figure A.12. PL-IMPICE and IMPICE numerical solutions for test P5 with $N=200$ (cells) and $C_{cfl} = 0.2$: (a) density; (b) velocity; (d) internal-energy; and (c) pressure.
REFERENCES


[85] MacNeice, P. Particle mesh techniques. NASA Contractor Report 4666, Hughes STX, Goddard Space Center, Greenbelt MD 20771. 1995


