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Abstract

The recent developments in deep learning
(DL) led to the integration of natural lan-
guage processing (NLP) with computer vi-
sion, resulting in powerful integrated Vi-
sion and Language Models (VLMs). De-
spite their remarkable capabilities, these
models are frequently regarded as black
boxes within the machine learning re-
search community. This raises a critical
question: which parts of an image cor-
respond to specific segments of text, and
how can we decipher these associations?
Understanding these connections is essen-
tial for enhancing model transparency, in-
terpretability, and trustworthiness. To an-
swer this question, we present an image-
text aligned human visual attention dataset
that maps specific associations between
image regions and corresponding text seg-
ments. We then compare the internal
heatmaps generated by VL models with
this dataset, allowing us to analyze and
better understand the model’s decision-
making process. This approach aims to en-
hance model transparency, interpretability,
and trustworthiness by providing insights
into how these models align visual and
linguistic information. We conducted a
comprehensive study on text-guided visual
saliency detection in these VL models.
This study aims to understand how differ-
ent models prioritize and focus on specific
visual elements in response to correspond-
ing text segments, providing deeper in-
sights into their internal mechanisms and
improving our ability to interpret their out-
puts.

(a) A picture of a cat laying on the floor (b) A pizza

(c) The dog (d) A player playing tennis

Figure 1: Example of heatmaps from VISTA with
their corresponding texts.

1 Introduction

Vision-Language Models (VLMs) learn rich rep-
resentations by leveraging both image and text
modalities. They are capable of modeling the
complex relationships between these two modal-
ities, largely due to the vast and diverse datasets
sourced from the internet on which they have
been trained (Lin et al., 2015) (Plummer et al.,
2016) (Schuhmann et al., 2022) (Schuhmann et
al., 2021). This extensive training enables VLMs
to capture subtle connections between visual and
linguistic information, allowing them to perform a
wide range of tasks with impressive accuracy and
generalization across various domains (Long et al.,
2022) (Bugliarello et al., 2021) (Mogadala et al.,
2021).

Despite their impressive performance, VLMs,
like many other deep learning models, often lack
interpretability (Yue et al., 2024). This lack of
transparency has prompted researchers to probe
into the inner workings of these VL models to
understand the nature of the representations they
learn (Lei et al., 2023) (Bousselham et al., 2024)
(Stan et al., 2024). By investigating how these
models process and integrate visual and textual
information, researchers aim to uncover the un-
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derlying mechanisms that drive their decision-
making processes and enhance their interpretabil-
ity. Various interpretability techniques, such as
Grad-CAM (Selvaraju et al., 2019) and spatial at-
tention maps, generate saliency maps that high-
light the spatial regions most significant for each
of the network’s outputs. We propose to measure
the similarity between human attention and the
saliency maps produced by these methods. This
comparison can also serve as a tool for validating
and refining these interpretability techniques, en-
suring that the models are not only accurate but
also aligned with human understanding in critical
applications.

2 Related Work

Vision-Language Models (VLMs): In recent
years, substantial progress has been made in re-
search on integrating language and vision. Numer-
ous tasks now combine language—ranging from
words, phrases, and sentences to paragraphs and
full documents—with visual data, typically in the
form of images or videos. Initially, much of the
work focused on linking low-level linguistic units,
such as words, with images or videos to create
visual-semantic embeddings (Barnard et al., 2003;
Frome et al., 2013; Kiros et al., 2014b; Liu et al.,
2015; Cao et al., 2016; Tsai et al., 2017; Guo et al.,
2018; Mogadala et al., 2018b; Wang et al., 2019;
Kim et al., 2020). These embeddings are valuable
for various downstream applications, as well as for
understanding adversarial attacks (Wu et al., 2019)
to enhance model robustness.

More recently, leading research labs have con-
sistently introduced cutting-edge VLMs, such as
OpenAI’s CLIP (Radford et al., 2021), Sales-
force’s BLIP (Li et al., 2022a), and DeepMind’s
Flamingo (Alayrac et al., 2022). Notable exam-
ples like GPT-4 (OpenAI et al., 2024) and Gemini
(Team et al., 2024) highlight the ongoing evolu-
tion of chatbots within the VLM space. However,
not all multimodal models are VLMs; for instance,
text-to-image models like DALL-E (Ramesh et al.,
2021), Stable Diffusion (Rombach et al., 2022)
and Midjourney (https://www.midjourney.com/)
do not have a language generation component, il-
lustrating the varied landscape of multimodal AI.
A typical VLM architecture includes separate im-
age and text encoders to generate embeddings,
which are then combined in an image-text fu-
sion layer, and the fused vector is processed by a

large language model (LLM) to produce the final
visually-aware text output.

Eye-tracking Saliency Map Datasets: Nu-
merous eye-tracking databases have been devel-
oped to study and model visual attention behavior.
One such large-scale saliency dataset is MIT1003
(Judd et al., 2009), consisting of 1003 images
sourced from Flickr and LabelMe. Widely used
benchmark databases include MIT300 (Judd et al.,
2012) and CAT2000 (Borji and Itti, 2015), con-
taining 300 and 2000 test images, respectively.
SALICON (Jiang et al., 2015), the largest crowd-
sourced saliency dataset, comprises 10,000 train-
ing images, 5,000 validation images, and 5,000
test images, and is commonly used for pretraining
saliency prediction models. In addition to the ex-
isting image saliency datasets, only one image-text
saliency dataset has been developed. (Lanfredi et
al., 2023) dataset utilizes eye-tracking (ET) data
from five radiologists, offering valuable insights
into visual attention in medical imaging. The
study found that interpretability maps generated
from multiple chest X-ray (CXR) classification
models could be as similar to the radiologists’ ET
maps as those generated by other radiologists.

3 VISTA: Visual-Textual Attention
Saliency Dataset

We manually curated a dataset for human image-
text alignment with the help of a group of hu-
man annotators. The data collection process in-
volved presenting volunteers with images and ask-
ing them to describe the scenes depicted in each
image. Throughout this process, we recorded the
volunteers’ eye movements to capture their visual
attention patterns, as well as their verbal descrip-
tions via voice recordings. These voice recordings
were later transcribed to text, and the original au-
dio files were deleted to ensure de-identification
and protect the privacy of the participants. This
careful approach to data collection not only pre-
served the integrity of the visual attention data but
also ensured compliance with ethical standards re-
garding participant confidentiality. The resulting
dataset provides a rich resource for understand-
ing the relationship between visual attention and
linguistic descriptions, offering valuable insights
for advancing interpretability in vision-language
models.

After gathering the eye movement data and cor-
responding textual descriptions, we synchronized



both datasets using time stamps. During our ex-
periment, we used the EyeLink 1000 Plus (Ltd, )
eye tracker to accurately record participants’ eye
movements as they viewed and described images.
We adopted the eye-tracking setup from (Ltd, )
recommendations. In this setup, each image was
viewed by a single participant during the experi-
ment. After completing the recordings, the initial
results contained some noise, as anticipated. To
address this, we carefully selected the image-text-
saliency triplets that exhibited the closest align-
ment. This process resulted in a final dataset of
508 well-aligned image-text saliency maps. Al-
though this approach reduced the total amount of
data, it ensured high-quality results, resulting in a
robust dataset.

4 Metrics and baselines

Eye-tracking (ET) maps were created by applying
Kernel Density Estimation (KDE), with the den-
sity estimate at each point weighted according to
the duration of each eye fixation. This method en-
sures that regions, where participants focused their
gaze for longer periods, are given greater empha-
sis in the resulting map. By assigning more weight
to longer fixations, the KDE captures not just the
frequency of eye movements, but also the intensity
of attention directed towards specific areas within
the visual field. This approach provides a more nu-
anced representation of visual attention patterns,
highlighting areas of cognitive interest or impor-
tance in a way that simple fixation counting meth-
ods might overlook. Figure 1 shows some of the
examples. The resulting ET maps offer insights
into how participants distribute their visual focus
over time, enabling a deeper understanding of at-
tentional behavior.

Based on the existing literature on automatic
generation of human saliency maps, we selected
two metrics for comparing saliency maps: nor-
malized cross-correlation (NCC), also known as
Pearson’s correlation coefficient, and the Borji
formulation of the area under the curve (AUC).
The NCC was computed directly between the eye-
tracking (ET) map and the generated saliency map.
This metric quantifies the similarity between the
two maps by measuring their correlation over the
entire image. Specifically, NCC calculates how
closely the patterns in both signals (saliency maps)
match, providing an overall assessment of their
alignment. The NCC uses the following,

NCC(x1, x2) =
1

P − 1

∑(
(x1(p)− µx1)

σx1

×(x2(p)− µx2)

σx2

)
where x1 and x2 are the two images of same size,
xi(p) is the value of image xi in pixel coordinate
p, P is the total number of pixels in one image, µxi

is the average value of xi, and σxi is the unbiased
standard deviation of xi.

The NCC measures the degree of linear corre-
lation between the two images, with values rang-
ing from -1 to 1, where 1 indicates perfect positive
correlation, 0 indicates no correlation, and -1 in-
dicates perfect negative correlation. This method
provides a robust assessment of the global similar-
ity between the ET map and the generated saliency
map, as it accounts for the overall distribution of
pixel intensities across the image.

The AUC (Area Under the Curve) metric eval-
uates the performance of a saliency map by treat-
ing each pixel as the output of a binary classifier
tasked with determining whether the pixel corre-
sponds to a human fixation or not. In this context,
the classifier is expected to assign higher values to
locations where human fixations occurred (posi-
tive locations, derived from the eye-tracking map)
and lower values to other locations (negative lo-
cations, represented by a uniform heatmap). The
AUC provides a measure of how well the saliency
map distinguishes between these two types of lo-
cations.

To compute the AUC, we sample from the
heatmaps, which represent the spatial probability
distributions of visual attention. Specifically, the
metric assesses the likelihood that the classifier as-
signs a higher value to a positive location (where
a fixation occurred) than to a negative one (where
it did not). The closer the AUC is to 1, the bet-
ter the saliency map is at predicting human fixa-
tions; a score of 0.5 would indicate random guess-
ing, while values below 0.5 suggest the map is per-
forming worse than chance.

Through experimentation, we varied the num-
ber of samples to determine the impact on the ac-
curacy of the AUC calculation. By analyzing the
standard deviation of AUC scores across different
sample sizes, we found that using 1000 positive
samples and 1000 negative samples provided a re-
liable and sufficiently accurate estimation of the



Table 1: Scores for Image-Text Alignment and Open-Vocab Segmentation Models
Model NCC AUC

Image-Text
Matching
Models

CLIP 0.13 [0.14,0.14,0.12,0.13,0.14] 0.57 [0.58,0.58,0.57,0.57,0.58]
BLIP-ITM-Base 0.24 [0.25,0.23,0.24,0.25,0.25] 0.63 [0.64,0.63,0.63,0.63,0.63]
BLIP-ITM-Large 0.17 [0.18,0.17,0.17,0.16,0.18] 0.60 [0.60,0.60,0.60,0.59,0.61]
ALBEF 0.19 [0.20,0.19,0.21,0.18,0.19] 0.57 [0.58,0.57,0.58,0.57,0.57]
ViLT -0.02 [-0.02,-0.01,0.00,-0.03,-0.015] 0.49 [0.49,0.50,0.50,0.48,0.49]

Open-Vocab
Saliency
Models

CLIP-Seg 0.31 [0.33,0.31,0.31,0.30,0.31] 0.67 [0.68,0.67,0.66,0.66,0.67]
OV-Seg 0.18 [0.17,0.18,0.16,0.18,0.17] 0.59 [0.59,0.59,0.58,0.59,0.59]
OpenSeg 0.14 [0.15,0.14,0.13,0.14,0.15] 0.58 [0.58,0.57,0.57,0.58,0.58]
ODISE 0.16 [0.17,0.17,0.18,0.16,0.16] 0.59 [0.60,0.59,0.60,0.59,0.59]

AUC. This approach balances computational effi-
ciency with the need for precise evaluation, ensur-
ing that the metric reflects the true performance of
the saliency map without introducing unnecessary
noise or variability.

People often apply center bias adjustments
when recalculating metrics like NCC or AUC to
account for the natural tendency of humans to fo-
cus their gaze toward the center of an image. How-
ever, after visual inspection of the dataset, we did
not incorporate such bias adjustments in our anal-
ysis, as our dataset does not exhibit a center bias.
This decision allows for a more direct and authen-
tic evaluation of the saliency map’s ability to cap-
ture genuine areas of visual attention as dictated
by the participants’ eye movements, rather than ar-
tificially emphasizing central regions of the image.

5 Results and Discussion

Table 1 presents the results of evaluating mul-
tiple models on VISTA. Initially, we conducted
standard evaluations on the full dataset to mea-
sure each model’s performance. To further en-
sure the reliability of our findings, we employed
a bootstrapping technique, which involved ran-
domly sampling the dataset with replacement over
five iterations. The corresponding results are indi-
cated in brackets. Bootstrapping provides a means
to estimate the stability and consistency of our
metrics by creating and evaluating multiple sub-
samples, thereby offering a more robust assess-
ment of model performance.

We first conducted experiments on image-text
alignment models by visualizing the attention
maps produced by various Vision and Language
Models (VLMs). The goal was to investigate
the extent to which these models accurately align
the attention weights with the human eye-tracking
(ET) data in our dataset. The VLMs used for this
task included CLIP (Radford et al., 2021), ViLT

(Kim et al., 2021), BLIP (Li et al., 2022b), and
ALBEF (Li et al., 2021) all of which were pre-
trained on large-scale datasets and fine-tuned for
the task of image-text alignment.

CLIP (Radford et al., 2021) performed mod-
erately on both metrics, with an NCC score of
0.13 and an AUC of 0.57. While these results in-
dicate some alignment with human attention pat-
terns, they suggest that CLIP struggles to capture
finer details of human visual focus, as evidenced
by the relatively low NCC score.

BLIP-Base (Li et al., 2022b) trained for image-
text matching was one of the top-performing mod-
els in this evaluation, achieving an NCC of 0.24
and an AUC of 0.63. These results suggest that
BLIP-ITM-Base aligns more closely with human
visual attention compared to other models, in-
dicating that it may better capture the relation-
ships between visual regions and corresponding
text. Despite its larger architecture, BLIP-Large
trained for image-text matching underperformed
compared to the base model, with an NCC of 0.17
and an AUC of 0.60. This drop in performance
might indicate that the larger model overfits to cer-
tain aspects of the training data, reducing its ability
to generalize well to human-like attention patterns.

ALBEF (Li et al., 2021) showed reasonable
performance with an NCC of 0.19 and an AUC
of 0.57. Its performance was comparable to CLIP,
indicating moderate alignment with human visual
attention but with room for improvement in cap-
turing nuanced attention cues.

ViLT (Kim et al., 2021) exhibited the weakest
performance in our experiments, with a negative
NCC score (-0.02) and an AUC of 0.49, suggest-
ing that the model failed to align with human at-
tention patterns. The negative NCC indicates that
the model’s attention maps were not only uncor-
related but possibly misaligned with human atten-
tion, highlighting its limited interpretability in this



context.
Next, we evaluated text guided image segmen-

tation model. The task involved providing a tex-
tual description of an image and analyzing how
well the model’s segmentation map captured the
relevant areas described in the text. For example,
when the text mentioned "a red car," the segmen-
tation map was expected to highlight the red car in
the image. We compared the generated segmen-
tation maps to the human ET maps to assess the
degree of alignment.

Here, the results were mixed. CLIP-Seg (Lüd-
decke and Ecker, 2022) showed the strongest per-
formance among the tested methods, with an NCC
of 0.31 and an AUC of 0.67. These scores sug-
gest that CLIP-Seg aligns relatively well with hu-
man attention and is effective at detecting salient
regions in an open-vocabulary context. It outper-
forms other methods, especially in terms of NCC,
indicating its potential for tasks that require ac-
curate saliency prediction. OV-Seg (Liang et al.,
2023) performed moderately, achieving an NCC
of 0.18 and an AUC of 0.59. Although it does
not match the performance of CLIP-Seg, it still
demonstrates reasonable alignment with human
attention. This suggests that OV-Seg is some-
what effective at identifying salient regions but
may lack the finer precision required for more ac-
curate saliency detection. OpenSeg (Ghiasi et al.,
2022) delivered the lowest performance with an
NCC of 0.14 and an AUC of 0.58. These results
indicate that the model struggles to align well with
human visual attention, likely due to less effective
saliency detection mechanisms. ODISE (Xu et al.,
2023) achieved an NCC of 0.16 and an AUC of
0.59, performing similarly to OV-Seg. While its
AUC score shows some capacity to capture salient
regions, the NCC indicates a relatively weak cor-
relation with human attention, suggesting room
for improvement in its saliency detection capabil-
ities.

6 Conclusion

In this work, we introduced VISTA, a human-
annotated visual and textual attention dataset, to
explore and enhance the interpretability of Vision-
Language Models (VLMs). By aligning eye-
tracking data with textual descriptions, our dataset
provides a unique perspective on how humans
associate visual regions with corresponding text
segments. Through the evaluation of multiple

VLMs using well-established metrics like NCC
and AUC, we demonstrated varying degrees of
alignment between human attention and model-
generated saliency maps, with models such as
BLIP-ITM-Base and CLIP-Seg showing promis-
ing results. However, our results also highlight
the challenges that VLMs face in capturing nu-
anced human visual attention, particularly in com-
plex tasks like image-text alignment and segmen-
tation.

The findings underscore the importance of
human-centric datasets like VISTA in advancing
the interpretability and transparency of VLMs. By
providing insights into the internal mechanisms
of these models, this work paves the way for fu-
ture research aimed at improving the reliability
and trustworthiness of multimodal systems. Fur-
thermore, our dataset and methodologies serve as
valuable tools for developing more human-aligned
interpretability techniques, ultimately contributing
to safer and more explainable AI systems in vision
and language applications.
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win Sreevatsa, Jennifer Prendki, David Soergel,
Adrian Goedeckemeyer, Willi Gierke, Mohsen Ja-
fari, Meenu Gaba, Jeremy Wiesner, Diana Gage
Wright, Yawen Wei, Harsha Vashisht, Yana Kulizh-
skaya, Jay Hoover, Maigo Le, Lu Li, Chimezie
Iwuanyanwu, Lu Liu, Kevin Ramirez, Andrey Khor-
lin, Albert Cui, Tian LIN, Marcus Wu, Ricardo
Aguilar, Keith Pallo, Abhishek Chakladar, Gin-
ger Perng, Elena Allica Abellan, Mingyang Zhang,
Ishita Dasgupta, Nate Kushman, Ivo Penchev, Alena
Repina, Xihui Wu, Tom van der Weide, Priya Pon-
napalli, Caroline Kaplan, Jiri Simsa, Shuangfeng
Li, Olivier Dousse, Fan Yang, Jeff Piper, Nathan
Ie, Rama Pasumarthi, Nathan Lintz, Anitha Vi-
jayakumar, Daniel Andor, Pedro Valenzuela, Minnie
Lui, Cosmin Paduraru, Daiyi Peng, Katherine Lee,



Shuyuan Zhang, Somer Greene, Duc Dung Nguyen,
Paula Kurylowicz, Cassidy Hardin, Lucas Dixon,
Lili Janzer, Kiam Choo, Ziqiang Feng, Biao Zhang,
Achintya Singhal, Dayou Du, Dan McKinnon,
Natasha Antropova, Tolga Bolukbasi, Orgad Keller,
David Reid, Daniel Finchelstein, Maria Abi Raad,
Remi Crocker, Peter Hawkins, Robert Dadashi,
Colin Gaffney, Ken Franko, Anna Bulanova, Rémi
Leblond, Shirley Chung, Harry Askham, Luis C.
Cobo, Kelvin Xu, Felix Fischer, Jun Xu, Christina
Sorokin, Chris Alberti, Chu-Cheng Lin, Colin
Evans, Alek Dimitriev, Hannah Forbes, Dylan Ba-
narse, Zora Tung, Mark Omernick, Colton Bishop,
Rachel Sterneck, Rohan Jain, Jiawei Xia, Ehsan
Amid, Francesco Piccinno, Xingyu Wang, Praseem
Banzal, Daniel J. Mankowitz, Alex Polozov, Vic-
toria Krakovna, Sasha Brown, MohammadHossein
Bateni, Dennis Duan, Vlad Firoiu, Meghana Tho-
takuri, Tom Natan, Matthieu Geist, Ser tan Girgin,
Hui Li, Jiayu Ye, Ofir Roval, Reiko Tojo, Michael
Kwong, James Lee-Thorp, Christopher Yew, Danila
Sinopalnikov, Sabela Ramos, John Mellor, Ab-
hishek Sharma, Kathy Wu, David Miller, Nicolas
Sonnerat, Denis Vnukov, Rory Greig, Jennifer Beat-
tie, Emily Caveness, Libin Bai, Julian Eisensch-
los, Alex Korchemniy, Tomy Tsai, Mimi Jasare-
vic, Weize Kong, Phuong Dao, Zeyu Zheng, Fred-
erick Liu, Fan Yang, Rui Zhu, Tian Huey Teh, Jason
Sanmiya, Evgeny Gladchenko, Nejc Trdin, Daniel
Toyama, Evan Rosen, Sasan Tavakkol, Linting Xue,
Chen Elkind, Oliver Woodman, John Carpenter,
George Papamakarios, Rupert Kemp, Sushant Kafle,
Tanya Grunina, Rishika Sinha, Alice Talbert, Di-
ane Wu, Denese Owusu-Afriyie, Cosmo Du, Chloe
Thornton, Jordi Pont-Tuset, Pradyumna Narayana,
Jing Li, Saaber Fatehi, John Wieting, Omar
Ajmeri, Benigno Uria, Yeongil Ko, Laura Knight,
Amélie Héliou, Ning Niu, Shane Gu, Chenxi
Pang, Yeqing Li, Nir Levine, Ariel Stolovich, Re-
beca Santamaria-Fernandez, Sonam Goenka, Wenny
Yustalim, Robin Strudel, Ali Elqursh, Charlie Deck,
Hyo Lee, Zonglin Li, Kyle Levin, Raphael Hoff-
mann, Dan Holtmann-Rice, Olivier Bachem, Sho
Arora, Christy Koh, Soheil Hassas Yeganeh, Siim
Põder, Mukarram Tariq, Yanhua Sun, Lucian Ionita,
Mojtaba Seyedhosseini, Pouya Tafti, Zhiyu Liu, An-
mol Gulati, Jasmine Liu, Xinyu Ye, Bart Chrzaszcz,
Lily Wang, Nikhil Sethi, Tianrun Li, Ben Brown,
Shreya Singh, Wei Fan, Aaron Parisi, Joe Stan-
ton, Vinod Koverkathu, Christopher A. Choquette-
Choo, Yunjie Li, TJ Lu, Abe Ittycheriah, Prakash
Shroff, Mani Varadarajan, Sanaz Bahargam, Rob
Willoughby, David Gaddy, Guillaume Desjardins,
Marco Cornero, Brona Robenek, Bhavishya Mittal,
Ben Albrecht, Ashish Shenoy, Fedor Moiseev, Hen-
rik Jacobsson, Alireza Ghaffarkhah, Morgane Riv-
ière, Alanna Walton, Clément Crepy, Alicia Parrish,
Zongwei Zhou, Clement Farabet, Carey Radebaugh,
Praveen Srinivasan, Claudia van der Salm, Andreas
Fidjeland, Salvatore Scellato, Eri Latorre-Chimoto,
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