
1

Edge Flows: Stratified Morse Theory for Simple,

Correct Isosurface Extraction

Carlos Scheidegger, Tiago Etiene, L. Gustavo Nonato, and Cláudio T. Silva, Senior
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We present a method to characterize the topology of the level sets of trilinearly interpolated
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can also be used to prove homeomorphism for a subset of the outputs of Marching Cubes itself. We
provide an open-source implementation of this algorithm and report on the results of its verification.
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1 INTRODUCTION

Isosurface extraction is a popular technique in scientific visualization
and computational science. Although Marching Cubes is now about
25 years old [18], the basic idea behind it has not only proven very
long-lived, but also a rich source of mathematical and computational
problems [20]. In this paper, we are concerned with topological prop-
erties of the level sets of trilinearly interpolated scalar fields, and how
faithfully they are reproduced in triangle meshes generated by algo-
rithms such as Marching Cubes.

If we want to generate triangle meshes for scientific visualizations,
and, more importantly, for computational simulations that depend on
the properties of the generated mesh, it is important that we understand
the mathematical phenomena that arise from trilinear interpolation. In
this paper, we will focus on topological properties of these surfaces, in
enough detail to be able to show that our algorithms generate triangular
meshes respecting the topology of the level sets.

We use a variant of Morse theory to isolate the topological changes
of the level sets of linear interpolation. The main complication in our
scenario is that the scalar fields generated by trilinear interpolation are
only piecewise smooth (as are the level sets). Consider, for example,
the surfaces shown in Figure 2. Although standard Morse theory is not
well-equipped to make statements about the surface (since the gradient
does not exist on many points), it is intuitively clear that some analog
of Morse Theory should apply. To analyze the topological behavior of
these more general level sets, then, we turn to Stratified Morse The-
ory, or SMT. We give a criteria that tells us exactly in which situations
Marching Cubes generates surfaces with the correct topology (we will
make these notions precise in Section 3). We then propose a sim-
ple divide-and-conquer algorithm that uses Marching Cubes as a base
case, together with an appropriately defined gluing strategy. This al-
gorithm generates triangle meshes that are provably homeomorphic to
the level sets, and is simpler than the complicated tables of currently
published Marching Cubes-like algorithms for extracting such isosur-
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faces.
We point out that we do not claim here to have the first analysis of

the topology of the trilinear interpolant. We do claim that our analy-
sis is qualitatively different from the ones previously presented in the
literature. Specifically, our use of Morse theory for determining the
presence or absence of face and body saddles eliminates much of the
manual labor of case analysis. In addition, the only case table we
require is computed programmatically via a simple group theory argu-
ment of Banks et al. [3]. Furthermore, the same analysis gives a novel,
simple way to compute the Euler characteristic of the level set being
extracted.

Specifically, our contributions are:

• a topological characterization of the ambiguities that arise when
using Marching Cubes to extract isosurfaces of trilinearly inter-
polated scalar fields. Based on stratified Morse theory (which,
as far as we know, is the first use of SMT in the scientific vi-
sualization community), it provides a complementary approach
to previous work on the topological correctness of isosurfacing
algorithms;

• A straightforward proof of correctness of the resulting algorithm.
While the resulting algorithm is in essence the same as the one
implied by previously published subdivision schemes for the tri-
linear interpolant [7, 5, 6], our arguments are less tied to the ac-
tual interpolant formulation, and seem more amenable to gener-
alization. We also believe that the resulting algorithm is simpler,
and so we provide

• a reference open-source implementation. Notably, this imple-
mentation handles in a simple way the cracks generated by the
nonuniform subdivision, which has been pointed out as a real
hurdle for the algorithm’s practicality [6]. As evidence of its ef-
fectivenes, we provide a report of the implementation’s verifica-
tion of both geometrical and topological properties, in the spirit
of Etiene et al.’s recent work [11].

2 RELATED WORK

Soon after the publication of the original Marching Cubes paper [18],
researchers noted that some sign configurations generate topologically
inconsistent isosurfaces. In a landmark paper, Nielson and Hamann
pointed out these inconsistencies can happen when a face contains a
saddle point of the bilinear interpolation [22], and suggested an ex-
tended rule that ensures no cracks appear in the final surface. This line
of work eventually led to algorithms that generate isosurfaces which
are homeomorphic to the trilinear level set [8, 16, 21]. However, all



such algorithms involve to the best of our knowledge large case anal-
yses, complicating the task of verifying the implementations. In addi-
tion, there are issues with some of the stated topological correctness
proofs, as we will discuss in Section 6.

Topological correctness in meshing is widely studied. The seminal
work is Edelsbrunner and Shah’s work showing a condition where the
triangulation is homeomorphic to the original manifold [10]. This led
to a flurry of work, of which Amenta and Bern’s crust and ε-sampling
idea is the classic reference [2]. Stander and Hart presented one of
the earliest papers connecting isosurface extraction and Morse theory,
with an algorithm which performs surgery on the resulting triangle set
as it sweeps through critical points [24]. Plantinga and Vegter present
a criterion for isotopic isosurfacing that can be used to show that a sub-
set of the edge flow cases that we will present in Section 3.5 is a cor-
rect reconstruction [23]. Their proof is significantly more complicated
than ours, but, more importantly, does not seem to apply straightfor-
wardly to the piecewise-smooth setting. Their analysis of Marching
Cubes cases is similar to the ones of Van Gelder and Wilhelms, and
Stelldinger et al. [27, 25]. Varadhan et al. use a couple of sampling
criteria to ensure that geometrical computations produce results with
the right topology [28]. In a nutshell, all of these techniques try to
show that the resulting isosurface component inside each cell is suffi-
ciently simple (typically a disk). Our edge flow diagrams, which we
will present next, make an explicit connection of these notions with
Morse theory. By requiring that the scalar field to be as simple as pos-
sible inside each cell, we also get topological disks. We believe this
is a cleaner argument that leads to simpler algorithms and verification
tools.

The topology of the trilinear interpolant has been previously ana-
lyzed before. In particular, Carr and Snoeyink [7] introduce the idea
of creating a simplicial decomposition of the cubic cell and placing
the vertices so that critical points are isolated to vertices of the mesh.
They use this decomposition to translate the isosurface sweeping into
a state machine that can be efficiently implemented. Carr and Max
then use this state machine to perform a full analysis of the isosur-
face cases for the trilinear interpolant [5, 6]. We believe our argument
to be an attractive alternative because it eliminates the need for much
of the error-prone case analysis. While Carr’s analysis uses Nielson’s
manually-crafted case table, we use a simpler table mechanically com-
puted from orbits of the cube’s symmetry group. Our proof of correct-
ness of the isosurfacing algorithm then only requires a reference to the
simple cases and to an appropriate gluing procedure. We provide ex-
perimental evidence for the effectiveness of our analysis via an open-
source reference implementation of the algorithm and its verification.

Morse theory has provided a very fruitful approach to understand
and analyse the topology of level sets of scalar fields [19]. In partic-
ular, Morse theory is attractive because it has a clean combinatorial
formulation that is intimately related to piecewise-linear reconstruc-
tions and very well suited for robust implementations [13]. We point
out that in this paper we do not use the PL variant of Morse theory, be-
cause we are interested in understanding the topology of the trilinearly
interpolated scalar fields. Since these are neither piecewise linear or
entirely smooth, none of the well-established variants of Morse the-
ory in scientific visualization are directly applicable. There has been
some previous work in solid modeling which suggests data structures
based on some form of stratification in order to deal with manifold
boundaries [17]. In this paper, we are interested in the application of
stratification to reconcile Morse theory with piecewise-smooth func-
tions, in particular in the context of isosurface extraction.

3 THE TOPOLOGY OF TRILINEAR INTERPOLATION

In this section we provide a characterization of the topological behav-
ior of level sets of trilinearly interpolated scalar fields. One way to
think about Morse Theory is that it gives a well-defined way to lo-
calize the changes in the topology of level sets with different scalar
values. Morse theory tells us that for most scalar fields, its regular iso-
surfaces can only attain a finite number of different topological con-
figurations, and that if we think of the isosurfaces as sweeping through
the scalar values, the topology of these isosurfaces only change on a

finite number of scalar values, known as critical values. In the (stan-
dard) case of smooth Morse theory, critical values are the values for
which there exist points (the critical points) where the gradient of the
scalar field vanishes. Just as importantly, it is possible to characterize
the type of topological change by examining the behavior of the scalar
field around the critical point. In the smooth case, this is given by the
number of negative eigenvalues of the Hessian matrix evaluated at the
critical points. The goal of this section is to show a similar classifica-
tion for the case of piecewise-smooth manifolds. While this setting is
not new, to the best of our knowledge it has not been presented in the
context of scientific visualization. We review it here for completeness.

3.1 Stratified Morse Theory
The basic tool that we will use is stratification. Intuitively, we par-
tition the piecewise-smooth manifold such that each of the subsets
(called strata) is either zero-dimensional (that is, with a finite num-
ber of points) or has smooth structure. There are additional technical
requirements that are irrelevant here, and we refer the reader to the
work of Goresky and Macpherson for the full definition of what are
known as Whitney-stratified manifolds [12]. In our case of trilinearly
interpolated scalar fields, the stratification will always be the same. We
partition the manifold in four sets, where each set is a (possibly discon-
nected) manifold of different dimensions. Set 0 contains all vertices of
the grid, set 1 contains all edge interiors, set 2 contains all face interi-
ors, and set 3 contains all cube interiors. We illustrate this in Figure 1
for the 2D case, but the 3D case is very much the same. More impor-
tantly, the level sets of the scalar field restricted to each of the subsets
will be smooth (or not have a differential structure at all, in the case
of the zero-dimensional stratum). The strategy of SMT is, intuitively,
to use standard Morse theory on each of the strata and then combine
the results in the correct way. Before we get there, we need some
definitions.

3.2 Preliminaries
A scalar field f is a function that assigns a real value to each point in
a space (in our case, a manifold representing the entire volume recon-
structed by the trilinear interpolation). A stratification is a partition of
the manifold into subsets (each subset is called a stratum, pl. strata).
In our case, the stratification will be such that the restriction of f to
each stratum is differentiable (or the stratum is zero-dimensional). We
will restrict ourselves to fields where the gradient of the scalar field
is zero in only a finite subset of the manifold, where the gradient is
taken on the differential structure of the strata. These are the Morse
functions of SMT. The critical points in SMT are the set of points with
zero gradient, together with all points in the zero-dimensional stra-
tum. As we will see shortly, not all critical points in stratified Morse
theory induce topological changes (unlike what happens in the smooth
case); see Figure 2 for an illustration. For Morse functions, the crit-
ical points will be isolated: they can always be separated by disjoint
neighborhoods in the topology of M. If there exists a scalar value k for
which some critical point x satisfies f (x) = k, then k will be called a
critical value of f . The set of points x in M that satisfy f (x) = k will
be called an isosurface of M. If k is not a critical value, it is called a
regular value, and in that case the set of points will be a submanifold
of M. Let a and b be two regular values. If there are no critical values
c such that a < c < b, then the isosurfaces given by a and b are home-
omorphic. It follows that if we think of a changing isosurface as it
“sweeps” through the scalar values of f , the only situation where this
isosurface can change topology is as it goes through a critical value.

Another feature of Morse theory is the ability to predict exactly the
type of topological change a critical point induces. One way to look at
this in the smooth setting is to consider the behavior of the isosurfaces
around a critical point and value. Consider a closed neighborhood
around each critical point small enough such that each neighborhood
only contains a single critical point, and call it ε(p). We will call
the boundary of ε(p) the link of a point, and denote it by L(p). We
call the subset of the link with scalar value less (resp. greater) than
f (p) the lower (upper) link of p, and denote it by L−(p) (L+(p)). We
then define the lower (upper) Morse data to be the pair created from



Fig. 1. An illustration of a piecewise-smooth immersed manifold. The
colormap illustrates the height of each point scalar field. Notice that
although the manifold itself is not everywhere differentiable, each strata
is itself an open manifold that is differentiable.

the neighborhood and its appropriate link: M−(p) = (ε(p),L−(p))
and M+(p) = (ε(p),L+(p)). The topology of the lower and upper
links give exactly the behavior as the isosurfaces go through the crit-
ical point p. Intuitively, the changes induced by the critical point are
topologically equivalent to removing the lower link from the isosur-
face, and attaching the upper link. This also gives a good intuition
as to why regular values do not change the topology of an isosurface:
around a point, their “change” can be characterized by removing a
disk and then simply adding back another disk. In the case of smooth
Morse theory, every critical value changes the topology of the isosur-
face. As we will see, some critical points in SMT actually have a local
structure that is topologically equivalent to the one of regular points,
and will not change the topology of the level set. For any Morse data
(A,B), it is always the case that B⊂ A. While including A might seem
unnecessary here, it will be of great calculational use in the stratified
setting.

3.3 Characterizing critical points
In SMT, critical points have similar notions of upper and lower Morse
data and links, which induce analogous topological changes to the iso-
surfaces. Their definition is somewhat more involved, and this is what
we now turn to. This subsection follows the presentation in the mono-
graph by Goresky and MacPherson [12].

We first state an (intuitive) property of stratified manifolds that we
will use without proof. For an n-dimensional Whitney stratified man-
ifold M and a point p in a d-dimensional stratum of M, it is possible
to find a (n− d)-dimensional submanifold of M (which might strad-
dle many strata) that meets transversally at p, and whose intersection
consists of only p. It is, in a sense, the “topological orthogonal com-
plement” to the neighborhood of p restricted to the stratum where p
resides. Examples can be seen in Figure 3. Define the lower and up-
per tangential Morse data T−(p) = (εT (p),L−(p)) to be the smooth
lower and upper Morse data of p, where εT (p) is in the submanifold
defined by the stratum where p resides. Similarly, define lower and
upper normal Morse data N−(p) = (εN(p),L−(p)) to be the analo-
gous notion, but the lower and upper links are taken to be subsets of
εN(p), itself a subset of the (n−d)-dimensional submanifold transver-
sal to the stratum of p going through p. We are now ready to give the
definition of the stratified Morse data. We omit here the signs that
indicate lower and upper Morse data, since the definition is the same
for both cases. Given T (p) = (A,B) and N(p) = (A′,B′), the strati-
fied Morse data is given by the topological product of the two pairs,
M(p) = T (p)×N(p), which in our case works out to be

M(p) = (A×A′,A×B′∪A′×B), (1)

where × denotes the topological product between two spaces. Since
this definition does not give much intuition for its behavior, we now
present a set of examples.

Zero-dimensional strata If a critical point p lies on a zero-
dimensional stratum, then T (p)= (·, /0). In this case, the normal Morse
data N(p) = (A′,B′) is simply the Morse data for the entire manifold,
and so is the stratified Morse data, since

M(p) = (·×A′, ·×B′∪A′× /0) = (A′,B′).

Fig. 2. Two cases of stratified Morse data illustrated. The left case is
topologically equivalent to the saddles in smooth Morse theory, even
though the critical point is not differentiable. The right example is a
virtual critical point, which only happens in stratified Morse theory: a
critical point that does not actually change the topology of the isosur-
face.

Partially non-smooth critical points Consider a point p in an
internal face of the trilinear interpolation grid such that the gradient in
p evaluated on the stratum is zero. In this case, T−(p) = ( , ), since
we know that critical points in bilinear scalar fields are necessarily
saddles. Let’s examine the three (non-degenerate) possibilities for the
normal Morse data.

• Case 1: p is a minimum along the transversal 1-disk, and so
N−(p) = ( , /0). In this case,

M−(p) = ( × ,( × /0)∪ ( × )

= ( , /0∪ ) = ( , )

• Case 2: p is a maximum along the transversal 1-disk, and so
N−(p) = ( , ). In this case,

M−(p) = ( × ,( × )∪ ( × ))

= ( , ∪ ) = ( , )

• Case 3: p is neither a minimum or a maximum along the
transversal 1-disk, and so N−(p) = ( , ). In this case,

M−(p) = ( ,( × )∪ ( × ))

= ( , )

We illustrate these cases in Figure 2. Note that case 1 is homeomorphic
to a saddle of type 1 in smooth Morse theory. Case 2 is, correspond-
ingly, a saddle of type 2. Case 3, on the other hand, is more interesting.
It would correspond to computing the Morse data for a regular point
in smooth Morse theory. If we were to compute the stratified upper
Morse data for case 3, we would find that the second element of the
pair is again a disk. From the interpretation given in Section 3.2, we
see that although p is strictly speaking a critical point, it does not actu-
ally induce a change in the topology of the manifold. In this paper, we
will refer to such critical points as virtual critical points. In the next
section we will see how to determine exactly which critical points are
virtual.

Sequential stratification Our final example illustrates a tech-
nique that will be critically important for the characterization of Sec-
tion 3.4. As we have explained, the idea of SMT is to compute the
Morse data in parts, by combining the tangential Morse data with the
normal Morse data. In the calculations we just did, the tangential
Morse data has been given by smooth Morse theory, and the normal
Morse data has been one-dimensional. This does not need to be the
case. In fact, both tangential and normal Morse data might have been
calculated as stratified Morse data, as illustrated in Figure 3. This al-
lows us, in particular, to explicitly calculate the topology of the Morse
data of critical points in the zero-dimensional stratum.



Fig. 3. Sequential stratification allows us to break complicated Morse
data into simple ones which can be combined with Equation 1. The full
Morse data M is given by M = T1×N1 = (T2×N2)×N1 T2, N2 and N1 are
all one-dimensional Morse data, with zero-dimensional, discrete, links,
whose Euler characteristic can be trivially computed.

3.4 Computing the change in χ

Ultimately, we want to use Stratified Morse theory to make topological
statements about the isosurfaces of piecewise smooth scalar fields such
as the ones generated by trilinear interpolation. In this section, we
provide a novel calculation that determines the change in the Euler
characteristic of a level set, as it goes through a critical point. Because
we can identify all critical points and their isovalues, this formula can
be used to easily compute the Euler characteristic of a level set of
the scalar field. The Euler characteristic, denoted as the function χ :
M→ Z, is a well-known invariant of topological spaces. In the case of
compact, connected, orientable 2-manifolds without boundary, it gives
an exact classification: two such surfaces are homeomorphic if and
only if they have the same Euler characteristic. Although the level sets
of our scalar fields are orientable, they are not necessarily connected or
without boundary. The Euler characteristic, then, does not completely
characterize the topology of the level sets in our case.

We now show how to compute the change in Euler characteristic
induced by a single critical point, as a function of its sequential stratifi-
cation. First, we recall that, for compact spaces, χ obeys the inclusion-
exclusion principle

χ(X ∪Y ) = χ(X)+χ(Y )−χ(X ∩Y ). (2)

Now, notice that the change in χ between an isosurface S− = {x :
f (x) = k−ε} and S+= {x : f (x) = k+ε} for critical point p, associ-
ated critical value k and a sufficiently small ε > 0, denoted by ∆χ(p),
is given by

∆χ(p) = χ(L+(p))−χ(L−(p)). (3)

This is because one can partition S− and S+ in two sets each, such
that one of the sets in each partition is completely inside the small
ε−ball. Since the sets outside this ball have no critical point, they are
homeomorphic, and so share the same χ .

Let the critical point have a stratification such that either the lower
or upper Morse data M(p) be given by the tangential pair (Tε ,TL)
and the normal pair (Nε ,NL). The following simple calculation gives
χ(Tε ×NL∪Nε ×TL), which is the Euler characterist of the lower (up-
per) link requited in 3 (see Equation (1)) . First, from Equation 2,
χ(Tε ×NL∪Nε ×TL) = χ(Tε ×NL)+χ(Nε ×TL)−χ(Tε ×NL∩Nε ×
TL). Then, notice that for the manifolds we are interested in, Tε

and Nε are always disks. We know that if d is a disk, χ(d) = 1.
In addition, if A and B are topological spaces with well-defined χ ,
χ(A×B) = χ(A)χ(B). Then,

χ(Tε ×NL∪Nε ×TL) = χ(NL)+χ(TL)−χ(Tε ×NL∩Nε ×TL)

Now, partition both Tε and Nε in two subsets such that TL and NL are
elements of the partition. That is, define TL∪Tr = Tε ,TL∩Tr = /0, and
similarly for Nε and NL.

Then, expand the partitions and products, and distribute the inter-
sections around the unions, noticing all but one of intersections will be

χ(L)
1 value← HEAD(L)
2 rest← TAIL(L)

3 return


value, ifrest = []
χ(rest), ifvalue = 0
1, ifvalue = 1,
2−χ(rest), ifvalue = 2

Fig. 4. A simple algorithm to compute the Euler characteristic of a link.
L is the signature of the link: the cardinalities of the one-dimensional
links in the sequential stratification.

empty:

Tε ×NL∩Nε ×TL = ((Tr ∪TL)×NL)∩ ((Nr ∪NL)×TL)

= ((Tr×NL)∪ (TL×NL))∩
((Nr×TL)∪ (NL×TL))

= NL×TL

χ(T ×NL∩N×TL) = χ(NL×TL)

= χ(NL)χ(TL)

which gives the final result

χ(Tε ×NL∪Nε ×TL) = χ(NL)+χ(TL)−χ(NL)χ(TL) (4)

To compute χ(M(p)), we apply Equation 4 recursively on a se-
quential stratification of p. If the scalar function we are considering
is Morse, we can always find one such stratification. In that case, the
simplest Morse data will be the ones such that the first element of the
pair is a 1-disk. In that case, the lower and upper links will always be
discrete spaces with zero, one or two points, for which computing χ is
trivial (it is equal to the cardinality of the set). For internal points, the
sum of the cardinality of lower and upper links in the one-dimensional
strata is 2. For boundary points, the sum is 1. We then collect these
cardinalities of the upper and lower one-dimensional Morse links into
a tuple, and call this tuple the signature of a link. The upper and
lower signatures contain much of the topological information about
the critical point, and in particular make the computation of the Euler
characteristic of the links trivial, as shown in Figure 4.

One attractive feature of this technique is that it can determine the
change in χ for links in arbitrary dimensions. In addition, the same for-
mula works for points in the boundary of the manifold. We present the
possible kinds of critical points along with their changes in χ as com-
puted by our technique in Figure 5. Let us work through an example.
Consider the critical point depicted in the middle column of Figure 5.
We look at its stratification as a combination of a saddle point along
the 2D face (call these dimensions x and y), and a minimum in the re-
maining dimension, z. Notice that along the z dimension, the critical
point lies in the boundary of the Morse data, so the links will have
either zero or one points. On the 2D face, the saddle is such that it is
the combination of a minimum in x and a maximum in y. This means
that the first two elements of the signature of L− are 0 and 2, while
the signature of L+ starts with 2, 0. Plugging these two sequences in
Algorithm 4 gives that χ(L−) = 2− χ(L−z ) and χ(L+) = 2− χ(L+

z ),
where L+

z and L−z denote the one-dimensional links along the z dimen-
sion. Since the cardinality of L−z is 0, χ(L−) = 2− 0 = 0. Similarly,
from the cardinality of L+

z being 1, we have that χ(L+) = 2− 1 = 1
and, ∆χ = 1−2 =−1.

With the machinery we have presented, we can identify and charac-
terize all critical points belonging to the zero-dimensional stratum of
M. We now turn to the other strata. For Morse functions such as the
ones we are interested, all points in the one-dimensional stratum will
be regular, since the scalar values on vertices have to be different in or-
der to isolate vertex critical points. In the next sections, we will iden-
tify and characterize critical points on the two and three-dimensional



Fig. 5. All possible critical point types for piecewise smooth level sets of
a stratified 3-manifold. The leftmost three types of critical points occur in
the boundary of the manifold, and affect the topology of boundary loops
of the level set. The rightmost two types are well-known types of internal
critical points. Each of these has a negative counterpart which switches
lower and upper links.

strata, and just as importantly, we will relate their presence to the topo-
logical correctness of Marching Cubes cases. Finally, once we can
compute the change in χ for every critical point, we can get the Euler
characteristic of a regular isosurface s(k) = {x| f (x) = k} in the vol-
ume by summing all ∆χ values of critical points p with isovalues v(p)
less than k:

χ(s(k)) = ∑
v(p)<k

∆χ(p)

3.5 The level-set topology of trilinearly interpolated scalar
fields

In this section we will present a topological characterization of the
topology of level sets in a scalar field representing the simplest non-
trivial three-dimensional regular grid: a single cube. Given scalar val-
ues at the cube’s vertices and an isovalue, each Marching Cubes case
is characterized by the relative sign of the vertices (below or above
the isovalue), or equivalently by its active edges: the set of edges that
contain the isovalue.

Definition 1 A Marching Cubes case is ambiguous if, for a given iso-
value, two different sets of scalar values generate the case, but non-
homeomorphic level sets.

Our formulation pinpoints exactly which trilinearly interpolated
scalar fields will have no critical points other than one single mini-
mum and one single maximum, both at vertices of the cube. In these
cases, SMT tells us that the only possible topology for a level set is
a disk. In addition, together with the argument of Section 4, we can
then say that if no cube is ambiguous, Marching Cubes will generate
triangular meshes homeomorphic to the original surface.

Since there are many different variants of Marching Cubes, we clar-
ify by picking a specific one. We choose to use Bhaniramka et al’s
technique [4]. Since their tables are based on a simple algorithmic
construction around the convex hull, it is straightforward to see that
the cases it generates for active cells with simple edge flows are, in
fact, homeomorphic to disks. While all Marching Cubes algorithms
which rely solely on active edges for its decision will have ambiguous
cases, every MC table that we are aware of appears to, in fact, handle
unambiguous cases correctly. Bhaniramka et al’s technique is very at-
tractive in this case because its elegant formulation allows us to skip
individual case-based arguments. This greatly reduces the effort for
proving the correctness of the full algorithm.

Given values vi jk, where i, j,k ∈ {0,1}, a scalar field f (x,y,z) :
[0,1]3→ R representing a trilinear interpolation is given by

f (x,y,z) = axyz+bxy+ cxz+dyz+ ex+ f y+gz+h,

where a =−v000 + v001 + v010− v011 + v100− v101− v110 + v111, b =
v000 − v001 − v010 + v011, c = v000 − v001 + v100 − v101, d = v000 −
v010− v100 + v110, e = −v000 + v001, f = −v000 + v010, g = −v000 +

Fig. 6. The three possible edge flows for Marching Squares. The num-
bers next to the vertices illustrate vertex values that would induce those
flows (other vertex values are also clearly possible). The internal lines
represent approximations of some of the isosurfaces. The crossed-out
figure to the far right represents an assignment of edge directions that
cannot happen for any scalar fields.

Fig. 7. Splitting an edge flow. In the two-dimensional case, splitting an
ambiguous edge flow along the asymptotes creates four unambiguous
subcases.

v100, h = v000. Our main tool in this paper is what we call an edge
flow. It succinctly represents much of the behavior of the level sets
of the cube. An edge flow G is obtained by interpreting the vertices
and edges of the boundary of the cube as a directed graph, such that if
f (a) < f (b) for adjacent vertices a and b, G has an edge from a to b.
For now we assume vertices have different associated scalar values; we
later show how the same analysis easily extends to the more general
case. We call a vertex a minimum if the edge flow at that vertex has
in-degree zero (that is, no edge points to it). Similarly, we call a vertex
a maximum if the edge flow has out-degree zero. If an edge flow has
exactly one minimum and one maximum, we call it a simple flow.
These have direct interpretations as critical points in Stratified Morse
Theory which behave in the analogous way to minima and maxima in
the smooth case. Our main theorem of the section is:

Theorem 1 Let G be an edge flow of a scalar field f induced by a
trilinear interpolation with given values at vertices. Marching Cubes
will generate homeomorphic triangle meshes for every isosurface in a
cube if and only if its edge flow is simple.

In particular, we will break the main proof in two lemmata:

Lemma 1 If G is simple, then f will have no face saddles.

Lemma 2 If G is simple, then f will have no internal critical points.

An edge flow is associated with the entire scalar field, and not
with a particular isovalue or active edge configuration. While some
of the outputs of Marching Cubes might be correct for non-simple
edge flows, for at least one isovalue there will be ambiguous configu-
rations. Before we set out to prove the 3D case, we illustrate it with the
much simpler 2D case, since Marching Squares has much of the same
structure as Marching Cubes, and its ambiguities can be identified in a
similar way. We use it to introduce some concepts we will need later.



3.6 A simplified scenario: Marching Squares
Marching Squares is the folklore 2D analog of Marching Cubes, and
provides a simple setting to explore the ambiguity issues in the level
sets of linear interpolation. We can define an edge flow for 2D cells in
the same way as the three-dimensional case. The ambiguity criterion
is also similar: a 2D cell will cause an ambiguous case in Marching
Squares if and only if it is not simple. This is illustrated in Figure 6,
which includes all possible edge flow cases modulo symmetries of the
hyperoctahedral group.

The first feature of edge flows we highlight is that not all edge di-
rection assignments represent valid edge flows. In particular, the flow
must be acyclic, since such a cycle would violate Stokes’s theorem ap-
plied to the closed curve representing the cycle (intuitively, it would
represent an “infinite climbing” scenario that no scalar field can sat-
isfy). We call this the cycle restriction. Another observation is that
for all simple 2D edge flows, every nonempty regular isosurface has
the topology of a closed disk. If we think of the scalar field sweep-
ing through the square, Morse theory tells us that the topology of a
level set can only change as it passes through critical points. In addi-
tion, minima represent the creation of isosurface pieces and maxima
represent their destruction. It is no coincidence then that our criterion
requires exactly one maximum and one minimum. As we illustrate
below, in these cases there will be no internal critical points.

Consider the necessary conditions for a saddle point to appear in-
side a square (assuming distinct vertex values). First, note that par-
tial derivatives of linear scalar fields are themselves multilinear scalar
fields, in addition constant along the coordinate of the taken derivative.
This means that any axis-aligned line will be monotonic with respect
to the field. Now consider one of the partial derivatives around the sad-
dle point. Since it is zero at the saddle and itself a linear scalar field
(hence monotonic), it will change signs when crossing the zero-point.
This means that the two edges corresponding to the flow must have
opposing directions, since otherwise the partial could not be zero in
the interior. The same argument applies for both edge pairs, and so it
must be that an internal critical point (the saddle) happens only if the
corresponding edge flow contains two minima and two maxima; the
only other possible configuration with opposing edge directions vio-
lates the cycle restriction. In addition, in these cases there will be no
more than one internal critical point.

This is a complete characterization of the topology of level sets of
bilinearly interpolated grids. For edge flows 0 and 1, monotonicty im-
plies that at least one of the partial derivatives will be non-zero inside
the square, and so there cannot be an internal critical point. For edge
flow 2, there must be exactly one internal critical point. This char-
acterization is combinatorial: it pinpoints the presence of an internal
critical point solely based on the configuration of the edge flow. Alas,
the three-dimensional case will not be as simple: there are configura-
tions with the same edge flow but with a differing number of internal
critical points. Still, the main argument holds: if the edge flow is sim-
ple, there will be no saddles or internal critical points.

We introduce one final concept that will be useful in the three-
dimensional case, that of splitting edge flows. Linear interpolations
have the following reproducing property: it is possible to create a finer
grid with new scalar values such that the union of the scalar fields over
the finer grid gives exactly the same values as the original interpola-
tion [21], and the new vertex values are given by the coarser scalar
field evaluated at the vertices. We use this to define new edge flows
from old ones, by splitting them in multiple squares, as illustrated in
Figure 7.

Now consider what happens when we split an edge flow exactly
through an asymptote. First, notice that one edge has vertices with the
same scalar values. In these cases, we will consider all connected ver-
tices with the same value as one single entities, and collapse the edges
of the flow with the same value. The second, more important result,
is that the resulting subflows will always be simple. For the case of
Marching Squares, if we come across an ambiguous case, it suffices
to split the edge flow along the asymptotes, generate the unambiguous
Marching Squares solutions, and merge them together. Since simple
edge flows always indicate Marching Squares cases that get the correct

topology, it will necessarily be the case that the final result will be one
with the correct topology as well. This splitting in simpler cases is the
central notion of our algorithm in Section 4. It relieves us from having
to consider all possible complicated cases of the interpolant. All that
is required is the ability to identify ambiguous cases, to split the com-
plicated cases into simpler ones, and to glue them back appropriately.

Edge flows also provide an arguably simpler interpretation to the
behavior of the asymptotic decider [22]. One can think of the asymp-
totic decider as performing a data-dependent subdivision of the inter-
polation grid into a subgrid where the isosurface decision becomes
trivial. The particular Marching Squares case will be determined by
the scalar value at the intersection of the asymptotes, which is exactly
the criterion employed by the asymptotic decider. The idea of con-
sidering the direction of the gradient flow across edges of a cubic cell
has, to the best of our knowledge, been originally proposed by Carr [5].
We believe our application of the idea in the arguments which follow
is simpler, and, in particular, it shows more directly that the absence
of face saddles forces the simplicity of the flow in the cube.

3.7 Detecting critical points in the three-dimensional case
With the intuition of the Marching Squares case in our belt, we turn to
the full three-dimensional case. We want to determine which config-
urations generate what kinds of critical points in the two- and three-
dimensional strata of M. We start with a full enumeration of possible
edge flows in 3D. For that, we use the technique described by Banks et
al., originally developed in the context of counting cases in Marching
Cubes-like algorithms [3]. Specifically, we model each edge flow as a
string of twelve binary digits, one for each edge, where “0” indicates
flow in one direction, and “1” indicating flow in the other direction.
The starting set of edge flows is computed by picking all possible to-
tal orders on the vertices of the cube (8! = 40320 configurations) and
computing the associated edge flows. We then determine the action of
the hyperoctal group on the edge flows, and find the orbits under this
group action, also using GAP [1]. The result is a total of 54 cases,
shown in Figure 8.

It is worthwhile to inspect that table carefully. Cases 18 through 53
all have face saddles (the faces are shaded green in the figure), which
correspond to an internal critical point in a Marching Squares case.
This immediately means that the corresponding Marching Cubes case
must be ambiguous, since the boundary manifold for the cube has at
least two different configurations. Notice as well that cases 18 through
53 are exactly the cases that fail to have exactly one minimum and
one maximum. This means that having exactly one minimum and one
maximum is a necessary condition for Marching Cubes to be unam-
biguous on that edge flow. Finally, note that this table gives a trivial
computational proof of Lemma 1:

Proof The only simple edge flow cases are 0–17. None of these cases
have faces with saddles. QED.

To prove Lemma 2, we again inspect cases 0–17 and notice the fol-
lowing property. Partition the edges in an edge flow with respect to
their directions. In all but case 4, at least one partition has every edge
pointing in the same direction. Remember that the partial derivative
of a trilinearly interpolated scalar field is also a trilinearly interpolated
scalar field. If the edges all point in the same direction, the partials
along the edges all have the same sign. By monotonicity, that partial
derivative must be nonzero everywhere in the interior.

We are left with one final case. The proof that case 4 cannot have
an internal critical point proceeds by contradiction, and is illustrated
in Figure 9. We assume that there exists an internal critical point in
a configuration, and create a splitting edge flow such that the internal
vertex lies exactly on the critical point. By definition, all partial deriva-
tives vanish, which is identical to saying that the six edges that touch
the internal vertex (shown as dashed lines) have no direction. The par-
tial derivatives are themselves linearly interpolated scalar fields (and
so are monotonic along any fixed line), and this means that edge pairs
that are parallel and in opposite sides of the dashed lines must have
opposite directions. In addition, monotonicity also implies that if two
parallel external edges in a flow splitting have the same direction, then



Fig. 8. All possible 54 discrete edge flow cases for trilinear interpolation. Cases 0 through 17 have one single minimum and one single maximum.
As we show in the text, in this case the trilinear interpolant has no internal critical points. In addition, notice that cases 18 through 53 all have face
saddles, denoted here by shaded faces. This means, then, that internal critical points require the presence of at least one face critical point.

Fig. 9. An illustration of part of the proof of Lemma 2.

so does the internal edge. These two considerations together with the
cycle restriction form a cascade of edge direction assignments, which
illustrate in Figure 9. Of the twelve internal pairs of edges, six of them
are determined by the monotonicity requirement, only two of which
we need to show a contradiction: these are the red arrowheads in the
figure. Now notice what happens when we ponder the possible direc-
tions if the edges opposite the red arrowheads. In all but one configu-
ration monotonicity tells us that one of the central edges must have a
well-defined direction, and hence a non-zero partial derivative. How-
ever, the remaining configuration violates the cycle restriction and so
is impossible. With this, we can prove Lemma 2:

Proof Cases 0–3 and 5–17 cannot possibly have an internal critical
point since at least one of the partial derivatives is nonzero. Splitting
the edge flow of Case 4 using the critical point as the central vertex
shows that an internal critical point would violate the cycle restriction,
creating a contradiction, QED.

These give us a proof of Theorem 1:

Proof That it is necessary for the flow to be simple in order for
Marching Cubes to be unambiguous follows from the contrapositive
of Lemma 1, as follows. If there is a face saddle, then there exist two
nonhomeomorphic surfaces with the same MC case, but face saddles
only occur in non-simple edge flows, and so unambiguous MC cases
can only appear if the flow is simple. Lemmas 1 and 2 together charac-
terize all critical points on strata other than the zero-dimensional one.
Since simple flows have a single minimum and a single maximum, by
Morse theory it follows that the isosurface inside a cube with simple
flow must be topologically a disk. In addition, for those cases, it is
easy to see that Bhaniramka et al.’s MC table [4] will generate a disk,
and so Marching Cubes will return the correct topology.

3.8 Classifying face and internal critical points in the
three-dimensional case

The above proof already suggests a simple algorithm for extracting an
isosurface that is homeomorphic to the trilinearly interpolated regular
grid, by splitting an ambiguous case along the center of the cell, until
all the active cells have simple edge flows, and then gluing them all
back together correctly. The algorithm we describe in Section 4 works
in a very similar fashion. However, to limit the size of the final mesh,

we want to keep the number of necessary subdivisions to a minimum,
and so we will try to find exactly where the critical points are, since
splitting flows on those vertices will necessarily produce simple flows.

Face critical points will happen whenever a face contains a sad-
dle configuration. Their exact position can be found by setting the
gradient of f , namely

∇ f (x,y,z) =

 e+by+ cz+ayz
f +bx+dz+axz
g+ cx+dy+axy

 ,

to zero, and solving the resulting equation in the cases {x,y,z} =
{0,1}. The critical points and values at faces are easily solved ana-
lytically by setting the partial to zero and solving. To determine the
kind of critical point, we appeal to SMT and note that the lower and
upper tangential Morse data will be a pair of lines. The lower link
signature will be (0,2), and the upper link signature will be (2,0) (or
vice-versa). The signature of the normal Morse data can be found by
evaluating the trilinear interpolation in a line orthogonal to the face,
and then the output of algorithm of Figure 4 can be used to get which
type of saddle the critical point is.

Internal critical points will happen when all three partials are
simultaneously zero in the interior of the cube. Let ∆x = bc−ae, ∆y =
bd−a f , and ∆z = cd−ag. We find those points by directly solving the
resulting quadratic equation in x, y and z, and get two critical points:

x =
d∆x±

√
∆x∆y∆z

a∆x

y =
c∆y±

√
∆x∆y∆z

a∆y

z =
b∆z±

√
∆x∆y∆z

a∆z
.

If any of ∆x, ∆y, or ∆z are zero, the critical point will be degenerate, and
neither smooth or stratified Morse theory are be able to characterize
the critical point. If a = 0, then there is a single solution

x = −−de+ c f +bg
2bc

y = −de− c f +bg
2bd

z = −de+ c f −bg
2cd

.

To classify these internal critical points, we use the standard Morse
theory technique of looking at the signs of the eigenvalues of the Hes-
sian evaluated at the critical point. We now describe how to com-
pute the eigenvalue signs without actually solving for the eigenvalues,
which reduces the risk of numerical errors.



coefficient signs eigenvalue signs
- - - - + +
- - + - - +
- + + - + +
+ + + - - +

Table 1. The signs of the Hessian eigenvalues as a function of the signs
of the coefficient matrix.

Fig. 10. An illustration of Lemma 3, which gives us a way to build a large
homeomorphism by small parts.

3.9 The index of a critical point, robustly

The number of negative signs of eigenvalues gives us the critical
point’s index. Let us first look at the simpler case of the Hessian when
a = 0. We will denote the Hessian evaluated at the appropriate critical
point by H:

H =

 0 b c
b 0 d
c d 0


Notice that the matrix is symmetric. In addition, because the determi-
nant is |H| = 2bcd, it must also be non-singular, since if any of b, c
and d were zero the solution would not be well-defined. This means
that all eigenvalues are nonzero; and since the matrix is traceless, not
all eigenvalues can have the same sign. From Morse theory, the critical
point will be a saddle. However, the kind of saddle crucially depends
on the eigenvalue signs. To that effect, note that roots are continuous
functions of the polynomial coefficients (ie. eigenvalues are continu-
ous functions of the characteristic polynomial). We know that all roots
are non-zero, so in order for a root to become positive, it has to go
through zero, which means that one of b, c and d must also change
signs, since there will be a zero eigenvalue iff |H|= 0. So the configu-
ration of eigenvalue signs is completely determined by the configura-
tion of signs of b, c and d, as given by Table 1. If either b, c or d are
zero, then again f is not a Morse function and we cannot use Morse
theory to predict the topology of the isosurfaces. The case where a 6= 0
is very similar. In this situation, the Hessian is

H =


0 ±

√
∆x∆y∆z

∆z
±
√

∆x∆y∆z

∆y

±
√

∆x∆y∆z

∆z
0 ±

√
∆x∆y∆z

∆x

±
√

∆x∆y∆z

∆y
±
√

∆x∆y∆z

∆x
0

 ,

and we can determine the signs of each term by looking at the signs of
∆x, ∆y and ∆z and use Table 1 as well.

4 ALGORITHM

We now describe an algorithm that, given a regular grid with associ-
ated scalar values, and a regular isovalue (according to the definition

EXTRACTISOSURFACE(F , isovalue)
1 if F has a simple flow
2 then return MARCHINGCUBES(F , isovalue)
3 else lF,rF,commonface← SPLIT(F)
4 lMesh← EXTRACTISOSURFACE(lF, isovalue)
5 rMesh← EXTRACTISOSURFACE(rF, isovalue)
6 return GLUE(lMesh, rMesh, commonface)

Fig. 11. A simple algorithm to extract an isosurface of a trilinearly inter-
polated scalar field.

given in Section 3.1), returns a manifold triangle mesh that is homeo-
morphic to the level set of the trilinearly interpolated grid. The algo-
rithm is straightforward, and so is our proof of correctness. We will
need a simple lemma which says, essentially, that if we split a mani-
fold, we can recover the original topology if we glue the pieces back
together correctly:

Lemma 3 Let M be a topological space, and let X and Y be such
that X ∪Y = M. Let X̃ be homeomorphic to X via a homeomorphism
defined by ∼X : X → X̃ , and similarly with Ỹ . Let X ∩Y = I, and f :
I→ X̃ be the restriction of ∼X onto I, and g : I→ Ỹ be the restriction
of ∼Y onto I. Let A be the image of f , and h : A→ Ỹ be such that
h( f (x)) = g(x). Let M̃ be the adjunction space X̃ +h Ỹ (that is, let M̃
be the space defined by “gluing X̃ and Ỹ together along h”). Then, M
and M̃ are homeomorphic.

Proof Let α : M→ X̃ +h Ỹ be the function such that

α(x) =
{
∼X (x), if x ∈ X−Y
∼Y (x), if x ∈ Y

α is clearly continuous and invertible. If x /∈ I, then α(x) is continuous
and has a continuous inverse there, from the assumptions on ∼X and
∼Y . If x∈ I, then since open sets of the quotient topology are the union
of the open sets under the equivalence relation, the neighborhoods in
I will include open sets from both X̃ and Ỹ , and so α−1(α(x)) will be
continuous as well, giving the homeomorphism.

The argument is illustrated in Figure 10. With this in hand, we
give the algorithm for generating a triangle mesh homeomorphic to
the level set in Figure 11. The proof that this algorithm generates the
correct topology is by a trivial induction on the possible cases. If the
edge flow is simple, the base case of the recursion gives the correct
topology. If the edge flow is not simple, SPLIT subdivides the scalar
field, and GLUE implements the attaching map construction by zip-
pering the two pieces of boundary together appropriately. Notice that
the divide-and-conquer algorithm given above works for regularly in-
terpolated three-dimensional scalar grids of any size. In a real-life
implementation, one would want to use an acceleration structure such
as interval trees to ensure fast runtimes [9]. In the source code we
include as extra material, we perform a brute-force scan through the
volume. Although this is clearly inefficient, the point of our reference
implementation is to provide experimental evidence of the effective-
ness with respect to correctness.

The procedure GLUE is illustrated
on the right. It is quite simple: the idea
is that every cell boundary of a trilin-
early interpolated scalar field is home-
omorphic to a set of at most two line
segments. In addition, the observation
by Nielson that trilinear functions can
be represented as height functions on
any axis [21] can be used to sort the
vertices of any boundary in the correct
zippering order. By splitting the edges



along the zippering, we can glue both of the surface patches. Edge
splitting preserves the topology of a PL-manifold, and so the origi-
nal homeomorphism is preserved. The attaching map then satisfies
Lemma 3, because the sorting of the vertex ordering on both faces is
the same.

4.1 Cases where Marching Cubes succeeds
We can use the previous observations to show a situation where
Marching Cubes does, in fact, give a homeomorphic isosurface. We
combine Theorem 1 with Lemma 3. Lemma 3 gives a condition for
how the gluing between cells needs to be in order to generate a home-
omorphic surface. Notice that in the case of simple edge flows, the
faces, considered as flows themselves are also simple. This means that
the intersection of the level set with the face will be a disc, and using
the nomenclature of Lemma 3, +h is the function that glues one edge
of the MC triangulation on one side to the edge of the MC triangulation
on the other side. This is exactly the gluing that MC implementations
perform; we have then shown that in such cases there is a full homeo-
morphism between the MC reconstruction and the level set.

5 VERIFICATION

We now describe the verification of our implementation. We use the
word verification in the sense of verifiable visualization, described in
detail by Kirby and Silva [14].

Geometric properties The analysis of the convergence of geo-
metric properties presented by Etiene et al. applies directly to our
algorithm, and so we would should expect quadratic order of accuracy
for the Hausdorff distance to their manufactured solutions [11]. In ad-
dition, we should also expect linear accuracy on the normal directions,
and asymptotic convergence of some order of surface area. Using that
same analysis and the same manufactured solutions, we have observed
an order of accuracy of 1.98 for the Hausdorff distance, an order of ac-
curacy of 0.70 for the normal directions and area convergence of 2.02.
The reason for the somewhat lower normal convergence remains to
be investigated. We speculate that it might be arising out of numeri-
cal issues of small cells in the subdivision. The convergence plots are
illustrated in Figure 12.

Topological properties In the same spirit of Etiene et al’s anal-
ysis of geometric convergence properties, we believe it is important
to perform a thorough investigation of the topological properties at-
tained or not by isosurface extraction algorithms. We report here the
results of verifying our reference implementation with three methods
proposed in a separate report [26]. In a nutshell, these verification pro-
cedures generate a large number of scalar fields for which topological
invariants of the level sets are easily computable. By checking whether
these topological invariants are satisfied by the output of the algorithm,
it is possible to quickly pinpoint subtle bugs in the implementation.

We employed this verification methodology throughout the devel-
opment of the prototype, and we found it to be invaluable for spotting
corner cases while debugging. The supplied implementation passed
a large number of tests: we have checked on the order of 50000 iso-
surface outputs. These tests include checking if the isosurface is a
piecewise-linear manifold, and if the result’s Betti numbers (the ranks
of the homology groups) and Euler characteristics match automatically
generated test cases. For a full discussion of topological verification
issues, we refer the reader to the additional material in the submis-
sion [26].

6 DISCUSSION

Plantinga and Vegter’s criterion for subdivision essentially guarantees
that all gradient vectors point in the same direction, which allows them
to (abstractly) build parameterizations of the isosurfaces and show an
ambient isotopy [23]. Our criteria are much simpler, and although we
believe will require in general fewer domain subdivisions to obtain
provably disk-like isosurfaces, a full experimental evaluation is still
necessary.

The phenomena of virtual critical points of stratified Morse theory
has already been observed in the literature. In particular, Weber et

Fig. 12. Results of the analysis of the convergence of geometric prop-
erties using the method of manufactured solutions.

al.’s Lemma 4 [29] provides an informal account of similar results
as the ones given by our calculation. We feel that the technique of
stratification presented here is more formal. In addition, it allows us to
easily calculate the type of critical point, regardless or not it is in the
boundary of the manifold (a case itself not handled in the above).

Both Stelldinger et al. and Van Gelder and Wilhelms present simi-
lar arguments for the presence of ambiguity in the cases in Marching
Cubes [27, 25]. They show that if either of the negative or positive ver-
tex sets are not connected (using the edges as the connectivity informa-
tion), then the case will be ambiguous for that field and isovalue. As
we have shown in Section 4.1, It is easy to show that if every grid cell
is simple scalar fields for which every isovalue generates connected
positive and negative sets have simple edge flows, and edge flows pro-
vide the added advantage of guiding the splitting of those grids so that
Marching Cubes will generate correct results.

Lewiner et al. claim that it is enough to show a homeomorphism
between the isosurface in two adjacent cubes and the reconstructed
cases [16]. However, this misses the possibility that the gluing be-
tween the two cases is performed incorrectly (for example, it is clear
that the disjoint union of both pieces will rarely give the right topol-
ogy). Our Lemma 3 provides a condition on the gluing. In particular,
we note that the authors of that implementation have recently uncov-
ered a bug in the orientation of some pieces of the isosurface [15] ex-
actly due to incorrectly gluing. Because of these subtleties, we believe
that there is value in being exceedingly careful about the definitions
and properties.

It would be interesting to search for a proof that does not refer to
the table of possible edge flows, in particular since it gives us hope that
such a proof might work for isosurfacing algorithms in any dimension.
This would be an exciting development, since together with the auto-
mated case table generation of Bhaniramka et al [4] and Lemma 3, the
appropriate generalization Theorem 1 would give us an almost com-
plete description of an isosurfacing algorithm in any dimension with
strong topological guarantees, together with a verification methodol-
ogy for the implementation. However, we note that the ∆χ method
might not provide much information for isosurfaces of even dimen-
sion, since all isosurfaces of a scalar field of even dimension without
boundary have Euler characteristic zero (via Poincaré duality). Al-
though, implementing the GLUE procedure for boundaries of more
than one dimension is not trivial, it might be possible to do it one di-
mension at a time: since Lemma 3 lets us build a high-dimensional
homeomorphism by combining lower-dimensional constructions, it
might be possible to construct the higher-dimensional map via sim-
pler lower-dimensional ones.



7 CONCLUSIONS AND FUTURE WORK

We have shown how to compute topological properties of the level
sets of trilinear interpolants, and how to develop simple algorithms
that extract topologically faithful isosurfaces. Stratified Morse theory
both gives a framework to precisely state the property of these isosur-
faces, and tools to verify the implementations of our algorithms (via
the ∆χ method). Our approach helps unify many different arguments
for topological correctness in different published algorithms, and it can
be seen as a way to Morse theory to explain the importance of the de-
composition into disks. Practical verification of topological properties
for more general interpolants remains an extremely important problem
that is essentially open. One exciting avenue for future work is to use
the ideas presented here to design such methods. In general, we be-
lieve that there is interesting work to be done in the interplay between
designing reconstruction kernels on a grid and developing effective
algorithms for extracting isosurfaces of that grid.
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