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Abstract:
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Abstract

In this paper we describe applications of large�scale computing and scienti�c visualization

software tools to problems in computational medicine� We focus the application of these software

tools on a class of bioelectric �eld problems that arise in cardiology and neuroscience�
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I� Introduction

Computer modeling and simulation continue to grow in importance in many �elds of

medicine� The reasons for this growing importance are manifold� First� mathematical mod�

eling has been shown to be a substantial tool for the investigation of complex biophysical

phenomena ���� ���� Second� since the level of complexity one can model parallels existing

hardware con�gurations and software tools� advances in computer architecture and appli�

cation software have made it feasible to apply the computational paradigm to increasingly

accurate models of biophysical systems� Hence� while biological complexity continues to out�

strip the capabilities of even the largest computational systems� the computational method�

ology has taken hold in medicine and has been used successfully to suggest physiologically

and clinically important scenarios and results�

This paper provides an overview of software tools developed by the Scienti�c Computing

and Imaging 	SCI
 research group at the University of Utah for solving large�scale problems

in computationalmedicine� We describe software tools for geometric modeling� computation�

visualization� and computational steering� We focus the application of these software tools

on bioelectric �eld problems that arise in cardiology and neuroscience�

II� Modeling

In most computational science applications� considerable geometric modeling must take

place prior to simulation and visualization� Modeling e�orts usually take the form of ap�

proximating a continuous physical structure with a discrete collection of nodes connected

into polygons 	polyhedra
�

In this section we describe two 	often essential
 modeling procedures� segmentation and

mesh generation� From MRI scans� we have constructed large�scale torso and head models�

within which we solve bioelectric �eld problems� as shown in Figure � for example� To

classify the relevant tissues we have developed two semi�automatic segmentation algorithms

���� �
�� To construct three�dimensional surfaces and�or volumetric meshes that are used for

computation and visualization� we utilize two� and three�dimensional Delaunay triangulation

algorithms ���� ���� ����
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Fig� �� A representation of the geometry and electrical �ow in a model of the human thorax� The model

was created from MRI images of a patient� Shown are segments of the body surface� the heart� and

lungs� The colored loops represent the �ow of electric current through the thorax for a single instant

in time� computed from voltages recorded from the surface of the heart during open chest surgery�

A� Segmentation

Image segmentation� the process of de�ning boundary domains in �D and �D images�

takes on an important role in building biomedical models� Before surface reconstruction�

mesh generation� and other modeling operations begin� the scientist must de�ne the bound�

aries of interesting 	relevant
 regions within the images� In spite of extensive research in the

�eld� there is still no algorithm that can automatically �nd region boundaries unfailingly

from clinically obtained medical images� There are two reasons for this� One is that most of

the image segmentation algorithms are still noise sensitive� The second reason is that most

segmentation tasks require certain specialized background knowledge about the region	s
 of

interest as modelers do not want to include 	nor can include because of size restrictions
 the

detail that are yielded from most image segmentation algorithms�

To ensure the accuracy of the segmentation� many researchers still manually segment

images by inserting control points on the images by hand and then invoking data �tting al�

gorithms to �t curves� Because a �typical� large�scale model has complex geometry� model

construction requires the processing of a large number of images� Furthermore� as sug�

gested by the recent work of Kikinis et al� ���� physicians are interested in near real�time

segmentation for use in time�critical 	such as surgery
 healthcare applications� This makes

the segmentation process one of the most sign�cant challenges in the biomedical modeling

process�
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We have developed a semi�automatic image segmentation tool that combines conven�

tional manual segmentation utilities with a novel automatic image segmentation algorithm�

To achieve manual segmentation� the researcher �drops� control points� the program then

automatically �ts cubic splines to the selected points� In automatic segmentation mode� the

researcher �rst selects a particular boundary and then using a bimodal thresholding algo�

rithm within a local window of the target image� the program produces boundary pieces�

The individual pieces are then connected to yield the entire region boundary� By combining

these two segmentation methods� a user can obtain accurate boundary descriptions with a

minimum of e�ort ����

The manual segmentation procedure is straightforward� Given a �D image slice� the

user places numerous control points on a visible region boundary� then invoks a data �tting

algorithm to interpolate between these control points to generate a region contour� Several

di�erent data �tting methods can be used� The methods di�er based on either the degree

of interpolation function used � i�e� linear or quadratic or on the basis function used � i�e�

B�spline� Bezier spline� etc�

We developed an automatic algorithm that allows users to interactively steer the seg�

mentation process� The program begins by prompting the user to select an initial starting

point on the region boundary� From that point� local edge detection and contour following

programs are used to �nd the region boundaries� The contour algorithm gives only a small

contour segment piece at a time� The program then waits for feedback from the user� The

user may inspect and if necessary� correct the identi�ed contour segment� If no corrections

are needed� the program continues to �nd the next contour piece�

To determine the boundary segments in the local region� we use a bimodal thresholding

algorithm� When the user selects an initial point� the program places a small local window

around this point� The program then determintes the values of pixels located inside the

window and uses these values to compute a local histogram� If part of a region boundary

passes through the local window� the histogram should have a bimodal appearance� The

local minimum between these two peaks determines the threshold value used to segment

the local image� After a boundary segment is found� the local window then automatically

moves in the direction of the contour to the next position�

While our original segmentation software tool used a technique that considered a single

grey�scale value for each voxel� we have recently created a new software module� called

VecSeg� that extends the previously segmentation technique to include an n�dimensional

vector for each voxel� This technique requires multiple volume data sets� all with identical

spatial domains� as input� Ideally� each volume would show di�erent properties of the

material� and the resultant vectors could be easily segmented into the correct material

types� In our example with MRI scans� the patient underwent two scans with di�erent
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�weightings�� An MRI weighting speci�es the frequency of the magnetic pulse� the duration

of the pulse� and the relaxation time between pulses� These parameters determine the

�material to intensity mapping� that will result from the scan� For this example� we have

two volumes� each containing �� ���� ��� MRI slices from the same patient�

Initially� VecSeg reads in the data �les and passes the volume data to clipping modules�

The clipping modules are linked so that they will always de�ne the same volume 	i�e� if you

move one volume�s clipping planes� the others� move as well
� These modules enable the

researcher to segment the volume quickly and help to determine the best material ranges

with a high degree of interactivity� They enable the user to interact with a small subset of

the domain initially� and then� once the desired ranges have been determined� to pass the

entire volume in to be segmented�

The next stage in the pipeline is the segmenting module� which accepts the clipped

volume �elds as input� The interface for this module is a �D array of range sliders for

specifying grey�scale values of materials from each input volume� In this case� the module

accepts two �elds as input and segments for several distinct materials� If a voxel�s vector is

contained within the space spanned by the ranges of that material� that voxel is set to be

�on� for that material�

Finally� vector segmentation module creates a �eld of n�bit numbers� with one bit corre�

sponding to each material� This �eld is passed on to a �nal module that extracts surfaces for

each material volume� as well as for a volume of colored points corresponding to each voxel�s

identi�ed material� The volume of points is a �quick�and�dirty� method of volume�rendering

the segmented data� and is a fast way to look at the segmentation results� The module can

also output boundary surfaces for each material�

B� Mesh Generation

Most numerical methods for solving boundary value problems require that the continuous

domain be broken up into discrete elements� the so�called mesh or grid� which one can use

to approximate the governing equation	s
 using the particular numerical technique 	�nite

element� boundary element� �nite di�erence� or multigrid
 best suited to the problem�

Because of the complex geometries and the enormous number of degrees of freedom

	upwards to tens of millions elements
 associated with many problems in computational

medicine 	and speci�cally the bioelectric �eld problems considered here
� construction of

the mesh can become one of the most time consuming aspects of the modeling process�

After deciding upon the particular approximation method to use 	and the most appropriate

type of element
� we need to construct a mesh of the solution domain that matches the

number of degrees of freedom of our fundamental element�

There are several di�erent strategies for discretizing geometry into fundamental elements�
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Bioelectric �eld simulations require the modeling of complex geometric domains such as those

found in the human thorax and head 	eg�� heart� lungs� skeletal muscle� vascularture� body

surface� brain� and skull
� These di�erent anatomical structures are extremely irregular

and do not permit the e�cient use of standard CAD�CAM descriptors commonly used to

describe synthetic structures� Instead� the geometric objects that comprise the geometric

model are described by segmented sets of �D or �D MRI or CT images consisting of contours

or surfaces at the boundaries between organs and�or regions of di�erent conductivity� The

resulting contour or surface data is then used to construct a polyhedral representation of

the solution domain�

For the construction and simulation of anatomically correct models we utilized unstruc�

tured meshes of triangular 	surfaces
 or tetrahedral 	volumes
 elements� Unstructured grids

tend to capture the complex structures of human and animal anatomy more e�ciently than

structured grids� Meshes used for the research presented in the Selected Applications section

range in size from thousands of elements for �D models to tens of millions of elements for

�D models�

The method we used to create meshes is based upon the Delaunay tessellation algorithm

originally proposed by Watson ��� and later extended by Weatherhill ���� The Delaunay

criterion states that the circumsphere of any tetrahedron 	triangle
� contains no other mesh

points� The thrust of the Watson�Weatherhill algorithm is to e�ciently insert a point into an

existing grid 	bounding simplex
 in such a way that the Delaunay criterion is met� Certain

tesselations are then deleted and new ones are subsequently created using the new point and

a subset of the the old points� The general method is applicable to N �dimensions� although

engineering applications usually require implementations in two or three dimensions ���� ����

A more detailed description of our mesh generation algorithm can be found in ����

The mesh generation procedure consists of �ve steps as outlined in the following algo�

rithm�

Mesh Generation Algorithm

Inputs� Boundary point representation 	in contours


Begin

Triangulate Surfaces

Construct Coarse Mesh � Delaunay Tessellation

Determine Interior Tetrahedra

Repeat�

Generate Interior Point

�In describing the algorithm� we use triangle or tetrahedron interchangeably�
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Fig� �� The model contruction process� Starting from MRI scans� the geometric model is constructed by

segmenting the image� triangulating surfaces 	such as the lung
� and automatically tetrahedralizing

the volume�

Tessellate Interior Point

Until 	point fails spacing and degree tests


Classify Regions

End

Starting with the boundary points extracted during the segmentation� one then proceeds

to adequately represent the surface mesh 	line segments in two�dimensions and triangles in

three�dimensions
� The next step is to construct a coarse mesh of tetrahedra from the

boundary points and then to determine tetrahedra within the surface of interest� These

interior tetrahedra are used in the fourth step� which iterates between the generation of a

new point and subsequent tesselation until certain spacing criteria are satis�ed� The spacing

criteria is what ultimately determines the size of the mesh�

The �nal step is to classify the tetrahedra by their material properties� which vary

depending on whether the tetrahedra are considered to be in the heart� lungs� etc� Since the

material property of interest in bioelectric problems� electric conductivity� can be anisotropic�

each tetrahedron must be assigned a tensor describing local conductivity� To classify a

tetrahedron we had to localize the position of its centroid relative to the surfaces separating

regions of di�erent conductivity� To localize the element� we utilized a ray tracing approach

��� that projects a ray from the centroid of an element to a point at in�nity and counts

the instances the ray intersects with a triangulated surface� If the ray crosses through

one triangulated surface an odd number of times� the point is considered to be interior to

the surface� conversely� if it crosses the surface an even number of times� the tetrahedron

is considered to be exterior to the surface� A composite of the segmentation and mesh

generation processes are shown in Figure ��
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III� Computation

Over the past several years we have developed several programs to solve computationally

intensive problems in medicine 	focusing primarily on bioelectric �eld problems
� such as

	�
 interactive programs to construct� manipulate� and display large scale� three�dimensional

surface and volumetric meshes ����� ����� ����� ����� 	�
 three�dimensional� adaptive� �nite

element programs for solving partial di�erential equations with general boundary conditions

and source terms ����� ��
�� ����� ���� ����� and 	�
 programs that solve the resulting large

system of equations and simultaneously apply regularization to ill�posed inverse problems

����� ����� Because our work involves large�scale problems� much of the software we have

developed has been designed to take advantage of parallel processing via high performance

architectures� One area of recent research involves adaptively re�ning large�scale unstruc�

tured �nite element meshes to improve solution accuracy�

A� Adaptive Methods

Discrete approaches to bioelectric �eld problems have usually centered around classical

numerical techniques for solving partial di�erential equations� �nite di�erence� �nite ele�

ment� and boundary element methods� To date� instead of developing and utilizing speci�c�

quantitative methods� most biomedical scientists have assigned spatial discretization levels

by relying largely on previous experience and their common sense� utilizing what has ap�

parently worked before and perhaps reducing the discretization level in regions a priorily

known to contain high gradients� This situation has arisen� at least in part� because of

the computational load represented by the large� complex� inhomogeneous� even anisotropic

geometries that characterize many bioelectric �eld problems�

We have found 	as others have
� however� that by using a posteriori estimates from the

�nite element approximation of the governing equations� we can locally re�ne the mesh

discretization and reduce the errors in the direct solution� It has been assumed � and

our �ndings support this notion � that improving the accuracy of the direct solution also

improves the subsequent inverse solution� The novel aspect of our approach is that it uses

local approximations of the error in the numerical solutions to drive an automatic adaptive

mesh re�nement� The basis of the error estimations comes from recent research on the �nite

element method �����

The essential feature of the �nite element method is that the approximate forms of the

scalar �eld satis�es the governing equation in each element in some weighted sense� If we

reduce the size of the elements� h�re�nement� or increase the order of the basis function�

p�re�nement� we increase the accuracy of the approximation ����� While either approach can

be applied globally� computational limits make it more e�cient to apply re�nement locally�

to regions where it is deemed most bene�cial� One way to monitor the overall e�ect of
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re�nement is to compute the total energy� which must converge monotonically if re�nement

is progressing e�ectively�

Improvements via an adaptive h�re�nement technique can be impelmented by using an

estimate of the element energy error� such as the one described here derived from methods

suggested by Lewis �����

The error in the potential� e�� is de�ned as the di�erence between the exact potential�

�� and the calculated potential� ���

e�  �� �� 	�


Similarly� the error in the gradient of the potential 	electric �eld
� q� is

eq  q � �q 	�


where q  r� and �q  r��� The error norm is de�ned as�

keqk  	
Z
�

	r��r��
T�	r��r��
d!
 �� � 	�


Zienkiewicz ����� ���� has shown that

Z
�

	r�
T�	r��
d!  
Z
�

	r��
T�	r�
d!  
Z
�

	r��
T�	r��
d!� 	



Using this result� 	�
 becomes

keqk�  
Z
�

	r�
T�	r�
d!�
Z
�

	r��
T�	r��
d! 	�


or equivalently�

keqk�  kqk� � k�qk� 	�


Here� kqk� is a measure of the total energy in the domain� Using this� the percentage error�
�� can be de�ned to be

�  
keqk
kqk � ���" 	�


This error measure gives a ratio of the energy di�erence and the total energy which is in

e�ect a percentage error for each element�

Here we have used linear basis functions to describe the variation of the potential in each

tetrahedral element� At every point in the mesh� the potential is uniquely speci�ed� How�

ever� the gradient is not speci�ed at every point in space but is de�ned to be constant over

each element and discontinuous across element boundaries� Zienkiewicz showed that when

the current densities arising from the gradients are globally smoothed� they provide a more
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accurate estimate of the energy than the energy using the constant current densities������

���� Hence� 	�
 can be calculated using the energy due to the smoothed currents and the

energy due to the constant currents� The smoothed current densities are now de�ned at the

same nodal locations as the potentials and are continuous across element boundaries� The

smoothing process uses the Galerkin technique ���� and involves minimizing the di�erence

between the two current densities�

�	r#��r��
 	�


where r#� is the smoothed gradient representing the exact gradient and r�� is the constant
gradient from the �nite element solution� This method produces a system of equations in

the following form�

	

Z
�e

$i$jd!e
	�r#�i
  	
Z
�e

�r��i$id!e
� 	�


where $i is a linear basis function de�ned at node i� r#�i is the value of the smoothed
gradient at that point� � is the conductivity� and r��i is the constant gradient resulting
from the �nite element solution� In equation 	�
� the current density� �r#�i is the unknown
that is solved for at each node� i of the grid� Thus we calculate a new estimate� #q� which can

be used in place of the exact gradient� q� The current density now varies linearly in each

tetrahedron and is continuous everywhere�

Once the energy error has been computed� the mesh re�nement can begin� The error

must be related to some parameter which guides the mesh re�nement� We utilized a spacing

function� he� which controls the size and number of elements ����� This spacing function�

he is de�ned to be the linear interpolation of the spacing values at the four nodes of the

tetrahedron� A variable � is de�ned as the ratio of the element error to the average of the

element errors�

�e  
keqke
k�eqke � 	��


If �e � �� then a new spacing function can be de�ned as

h�  
h

�e
� 	��


Thus� the spacing values at each node of the element are reduced� This new spacing function

will then increase the number of points in the regions of large errors� This whole process is

repeated until the global error estimate falls below the speci�ed level�

The algorithm does not depend on how the modi�cation was made such that a di�erent

error estimate other than the one just described can be used by only modifying the spacing

values in some fashion� This allows any number of error estimators to be used to guide the

adaptive mesh re�nement process�
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IV� Visualization

Visualization systems play an integral role in all phases of computational modeling� and

we have developed a variety of application programs based on several common visualization

paradigms ����� ����� ����� ����� For high quality ray�traced images� we have developed

graphics systems which exploit parallel processing and�or clusters of workstations� We have

recently developed di�erential volume rendering and isosurface extraction techniques that

allows nearly real�time rendering of three�dimensional �ows and isosurface extraction for

models with hundreds of thousands or millions of elements ��
�� ����� �����

A� Isosurface extraction

Isosurface extraction is a powerful tool for investigating volumetric scalar �elds� The

position of an isosurface� as well as its relation to other neighboring isosurfaces� can pro�

vide clues to the underlying structure of the scalar �eld� In medical imaging applications�

isosurfaces permit the extraction of particular anatomical structures and tissues� These

isosurfaces are static in nature� A more dynamic use of isosurfaces is called for in many

scienti�c computing applications� such as simulation of the electric �eld in a human torso

during a de�brillation shock� In these applications� scientists need to be able to dynamically

change the isovalue in order to gain better insight into simulation results�

As scienti�c computation demands higher accuracy and state�of�the�art medical scanners

increase in resolution� the resulting data sets 	millions of voxels
 for visualization expand

rapidly� The sheer size of these data sets� as well as their structure� pose major obstacles

for interactive investigation� While medical imaging data is provided at structured grid

positions� scienti�c data sets frequently consist of geometry represented by unstructured

�nite element grids�

Originally� isosurface extraction methods were restricted to structured grid geometry and

earlier e�ort focused on extracting a single isosurface ����� Recently� in an e�ort to speed

up isosurface extraction� several methods were developed that could be adapted to multiple

isosurface extraction from structured ����� ���� as well as unstructured geometry ����� �����

Nevertheless� these methods do not provide interactive speed� especially for unstructured

grids� De�ning n as the number of data cells and k as the number of cells intersecting a

given isosurface� the above algorithms usually have time complexity of O	n
� Although ����

has an improved time complexity of O	k log	n
k


� it is only suitable for rectangular grids�

Current isosurface extraction methods are based on locating data cells intersecting the

isosurface and then approximating the isosurface inside these cells� To accelerate this search

the data cells are reorganized via pre�processing� For unstructured grids� the cells are orga�

nized based on the minimumand maximumvalues attained inside the cells� while geometric

coherence is exploited for structured grids�
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Our research primarily involves unstructured geometry and often requires interactive

investigation of large data sets� Toward this goal we have developed two rapid isosurface

extraction algorithms that work for both structured and unstructured grids�

The Sweeping Simplices ���� method accelerates the search by utilizing coherence between

isosurfaces with close isovalues� In addition to sorting the data cells into two lists based on

their minimum and maximum values� the sweeping simplices method employs an array of

�ags that signal data cells with a minimum value below the current isovalue� A neighboring

isosurface can be found quickly by consulting the two sorted lists and sweeping through

these �ags�

Recently we developed a new representation for the underlying domain of the isosurface

extraction problem� which we termed the Span Space ����� Traditionally� the data cells of

unstructured grids were viewed as intervals over the real line� R� where the extrema of the

interval are the minimum and maximum values attained in the cell� Isosurface extraction

was then viewed as locating those intervals that include the given isovalue� The span space

approach� on the other hand� is to view the data cells as points in the two dimensional space�

R
�� where the coordinates of a point associated with a cell are the minimum and maximum

values as before� The isosurface extraction is achieved by locating all the points which are

con�ned to the semi�in�nite rectangle 	��� v
� 	v��
� where v is the given isovalue�
Posing the isosurface extraction problem over the Span Space� we developed a Near

Optimal IsoSurface Extraction algorithm 	NOISE
 ����� which has a worst case performance

of only O	
p
n%k
� Considering the fact that a typical isosurface intersects O	n

�

� 
 cells� this

algorithm is clearly optimal in the general case� The NOISE algorithm is based on a Kd�tree�

which can be built in a preprocessing stage and quickly loaded at run time� Once the Kd�tree

is built� the algorithm can rapidly answer queries requesting it� for example� to extract an

isosurface� determine the number of cells intersecting a given isosurface� or compute rough

estimates of the surface area of the isosurface as well as the volume encompassed by that

isosurface� Using the NOISE method� we are able to extract isosurfaces in less then ��ms

	before rendering
 for an unstructured data set with over a million cells� Queries for the

number of cells intersecting a given isosurface are answered in only �ms�

In order to restrict the worst case performance of the sweeping simplices algorithm� a

data decomposition scheme is introduced to subdivide the data cells into di�erent groups�

Since only a subset of the cells groups now need to be examined for a given isovalue� this

scheme further speeds up the algorithm� Recently this algorithm has been implemented on a

�
 node Cray T�D using a novel data distribution scheme� Preliminary results have shown

that the load imbalance among all available processing elements can be limited to ���"

of the total workload� Example images created from the Sweeping Simplices and NOISE

algorithms are shown in Figures � and 
�
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Fig� �� Heart� Isosurfaces of constant voltage from a �nite element simulation of cardiac de�brillation

within the ventricles of the human heart�

Fig� 
� Torso� An isosurface of constant voltage from a �nite element simulation of the voltage distribution

due to the electrical activity of the heart within a multi�chambered model of the human thorax�
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B� Volume rendering

Direct volume�rendering techniques are e�ective tools for exploring �D scalar data� Un�

like surface�rendering methods� direct volume�rendering methods can be used to visualize

�D scalar data without converting to intermediate geometric primitives� By assigning ap�

propriate colors and opacities to the scalar data� one can render objects semi�transparently

to expand the amount of �D information available at a �xed position� Volume�rendered

images can also be superimposed upon surface�oriented icons or textures� thus allowing

simultaneous scalar and vector �eld composite visualizations�

We were motivated to develop a more e�cient way to visualize scalar �elds by our

attempts to visualize simulation data from a model of electrical wave propagation within

the complex geometry of the heart and from large scale models of unsteady compressible

�uid �ow ����� ����� Because of the regular structures used to characterize this particular set

of simulation data� we can use direct volume�rendering techniques to visualize the states at

each time step� We characterize the states within the model by assigning di�erent colors and

opacities� By animating the volume�rendered images at each time step� we can e�ectively

investigate the propagation of waves through the volume�

Direct volume�rendering methods employing ray casting algorithms have become the

standard methods to visualize �D scalar data� To characterize the dynamic behavior of the

�ow �eld� one generates a series of volume rendered images at successive time steps and

then records� stores� and animates the sequence� Because direct volume rendering is so time

consuming to realize animations for models of any signi�cant size 	i�e� realistic problems

in science and engineering
� standard volume�rendering techniques prove prohibitive for

animating hundreds of time steps interactively� Moreover� the disk space required for storing

hundreds or thousands of sets of volumetric simulation data can be overwhelming�

We have developed an algorithm that signi�cantly reduces the time to create volume�

rendered �ow animations of scalar �elds� Furthermore� our algorithm reduces the amount of

disk space needed for storing volume data� We achieve these reductions by implementing a

di�erential volume�rendering method� The method utilizes data coherency between consec�

utive time steps of simulation data to accelerate the volume animation and to compress the

volume data� The method is independent of speci�c volume�rendering techniques and can

be adapted into a variety of ray casting paradigms which can be used to further accelerate

the visualization process ��
�� ����� �����

During preliminary studies of our electrical wave propagation simulations in the heart�

we noticed that the only elements that changed values between consecutive time steps� when

the time steps were small� were the activated cells and their neighbors� We hypothesized

that only a fraction of elements in the volume change from any given time step to the next in

simulations of physical �ow phenomena� In addition� when a sequence of propagating images
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Fig� �� Volume rendering at six di�erent times steps in a model of electrical wave progagation within the

heart

is animated� the viewing parameters usually do not change� In our ray casting method� we

are able to cast rays along a path corresponding only to changed data elements� Therefore�

the pixels in the new image keep the same colors that they had previously unless they

correspond to changed data elements� Retaining the color values from the non�changing

pixels results in signi�cant time savings� The di�erential volume�rendering algorithm thus

exploits the temporal coherence between sets of volume data from di�erent time steps in

order to speed up volume animation of the �D �ow�

The di�erential volume rendering method separates the data generation and data visu�

alization processes� Scientists perform simulations to obtain sequences of data at di�erent

time steps� The di�erential volume�rendering algorithm extracts the di�erential information

that contains the di�erences between the data �les at each consecutive time step� According

to the speci�ed viewing direction� the pixel positions where new rays need to be cast can be

computed from the di�erential information and then the ray casting process is invoked to

produce the updated image� Because the variation between consecutive time steps is small�

the di�erential information �le� which replaces the whole sequence of volume data� can yield

tremendous savings in terms of disk space 	often saving more than ��" over other volume

rendering methods
 ����� An example of the di�erential rendering method for visualizing

electrical wave propagation simulations in the heart is shown in Figure �� In addition to

the di�erential volume rendering algorithm� we have also developed a data parallel volume

rendering method� Ma et al� ���� have proposed a divide�and�conquer ray casting algorithm
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and a binary swap image composition method to achieve fast parallel volume rendering�

Although the binary swap image composition operation is very e�cient� the performance of

the ray casting process is not very satisfactory� We have developed an algorithm that adopts

a SIMD programming model to further parallelize the ray casting process by utilizing the

vector units on CM��� The preliminary results showed that we can accelerate the parallel

ray casting process by a factor of two to three over previous results�

V� Selected Applications

In the next section we describe speci�c applications of computer modeling in the �elds

of neuroscience and cardiology� One is a diagnostic method utilizing non�invasive electrical

measurements from the body or scalp surface to infer the electrical state of the heart or

brain� respectively� The other simulates a therapeutic approach used in cases of severe

electrical dysfunction of the heart� de�brillation� We end with an overview of a new software

architecture we have developed that integrates modeling� computation� and visualization into

a single framework�

A� Epileptic Seizures

Epileptic seizures are characterized by aberrant electro�cortical activity� during which

the patient loses consciousness and is prone to spastic spontaneous muscular activity� This

condition can� in general� be controlled by medication� however� when medication fails�

the patient�s only hope for recovery often lies in surgically removing the malfunctioning

portion of the brain� This aberrant neural region� though totally responsible for evoking

these seizures� is generally only a very small portion of the entire brain and can be removed

without harm to other �normal� neural function� The problem then� is �guring out the

precise location at which the aberrant activity is originating� so that this small region� known

as the ectopic focus� can be extricated� If the focus is a result of a structural abnormality�

a lesion or a tumor for example� it can often be identi�ed in a magnetic resonance image

	MRI
 scan� Unfortunately� this is not always the case� The rest of the time� the source

must be localized with more complicated techniques� One such solution is the so�called

inverse�EEG method� An electrical current density map corresponding simulated temporal

lobe epileptic electrical activity is shown in Figure �� while an isosurface corresponding to a

particular voltage level is shown in Figure ��

The inverse EEG�method is a technique for correlating scalp electrical potentials with

the electric potentials 	�
 on the surface of the brain 	surface�to�surface problem
� or 	�


within the brain 	surface�to�source problem
� The scalp potentials are measured with surface

electrodes� and are then 	conceptually
 projected back into the head via an inverse simulation

to determine the cortical sources� This functional EEG data can then be correlated with

anatomical MR data� to facilitate preoperative planning�
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Fig� �� Cutaway of the Utah Torso Model showing the di�erent anatomical regions included in the model�

Fig� �� Cutaway of the Utah Torso Model showing the di�erent anatomical regions included in the model�

B� Cardiac De�brillation

To stop the aberrant rhythms that characterize �brillation� electrical shocks are deliv�

ered to the heart� the process of de�brillation� The design and placement of de�brillation

electrodes is a critical issue for e�ectively restoring normal rhythm� Ine�cient electrode

design and placements can require unnecesarily large quantities of current that can cause

signi�cant damage to the heart� In the past� researchers would estimate e�ective electrode

locations through several series of animal trials� Now� however� computer models have re�

cently become sophisticated enough to assist in studying the de�brillation problem� Early
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computer models usually required such signi�cant amounts of time to construct and change

model parameters such that relatively few electrode con�gurations have been simulated �����

We have developed a de�brillation modeling system that allows a researcher to interactively

design and place electrodes into a high�resolution �nite element model of the human thorax

	the Utah Torso Model ����� ��
�
� The advantages of this system are that di�erent electrode

combinations can be tested computationally� reserving only the most promising candidates

for animal studies� Reducing the number of experiments� could result in tremendous savings

in device design and development costs�

B�� Model Construction and Electrode Design

The Utah Torso Model ����� ���� was derived from MRI scans and digitized to provide

the boundary points de�ning the major electrically relevant anatomical regions including

subcutaneous fat� skeletal muscle� lungs� ribs 	clavicle and sternum
� epicardium� epicardial

fat pads� blood cavities 	atria and ventricles
� and the major blood vessels 	pulmonary artery

and vein� aorta� superior and inferior vena cava� subclavian� innominate and azygous veins
�

Figure � depicts a cutaway of the model highlighting the di�erent anatomical regions�

To represent subcutaneous patch electrodes within the model� we use rectangluar shpaes�

Cylinders represent internal electrodes� The electrodes were deformed with an interactive

modeling tool to �t inside the major vessels and�or to conform to the ribs� Once the

electrodes were de�ned� a volumetric mesh was generated following the procedures described

in II�B� Dirichlet boundary conditions were then assigned to the electrode surfaces� The

model was de�ned by over ������ surface points 	including the electrodes
� The resulting

volume mesh 	we created nearly �� unique meshes to handle over ��� di�erent electrode

combinations
 ranged from ��� million to ��� million elements� The �nite element method

was then used to solve for the potential and current density distributions�

B�� De�brillation Criteria

Five di�erent de�brillation criteria were used to determine the e�cacy of various elec�

trode con�gurations� These included electrode voltage threshold �EVT�� e�ciency �E���

damage� uniformity �Unif�� and lead impedance ZL� The EVT was de�ned as the voltage

di�erence across the electrodes necessary to yield a gradient of either � V�cm� 	monophasic

shocks
 or ��� V�cm� 	biphasic shocks
 in ��" of the heart tissue� The e�ciency of the

delivered shock was based on the ratio of the energy reaching the heart to the total energy

delivered� The damage level was determined to be the percentage of heart tissue above

a particular gradient level� The gradient levels used were �� V�cm for monophasic shocks

and �� V�cm for biphasic shocks� The uniformity of the delivered shock was based on

the ratio of the peak electric �eld in the heart volume to the average electric �eld in the

heart volume� It ranges from � for a perfectly uniform �eld to � for a very non�uniform
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Fig� �� Cutaway of the Utah Torso Model showing the di�erent anatomical regions included in the model�

electric �eld� The lead impedance is the impedance across the electrodes and is commonly

determined in actual experimental and clinical settings� This serves as an additional check

of the model against experimental data�

B�� De�brillation Results

Over ��� di�erent electrode combinations were implemented and computationally tested

with this interactive modeling tool� Preliminary results showed that several of the de�b�

rillation criteria parameters were within the ranges measured in clinical and experimental

settings� Shown in Figure � is the current density distribution on the heart surface for a

particular de�brillation electrode con�guration� The darker regions indicate high current

density magnitudes� Table I compares two di�erent electrode con�gurations that we ex�

plored� The �rst case refers to two cylindrical leads positioned in a vessel and blood cavity�

The second case refers to the same lead system with an additional anodal subcutaneous

patch� Case � with a subcutaneous patch has a signi�cantly lower threshold voltage com�

pared to case �� Based on the criteria that smaller electrode voltage thresholds are better�

case � could merit further testing�
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Fig� �� Figure showing the current density magnitude distributions for both the anterior and posterior

views of the mediastinum for a typical de�brillation con�guration�

EVT Damage

Mono Bi E� Mono Bi Unif ZL

� ����� ����� ���� �
�� ��� �
�� 
���

� ����� ����� ���� ��� ���� ��� �
��

TABLE I

A sample comparison of the defibrillation criteria results for two different cases�

Case � is for an anode and cathode lead system� Case � uses the same lead system as

case �� but it also includes an anodal subcutaneous patch electrode�

C� The Inverse ECG�EEG Problem

In this next section� we examine the inverse bioelectric �elds problems associated with

the heart and brain� Mathematically� these problems have identical formulations� so we�ll

focus primarily on the inverse�ECG problem here� noting the corresponding EEG problem

in parentheses where appropriate� The intrinsic bioelectric source currents in the heart gives

rise to electric� and thus electric potential� �elds within the volume of the thorax 	head


and upon the torso 	scalp
 surface� The voltages on the torso 	scalp
 surface are related

to voltages upon the heart 	cortical
 surface via the resistive properties of the intermediary

tissues of the thoracic 	cranial
 cavity or volume conductor� The general inverse problem

in electrocardiography 	electroencephalography
 can be stated as follows� given a subset of

electrostatic potentials measured on the surface of the torso 	scalp
 and the geometry and

conductivity properties of the thorax 	head
� calculate the potential �elds on� and source
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currents within� the heart 	brain
� Mathematically this can be posed as an inverse source

problem in terms of the primary current sources within the heart 	brain
 and described

mathematically by Poisson�s equation for electrical conduction�

r � �r�  �Iv in ! 	��


with the boundary condition�

�r� �n  � on &T 	��


where � are the electrostatic potentials� � is the conductivity tensor� Iv are the cardiac

	cortical
 current sources per unit volume� and &T and ! represent the surface and the

volume of the thorax 	head
� respectively� The goal of the inverse solution is to recover

the magnitude and location of the cardiac 	cortical
 sources� Alternatively� it is possible

to formulate the problem in terms of the electrostatic potentials on a surface bounding the

heart 	brain
� This form of the inverse problem does have a unique solution� Thus� instead of

solving Poisson�s equation� we solve a generalized Laplace�s equation with Cauchy boundary

conditions�

r � �r�  � 	�



with boundary conditions

�  �� on ' � &T and �r� � n  � on &T � 	��


While this version of the inverse problem has a unique solution �
��� the problem is still

mathematically ill�posed in the Hadamard sense� i�e�� because the solution does not depend

continuously on the data� small errors in the measurement of the voltages on the torso

	scalp
 can yield unbounded errors in the solution�

An accurate solution to the inverse problem in electrocardiography would provide a non�

invasive procedure for the evaluation for myocardial ischemia �
��� the localization of ven�

tricular arrhythmias and the site of accessory pathways in Wol��Parkinson�White 	WPW


syndrome� and� more generally� the determination of patterns of excitation and recovery of

excitability�

Similarly� an accurate solution to the inverse problem in electroencephalography would

provide a non�invasive procedure for functionally mapping the cortex� Traditional e�orts

of non�invasive cortical mapping have used simpli�ed geometries such as concentric spheres

to approximate the complex physical domains of the scalp� skull� cerebrospinal �uid� grey

matter� and white matter� While these methods yield a good �rst approximation to the true

cortical potentials for simple cases involving a single dipole source� they are not accurate
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enough for many clinical applications �
��� An accurate inverse solution would also provide

a non�invasive means for localizing and analyzing the activity of ectopic foci in epileptic

patients �
��� thereby providing neurologists reliable data on which to diagnose and treat

patients�

C�� Regularization of the ECG Inverse Problem

Traditional schemes for solving the inverse problem� 	�

� have involved reformulating

the linear equation� A�  b� into �T  K�H � where �T and �H are the voltages on the

torso 	scalp
 and heart 	cerebral cortex
 respectively� and K is the T � H transfer matrix

of coe�cients relating the measured torso voltages to the voltages measured on the heart�

The inverse problem can then be stated as� �H  K���T �

Unfortunately�K is ill�conditioned� and regularization techniques are necessary to restore

continuity of the solution back onto the data� Regularization schemes work by �nding an

approximate vector� �C�� such that �C� � �H as � � �� where � is the error between the

approximate and true values� As introduced in a previous work ����� we found that it was

possible to reformulate the K matrix into an expression involving sub�matrices of K such

that regularization can then be applied at a local level�

Researchers have long noticed that the discontinuities in the inverse solution appear

irregularly distributed throughout the data� Tikhonov and other regularization schemes

are� in e�ect� �lters� which restore continuity by attenuating the high 	spatial
 frequency

components of the solution� Since regularization is usually applied globally� the results can

leave some regions overly damped or smoothed while others remain poorly constrained� Our

idea was then� to apply regularization only to sub�matrices that require it and to apply

di�erent amounts of regularization to di�erent sub�matrices�

Brie�y� we begin by expressing A�  b for the Cauchy problem in 	�

 as

�
BB�

ATT ATV ATH

AV T AV V AVH

AHT AHV AHH

�
CCA

�
BB�

�T

�V

�H

�
CCA  

�
BB�
�

�

�

�
CCA � 	��


We can then rearrange the matrix to solve directly for the cortical voltages in terms of the

measured scalp voltages�

�H  	ATVA
��

V VAVH � ATH

��	ATT �ATVA

��

V VAV T 
�T � 	��


where the subscripts� S� V � and C stand for the nodes in the regions of the scalp� volume�

and cortex� respectively�

Setting AT equal to ATT �ATV A
��

V VAV T and AH equal to ATVA
��

V VAVH �ATH � yields

�H  A��H AT �T � 	��
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Note that we now have 	possibly pseudo
 inverses of two matrices� AV V and AH � as

well as several other matrix operations to perform� If one estimates the condition number�

	� of the two matrices using the ratio of the maximum to minimum singular values from a

singular value decomposition 	SVD
� one �nds that the condition number varies signi�cantly

	from 	 � ��� for AV V to 	 � ���� ���� for AVH in the three�dimensional �nite element

model described below
� Thus� one can regularize matrices di�erently� leaving some of the

sub�matrices untouched from �ltering� The overall e�ect of this local regularization is more

control over the regularization process�

As is generally the case� there are trade�o�s in obtaining more accurate solutions� Here�

the principle of conservation of complexity applies� Achieving greater accuracy in the inverse

solution using the local regularization method increases computational costs� In the global

method� the regularization procedure and the estimation of the regularization parameter� 
�

is accomplished using the T �H transfer matrix� K� while the local scheme must �invert�

two 	or more� depending on the partition
 sub�matrices which are V � V and T � H in

size� It is almost always the case that dimfV g �� dimfT�Hg� Thus� one needs to make
compromises concerning accuracy versus CPU time�

C�� Inverse Problem Results

As a test of the adaptive algorithm discussed in section III�A� a simulated source dis�

tribution was placed on the surface of the heart model� Direct solutions were computed

for di�erent levels of mesh re�nement and compared at the outer torso boundary� Figure �

shows the voltage at the outer boundary versus distance around a transthoracic contour�

The maximum estimated error in the calculated potential was over ��" greater in the orig�

inal mesh compared to the �nal mesh� and the maximum estimated error in the potential

gradient was over ��" larger in the original mesh compared to the re�ned mesh� Increased

accuracy does not come without a price� h�re�nement increases the number of degrees

of freedom� and thus� the computational costs� However� since the relative error falls o�

rapidly with increasing degrees of freedom and then levels out after only a few iterations of

the adaptive algorithm� it is not di�cult to choose a reasonable balance between accuracy

and computational cost�

The application of the local regularization technique recovered the voltages to within

����" RMS error� Previous studies in three�dimensional problems have reported the recov�

ery of epicardial potentials with errors in the range of ���
�"� �

�� �
��� �
��� �
��� Figure 


shows the inverse solution calculated using the local regularization technique compared with

the recorded heart voltages as a function of position on the epicardium� The global solution

tended to be smoother� not able to follow the extrema as well as the local solution could�

The local solution also showed areas of local error� which suggest that a di�erent partitioning
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Fig� ��� E�ects of Automatic Mesh Re�nement

of the sub�matrices may provide even better accuracy� Currently� we are investigating the

e�ects of added noise on a variety of experimental data as well as developing more general

and computationally e�cient ways to decompose the transfer matrix�

VI� Computational Steering

The current computational engineering and science modeling process is a sequential one �

create� or make modi�cations to� a geometric model� input initial conditions and�or bound�

ary conditions� numerically approximate solutions to the governing equation	s
� store data

o� to disk and�or tape� visualize the results via a separate visualization package� decide upon

appropriate changes� and repeat the whole process ad nauseam� Usually� the modi�cations

made to the model� input parameters� numerical and computing methods� and visualization

parameters are accomplished using separate in�line� command based instructions� and each

change made in the model and�or input parameters requires all of the other steps to be

repeated� Even for experienced scientists who may employ scripts and conversion programs

to facilitate the task� the process is seldom streamlined� Ideally� scientists and engineers

would be provided with a system in which all these computational components were linked�

so that all aspects of the modeling and simulation process could be controlled interactively

through a graphical interface within the context of a single application program� While

this would be the preferred modus operandi for most computational scientists� it is not the

current standard because it is di�cult and time consuming to create such a program and

November �� ���� DRAFT



��

-30

-25

-20

-15

-10

-5

0

5

10

15

20

25

10 15 20 25 30 35 40 45

E
pi

ca
rd

ia
l V

ol
ta

ge

Electrode Number

Actual
Suboptimal

Optimal

Fig� ��� Local Regularization Technique

tailor it to the particular requirements of a speci�c research problem�

A� SCIRun

To reduce the time the scientist spends in using this standard modeling paradigm and

to provide a tool for exploration of computational science and engineering problems� we

have developed SCIRun� �
��� �
��� SCIRun is a framework in which large scale computer

simulations can be composed� executed� controlled and tuned interactively� Composing

the simulation is accomplished via a visual programming interface to a data�ow network�

To execute the program� one speci�es parameters with a graphical user interface rather

than with the traditional text�based data�le� Controlling a simulation involves steering the

simulation interactively as it progresses�

Computational steering has been de�ned as �the capacity to control the execution of

long�running� resource�intensive programs� ����� In the �eld of computational science� we

apply this concept to link visualization with geometric design and computational phases

to interactively explore 	steer
 a simulation in time and�or space� As knowledge is gained�

it can be used to change the input conditions and�or other parameters of the simulation�

Implementation of a computational steering framework requires a successful integration of

the many aspects of scienti�c computing� including geometric modeling� numerical analysis�

�Pronounced 
ski�run�� SCIRun derives its name from the Scienti�c Computing and Imaging �SCI	 research

group at the University of Utah�
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Fig� ��� Data�ow Network for a Subset of Visualization Modules

and scienti�c visualization� all of which need to be e�ectively coordinated within an e�cient

computing environment�

SCIRun is a framework in which large scale computer simulations can be composed�

executed� controlled and tuned interactively� Composing the simulation is accomplished

via a visual programming interface to a data�ow network� Software systems such as AVS

from Application Visualization Systems Inc� ����� Iris Explorer from Silicon Graphics� and

Visualization Data Explorer from IBM ���� have made this archetype popular for scienti�c

visualization ����� Our work has extended this paradigm into the realm of scienti�c com�

putation� In SCIRun� the typical components of the computational paradigm � geometric

modeling� numerical analysis� and scienti�c visualization � are integrated into a visual pro�

gramming environment with the ability to interactively steer any one phase of the process

and to see the e�ects propagate throughout the system automatically�

As a simple example we consider a group of visualization modules within a data�ow

network� illustrated in Figure �� The boxes represent computational algorithms 	modules


and the lines represent data pipes between the modules� Scalar �eld data enters through

the pipe at the top� passing into an isosurface extraction algorithm and a gradient �eld

computation� Streamlines are computed on the resulting gradient vector �eld and colored

according to the scalar values� Geometry objects for the isosurfaces and streamlines are

passed out the bottom�

When the user changes a parameter in any of the module user interfaces� the module is

re�executed� and all changes are automatically propagated to all connecting modules� The

user is freed from worrying about details of data dependencies and data �le formats� The

user may make some changes without stopping the computation� thus �steering� the compu�

tational process� Other changes cause the computations to be cancelled and automatically

re�started� The combination of manual and automatic tasks improves the e�ciency of this
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�computational workbench��

B� Remote Steering of Large Datasets

One of the major disadvantages of most steering systems is their limited ability to ma�

nipulate the extremely large data�sets generated on large parallel supercomputing systems�

Such systems are a valuable computing resource�allowing researchers to solve problems

that are too large or complex to be solved on ordinary workstations� Unfortunately� these

systems are often located remote sites such as National Laboratories or Supercomputing

centers� This creates a fundamental problem�very large simulations tend to generate vast

amounts of data 	tens to hundreds of gigabytes
 that simply can not be transferred across

the network to a local workstation for analysis and visualization� Even using the fastest

graphics workstations available can not help this situation since the real bottleneck becomes

the limited network bandwidth�

Recently� we have been exploring the possibility of combining large�scale computational

codes with parallel visualization and analysis software� With this approach� we generate

images remotely and send them across the network instead of the raw simulation data�

This changes the problem to one of �nding good image compression techniques and tactics

for providing an interactive user�environment that can operate on little or no simulation

data� Unlike systems that rely on high performance workstations� this approach allows

researchers to explore large datasets from inexpensive workstations connected via standard

internet connections to supercomputing centers�

At this point� our work in this area is preliminary� but� in collaboration with Los Alamos

National Laboratory� we have developed a prototype system for remote visualization and

analysis of large�scale molecular dynamics simulations� With this system� it is possible to

visualize and interactively manipulate datasets involving more than ��� million particles

from an ordinary UNIX workstation located at a remote site� In recent tests� we have

been able to interactively manipulate large datasets on the LANL CM�� and T�D from

workstations at the University of Utah� While we are only in the early stages of this

work� we feel that such an approach can be applied to many problems in computational

medicine� Considering that many users of a computational medicine system may not have

large supercomputing systems on�site� a remote visualization and analysis system will allow

these users to solve certain large�scale computational problems on a supercomputing center

located elsewhere�

VII� Future Directions

One of the goals of the HPCC is to �Extend U�S� technological leadership in high perfor�

mance computing and computer communications ��
��� Unfortunately� it not economically

feasible to put a high performance computer on the desk of every scientist in the coun�
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try� Since most scientists have ready access to a 	relatively
 inexpensive workstation and a

network� developing interactive tools designed for standard workstations would be of great

bene�t to a large number of researchers� We believe that the remote steering system software

	or similar
 that we previously described is one such approach for extending the capabilities

of the HPCC computing equipment to the scientists� desks�

A major impetus of HPCC goals is to use high performance computing to solve impor�

tant problems in science and engineering� A clear bottleneck to accomplishing this goal is

di�culty of both using advanced architectures and managing the tremendous amount of

data generated by large�scale simulations� Many of the unsolved problems in high perfor�

mance computing are related to the user interface � we believe that increased interactivity�

improved debugging and increased control� are essential ingredients of future high perfor�

mance software� To this end� the computational steering software system we are currently

developing may help application scientists better utilize high performance architectures by

providing a greater degree of interaction and control than is presently possible on current

supercomputing systems� Ultimately� we hope to develop a �exible steering system that

allows scientists to interact with large�scale simulations by linking desktop workstations and

remote supercomputing facilities�

While past computational e�orts have focused on using vector supercomputers to exploit

�ne�grained loop�level parallelism� shared memory multiprocessors and�or systems of clus�

tered work stations for course�grained parallelism� we believe that the future of large�scale

scienti�c computing will lend itself ultimately to mixed collections of shared memory ma�

chines� massively parallel machines� workstation clusters� and graphics engines connected by

high bandwidth networks � a network multicomputer� To this end we are developing algo�

rithms and software that will be able to exploit such heterogeneous systems� In particular� we

are investigating large�scale� unstructured� three�dimensional mesh generation algorithms�

and are working on linking such algorithms with adaptive �nite element programs� sparse

system solvers� and visualization software via our computational steering software� We are

also investigating more general and e�cient ways to decompose sparse ill�conditioned lin�

ear systems using a combination of iterative Krylov subspace methods coupled with local

regularization techniques� with the aim of controling accuracy and balancing computational

costs�

While advances in computer architecture has allowed scientists to apply the computa�

tional paradigm to biophysical systems� the major bottleneck to succesfully utilizing high

performance computing in medical and healthcare applications� is the lack of existing usuable

	i�e� that non�hpc specialists can use
 software� Such application software is essential for

the computational methodology to make substantial contributions to physiologically and

clinically important areas�
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