Solving EHL Problems Using Iterative, Multigrid, and Homotopy Methods

The numerical solution of ElastoHydrodynamic Lubrication (EHL) point contact problems requires the solution of highly nonlinear systems of equations which pose a formidable computational challenge. Multigrid methods provide one efficient approach. EHL problems solved using a single grid and multigrid will be compared and contrasted with a homotopy method which works on the concept of deforming one problem into another by the continuous variation of a single parameter. Both the multigrid and the single grid method employ a new relaxation scheme. Numerical results on demanding test problems will be used to compare these methods and suggestions for future developments to produce robust solvers will be made.

1 Introduction

This paper is concerned with a major computational difficulty that arises in the numerical solution of ElastoHydrodynamic Lubrication (EHL) (Gohar, 1988) problems, namely that of ensuring convergence of the nonlinear equations solver to a steady-state solution. Two successful methods which have been used for achieving this are direct iteration (e.g., Gauss-Seidel) and multigrid methods.

Direct iteration methods have long been used (e.g., Hamrock and Dowson, 1977a) in conjunction with finite difference discretizations on regular meshes. Multigrid methods have also been used with great success by Venner (1994a) and Venner and Lubrecht (1994) with a good summary being given by Venner (1991b). These numerical methods have attractive properties such as rapid rate of convergence and are often used to solve the governing equations simultaneously. However, these numerical methods are not globally convergent in the sense that they can always locate a root from an arbitrary starting point. A fundamental limitation of these two methods is that it is not always possible to take a step that will guarantee a decrease in the residuals. In contrast, the relatively recently developed homotopy methods (Garcia, 1981) and (Allgower, 1990) are very powerful globally convergent methods but have a correspondingly greater computational cost.

These three approaches appear to provide efficient and reliable ways of solving EHL problems, but it is important to understand their relative merits and convergence criteria. This paper is a first attempt at providing such an understanding in the context of EHL point contact problems (contact of two spheres).

The layout of the remainder of this paper is as follows. In Section 2 we introduce the form of the equations to be solved. Multigrid method is described in Section 3 while Section 4 describes the new relaxation scheme and Section 5 describes the homotopy method. Sections 6 and 7 describe the test problems to be used in the comparison between the three methods and compare the performance of the three methods. Section 8 concludes the paper with a discussion of the merits of the three methods and suggests some future research directions.

2 Governing Equations

The mathematical model describing the isothermal EHL circular contact problem with oil entrainment in the positive X-
\[ \int_{y_{i-1}}^{y_{i+1}} \int_{x_{j-1}}^{x_{j+1}} P(X, Y) dX dY = \frac{2\pi}{3}. \] (5)

### 2.1 Finite Difference Discretization of Governing Equations

The focus of this study is on the iterative solution methods for the nonlinear equations and so in order to allow comparison with existing results we shall follow most EHL studies and use a rectangular mesh. The governing equations are discretized with the direction of flow in the \( X \)-direction and mesh spacings \( h, \) and \( h_i \) in the \( X \) and \( Y \) directions, respectively. Due to symmetry, only half the domain is used in the \( Y \)-direction. Reynolds equation (1) is discretized at each nonboundary mesh point \((i, j)\), \((i = 1, h, X_i, (j = 1, h) Y_j \) where \( X, Y \in [X_i, X_{i+1}] \times [Y_j, Y_{j+1}] \), using central and first order backward differencing to get

\[
\begin{align*}
\epsilon_{i+1/2,j} (P_{i+1, j} - P_{i, j}) + \epsilon_{i+1/2,j} (P_{i+1, j} - P_{i, j}) \\
+ h^2 \epsilon_{i+1/2,j} (P_{i, j+1} - P_{i, j}) + \epsilon_{i+1/2,j} (P_{i, j+1} - P_{i, j})
\end{align*}
\]

\[ -h_i (\rho_{ij} H_{ij} - \rho_{i-1,j} H_{i-1,j}) = 0. \] (6)

where, \( \epsilon_{i+1/2,j}, \epsilon_{i+1/2,j}, \epsilon_{i+1/2,j}, \) and \( \epsilon_{i+1/2,j} \) denote the values of \( \epsilon \) at the intermediate locations midway between mesh points, \( m, \) and \( n, \) are the maximum number of points in \( X \) and \( Y \) directions, respectively.

The discretized film thickness Eq. (4) at a point \((i, j)\) is given by:

\[ H_{ij} = H_0 + \frac{X_i^2}{2} + \frac{Y_j^2}{2} + d_{ij} \] (7)

where \( H_0 \) is a constant and \( d_{ij} \) is the elastic deformation of the material due to the applied load. The elastic deformation of the surface is derived by dividing the pressure distribution into rectangular blocks of uniform pressure. Thus the elastic deformation, \( d_{ij} \), at a point \((X, Y)\) due to the uniform pressure over the rectangular area \( 2a \times 2b \) is given by Venner (1991b):

\[ d_{ij} = \frac{2P}{\pi^2} \int_{-a}^{a} \int_{-b}^{b} \frac{dX dY}{\sqrt{(X - X_i)^2 + (Y - Y_j)^2}}. \] (8)

If the entire domain is divided into equal rectangular areas, then from Dowson and Hamrock (1976), the elastic deformation, \( d_{ij} \), at a point \((i, j)\) due to contributions of all rectangular areas of uniform pressure is given by:

\[ d_{ij} = \frac{2}{\pi^2} \sum_{m=1}^{m} \sum_{n=1}^{n} K_{mn} P_{mn} \] (9)

where, \( m = |i - k| + 1, \) \( n = |j - l| + 1, \) \( m, \) and \( n, \) are the maximum number of points in the \( X \) and \( Y \) directions, respectively. The coefficients \( K_{mn} \) are given by:

\[ X, Y = \text{coordinate} \quad \Rightarrow X_i, X_{i+1} = \text{dimensionless coordinate} \]
\[ Y, Y' = \text{coordinate} \quad \Rightarrow Y_j, Y_{j+1} = \text{dimensionless coordinate} \]
\[ x, y = \text{coordinate} \quad \Rightarrow x_i, x_{i+1} = \text{coordinate} \]
\[ z = \text{viscosity parameter} (\text{Roelands}) \]

### Nomenclature

- \( b \): radius of Hertzian contact
- \( G \): dimensionless materials parameter
- \( H \): dimensionless film thickness
- \( H_0 \): reference datum for elastic deflections
- \( h, h_i \): dimensionless mesh size
- \( L \): dimensionless materials parameter (Moes)
- \( M \): dimensionless load parameter (Moes)
- \( P \): dimensionless pressure
- \( P_0 \): maximum Hertzian pressure
- \( R \): reduced radius of curvature
- \( \alpha \): pressure viscosity index
- \( U \): dimensionless speed parameter
- \( W \): dimensionless load parameter
- \( X_0 \): dimensionless inlet boundary
- \( X_n \): dimensionless outlet boundary
- \( x, x' \): coordinate
- \( X_i, X_{i+1} \): dimensionless coordinate
- \( Y_i, Y_{i+1} \): dimensionless boundary domain
- \( y, y' \): coordinate
- \( X_r, Y_r \): dimensionless coordinate
- \( \epsilon \): coefficient in Reynolds equation
- \( \lambda \): dimensionless speed parameter
- \( \eta \): viscosity
- \( \rho \): density
- \( \kappa, \lambda \): grid index
- \( a, b \): inlet, outlet
- \( i, j \): grid index
- \( x, y, x, y \): direction

It should be noted from Eqs. (6), (9), and (10) that the Jacobian \( \partial F/\partial q \) is dense due to the dependence of the film thickness, \( H_{ij} \), at any point on all the pressures \( P_{ij} \), as can be seen from Eq. (9).
3 Multigrid Method

The use of multigrid methods in solving EHL problems is relatively new. This method was introduced into the field by Lubrecht (Lubrecht et al., 1986b), who through his extensive work has made multigrid techniques important for solving EHL problems. The use of multigrids for solving EHL line and point contact problems has been described by Venner (1991b).

The concept of multigrid iteration depends on the asymptotic nature of errors associated with iterative schemes and how the schemes reduce these errors. Smooth error components associated with low frequencies are hardly reduced with the classical iterative schemes, thus resulting in slow convergence. The opposite is true for error components with wavelength of the order of the mesh spacing. However, low frequency error components can be adequately represented on coarser grid. In a multilevel solver, which makes use of a series of coarser grids, each error component is reduced until it becomes smooth when the same procedure is applied on a coarser grid.

EHL problems are nonlinear. Thus, when using multigrids, the standard Correction Scheme cannot be used and the Full Approximation Scheme must be used instead. In the cavitation region, in which negative pressures are computed by the solver, the Reynolds equation is not valid and the computed pressures are set to zero in the standard manner as shown by Venner (1991b). This is treated with the multigrid method by using injection near and in the cavitation region when transferring the residual and the solution to the coarse grid. Full weighting is used in the remaining parts of the domain.

The FDMG Multigrid Software of Shaw (Shaw) is used here as a starting point for implementing the multigrid technique. FDMG employs Multigrid Full Approximation Scheme (FAS) to solve nonlinear systems of partial differential equations using either V or W coarse grid correction cycles. The Jacobi or Gauss-Seidel iterative method can be used as a smoother. The option for the type of restriction is either injection or full weighting (Lubrecht et al., 1987a,b). The FDMG multigrid software is modified in order to take the cavitation condition into consideration and the Full Multigrid Scheme, Venner (1991b), is also introduced. The full multigrid scheme is also known as nested iteration and it works on the principle that coarser grids are used to generate an accurate initial approximation on the finest grid.

The solution for the isotheorpical point contact problem is obtained by making use of strong coupling in the direction of flow, the X-direction. This is known as I-Line relaxation, see Wesseling (1992) for more details. Thus the discrete equations are solved simultaneously on a line of points, sweeping across the grid only in the positive Y-direction due to symmetry. On each line of points, the relaxation scheme of Nuragat and Berzins (1996) is employed, as described in the next section.

4 New Relaxation Scheme

The new relaxation scheme employs the same general philosophy as used by Lubrecht and Venner in that either Gauss-Seidel or Jacobi Line relaxation schemes are used in the different regions of the computational domain. The choice of the relaxation scheme depends very much on the value of ε in the Reynolds equation (1). Gauss-Seidel and Jacobi Line relaxation schemes are respectively employed in the non-contact and contact regions of the computational domain. The new relaxation scheme is employed in the following manner:

Having obtained the correction terms, ΔP, using I-Line relaxation on the line Y = j and before applying F-Line relaxation on the line Y = j + 1, at every point on the line Y = j which lies in the noncontact region, as shown in Fig. 1, a new approximation P, is computed using the equation

\[ P_j = \frac{P_{j+1}}{2} - \lambda P_j \]  \hspace{1cm} (12)

where \( \lambda \) is the damping factor which lies in the range 0.4 to 0.9. A correct choice of \( \lambda \) is critical to ensure convergence of the method. Besides this, all the correction terms \( \Delta P \) in the contact region on the line \( Y = j \) are saved in order to update the solution in the contact region after a complete sweep.

After all interior lines \( j \) have been visited, that is after a complete sweep, a new approximation \( P_{j+1} \) to \( P_j \) is computed at every point on the entire grid which lies only in the contact region using Eq. (12) but this time the damping factor \( \lambda \) lies in the range 0.1 to 0.2. Thus the saved values of the corrections \( \Delta P \) for the portions of each of the lines in the contact region, shown as shaded region in Fig. 1, are added en masse at the end of the iteration. This corresponds to a block Jacobi method and is one of the distinguishing features of the scheme from that of Venner (1991b) who uses the distributive Jacobi relaxation scheme. Having updated all the pressure values on the entire grid, the elastic deformation at every point on the entire grid is recalculated using the new pressure values.

5 Homotopy Method

The concept of a homotopy is simple. It is the deformation of one problem into another by the continuous variation of a single parameter. This parameter may be part of the problem specification and therefore have some physical significance, or it may be artificial. The key point here is that one of the problems will be easy to solve, and this will be continuously deformed into one that is hard to solve. In practice, the deformation process must be discretized and a sequence of intermediate problems solved. However, by allowing the changes to be sufficiently small at each stage, it can always be arranged that the solution of one intermediate problem will lie within the domain of convergence of some locally convergent algorithm for the next. In this way, solving a series of locally convergent problems can provide a route to global convergence. This process is termed continuation (Allgower, 1990).

Consider the problem of finding a root \( q^* \) of the nonlinear equation system given by Eq. (11). A homotopy function \( S(q, \beta) \) is a function for which \( \beta \in [0, 1] \) such that the following conditions hold:

\[ S(q, 0) = Q(q) \quad \text{and} \quad S(q, 1) = F(q). \]  \hspace{1cm} (13)

The function \( S(q, \beta) \) (assumed to be continuous though not necessarily differentiable with respect to \( \beta \)) represents a continuous deformation of \( Q(q) \) into \( F(q) \) as \( \beta \) varies (not necessarily monotonically) from 0 to 1. If the problem of finding \( q_0 \) satisfying

\[ Q(q_0) = S(q_0, 0) = 0 \]  \hspace{1cm} (14)

is one that can be solved, and a continuous solution path exists connecting \((q_0, 0)\) to \((q^*, 1)\) along which \( S(q, \beta) = 0 \), then continuously tracking the solution path is a globally convergent method for solving the system (11) (Allgower, 1990).
Artificially parameterized homotopy functions can be constructed in many ways, but those most usually encountered are convex linear homotopies of the form

\[ S(q, \beta) = \beta F(q) + (1 - \beta) Q(q) \]  

(15)

such as the fixed point homotopy

\[ S(q, \beta) = \beta F(q) + (1 - \beta) (q - q_0) \]  

(16)

where \( q_0 \) can be viewed as an initial estimate of \( q^\ast \).

Consider the problem of finding a root of

\[ S(q, \beta) = 0 \]  

(17)

for \( \beta = 1 \), where \( q \) represents the basic independent variables of the problem and one or more parameters \( a_i \) are defined in terms of \( \beta \) by (usually linear) relationships of the form \( a_i = \varphi_i(\beta) \). The problem is assumed to have been easily solved for the root \( q_0 \), corresponding to \( \beta = 0 \) (e.g., using a Newton-type method). The parameterized problem form is in the homotopy form but the dependence upon \( \beta \) is no longer necessarily linear.

We have found that an efficient homotopy technique for the robust, simultaneous solution of EHL point contact equations is the one based upon physical parameterization, using the pressure coefficient of viscosity \( \alpha \) as the underlying parameter:

\[ \alpha = \alpha_0 + \beta (\alpha^\ast - \alpha_0) \]  

(18)

when \( \beta = 0 \), \( \alpha = \alpha_0 \) (typically \( 5 \times 10^{-6} \), representing a near isovisco case) and when \( \beta = 1 \), \( \alpha = \alpha^\ast \) (the desired value for the oil in question is typically \( 2 \times 10^{-4} \) or more). Nondimensionalization of the governing equations is carried out once and for all using the final value of \( \alpha^\ast \), which is computed from the final value of \( \alpha \). Viscosity and density are computed from the local continuation values of \( \alpha \) and \( \rho \). This enables the continuation process to be carried out without changing the size of the domain, but the intermediate problems do not correspond obviously to meaningful physical problems. The initial problem is easy to solve using a Newton-type method, and working with \( \alpha \) has the added advantage that the same mesh can be used throughout (the computational domain size does not have to change as it would were load used as a parameter, for example).

The kinds of numerical algorithm that can be used to solve this problem are surveyed in the references (Allgower, 1990). We have used a predictor-corrector algorithm. Briefly, points satisfying Eq. (17) map out a curve in \((q, \beta)\)-space, the zero curve, as \( \beta \) varies. The algorithm starts from one point on this curve and takes a predictor step along the tangent there. The step size is adaptive, and the algorithm tries to maintain it as large as possible. The step direction is also chosen to make doubling back along the path impossible. A series of corrector steps is then taken with the intention of converging to a point further along the zero curve. Failing that, a new predictor with a reduced step size is undertaken. A purely locally convergent projected Newton method is used for the corrector steps. It should be noted that the Jacobian matrix is full and so a dense linear equation solver is used. To save on Jacobian evaluations, the Jacobian is only updated at points on the zero curve. In practice, the zero curve does not have to be tracked with high accuracy, since accumulation of discretisation errors such as occurs, for example, in the integration of ODE systems, does not arise here (Allgower, 1990). This algorithm allows the tracking of zero curves with rapid changes of arc length and non-monotonicity with respect to \( \beta \). Such situations cause the failure of simple continuation techniques where the \( \beta \) values are explicitly prescribed and monotonic.

For methods such as that just outlined, cavitation is often perceived as difficult to handle because it is not possible to arbitrarily set components of the pressure to zero without compromising convergence by introducing discontinuities. We have used penalty functions (Wu, 1986) to resolve the cavitation problem. The basic idea is to add on to the discrete Reynolds equation a term

\[ \psi(P) = \gamma P^2 \]  

(19)

for some positive constant \( \gamma \), wherever the pressure is negative. In this way, the equation cannot be satisfied unless negative pressures are driven toward zero (squaring the pressure keeps the problem continuous in first derivatives). The larger \( \gamma \) is, the more this will be case, but also the more sudden will be changes in curvature of the problem functions. For this reason we achieve greater robustness by deriving \( \gamma \) continually from the homotopy parameter according to

\[ \gamma = \beta \gamma^\ast \]  

(20)

where \( \gamma^\ast \) is the target value (typically 1000). In order to be able to cater for the very hardest problems, we sometimes carry out the \( \gamma \) continuation as a separate phase following completion of the \( \alpha \) continuation. For many problems, though, the two can be merged quite satisfactorily.

6 Test Problem One

This test problem, which appears in Wang (1994), is solved on a domain \((X, Y) = -4.5 \leq X, Y \leq 3.0\) using the new relaxation scheme on a single grid and multigrid and using the homotopy method on a single grid. A 65 by 65 grid is employed when the problem is solved on a single grid using the new relaxation scheme and the homotopy method. A finest 65 by 65 grid and a coarsest 17 by 17 grid are used when the problem is solved using the multigrid method. However, due to symmetry, only the nodes in the positive Y-direction are used when the problem is solved using the new relaxation scheme on a single grid and multigrid. For this highly loaded problem, the values of Moes dimensionless parameters are \( M = 99 \) and \( L = 16 \). This in turn gives \( \lambda = 2.3975 \times 10^{-2} \). The

<table>
<thead>
<tr>
<th>Ita</th>
<th>Beta</th>
<th>Rmin</th>
<th>RMSRES</th>
<th>SumP</th>
<th>( \beta )</th>
<th>( \alpha )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.050</td>
<td>0.110</td>
<td>3.909E-04</td>
<td>2.0832</td>
<td>2.091E-02</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>0.098</td>
<td>0.1040</td>
<td>1.722E-04</td>
<td>2.1144</td>
<td>2.894E-03</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>0.097</td>
<td>0.1038</td>
<td>1.140E-04</td>
<td>2.1196</td>
<td>2.693E-03</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>0.097</td>
<td>0.1038</td>
<td>9.599E-05</td>
<td>2.1201</td>
<td>2.630E-03</td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>0.097</td>
<td>0.1038</td>
<td>9.107E-05</td>
<td>2.1202</td>
<td>2.621E-03</td>
<td></td>
</tr>
</tbody>
</table>

Table 2 Test Problem One solved using M-Grid, \( M = 99 \) and \( L = 16 \)

<table>
<thead>
<tr>
<th>Ita</th>
<th>Beta</th>
<th>Rmin</th>
<th>RMSRES</th>
<th>SumP</th>
<th>( \beta )</th>
<th>( \alpha )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.0621</td>
<td>0.0609</td>
<td>1.039E-04</td>
<td>2.0944</td>
<td>1.000E-00</td>
<td>5.000E-04</td>
</tr>
<tr>
<td>10</td>
<td>0.0556</td>
<td>0.0515</td>
<td>1.235E-03</td>
<td>2.0944</td>
<td>8.186E-03</td>
<td>5.000E-04</td>
</tr>
<tr>
<td>11</td>
<td>0.1338</td>
<td>0.0740</td>
<td>8.290E-04</td>
<td>2.0944</td>
<td>2.842E-02</td>
<td>1.141E-03</td>
</tr>
<tr>
<td>12</td>
<td>0.2030</td>
<td>0.1261</td>
<td>6.544E-04</td>
<td>2.0944</td>
<td>1.130E-02</td>
<td>2.528E-03</td>
</tr>
<tr>
<td>13</td>
<td>0.2070</td>
<td>0.1296</td>
<td>6.817E-04</td>
<td>2.0944</td>
<td>5.409E-04</td>
<td>2.552E-03</td>
</tr>
<tr>
<td>14</td>
<td>0.2070</td>
<td>0.1296</td>
<td>2.484E-04</td>
<td>2.0944</td>
<td>4.077E-04</td>
<td>2.520E-03</td>
</tr>
<tr>
<td>15</td>
<td>0.2070</td>
<td>0.1296</td>
<td>4.706E-04</td>
<td>2.0944</td>
<td>2.632E-03</td>
<td>2.520E-03</td>
</tr>
<tr>
<td>16</td>
<td>0.2070</td>
<td>0.1296</td>
<td>2.723E-04</td>
<td>2.0944</td>
<td>3.481E-03</td>
<td>2.520E-03</td>
</tr>
<tr>
<td>17</td>
<td>0.2070</td>
<td>0.1304</td>
<td>5.851E-04</td>
<td>2.0944</td>
<td>1.150E-03</td>
<td>2.520E-03</td>
</tr>
<tr>
<td>18</td>
<td>0.2070</td>
<td>0.1304</td>
<td>3.402E-12</td>
<td>2.0944</td>
<td>2.441E-06</td>
<td>2.520E-06</td>
</tr>
</tbody>
</table>

Table 3 Test Problem One solved using homotopy method, \( M = 99 \) and \( L = 16 \)
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maximum Hertzian pressure, $p_h$, at this load is $1.21 \text{ GPa}$ if $\alpha = 2.2056 \times 10^{-6}$. Hence, the value of $\bar{a} = \alpha \times p_h = 27$. The equivalent Hamrock and Dowson’s (1976b) dimensionless parameters with $U$ fixed at $5.6102 \times 10^{-11}$ are $W = 3.4125 \times 10^{-6}$ and $G = 4868$ assuming that both contacts are steel.

### 6.1 Convergence Criteria
Tables 1, 2, and 3 show how the numerical solution changes with the number of iterations. If the convergence criterion is based on the change in the pressure solution from one iteration to the next on a single grid, which is a common though perhaps unwise practice and is labeled $\Delta P$ in Tables 1 and 3, then the solutions obtained using the new relaxation scheme and the homotopy method on single grid have converged to the order of $10^{-6}$ and $10^{-5}$, respectively. A more commonly used form for checking the accuracy when using the multigrid method is to check the change in the pressure solution on the finest grid and the coarser grid just below it. This is labeled as $\Delta P$ in Table 2. When the iteration has converged we would expect to see no change in this value and for this value to reflect the spatial discretization error in the coarser grid. $\Delta P$ as shown in Table 2 suggests that the pressure solution obtained using the multigrid method which employs the new relaxation scheme has converged to the order of $10^{-7}$.

However, if the convergence is based on the Root Mean Square Residual, labeled RMSRES, then the solutions obtained using the new relaxation scheme on a single grid and multigrid have converged to the order of $10^{-6}$ and $10^{-5}$, respectively. This discrepancy in the RMSRES values appears to be due to the cavitation region and the nature of the Reynolds equation. In the cavitation region, Reynolds equation is not valid and problems arises when transferring residuals and corrections between grids when using the multigrid method. This is a very important issue and needs further study. The RMSRES obtained using the homotopy method on a single grid is of the order $10^{-7}$.

Also shown in Tables 1, 2, and 3 are the central, labeled Hcent, and the minimum, labeled Hmin, film thicknesses obtained using the new relaxation scheme on a single grid (S-Grid) and multigrid (M-Grid) and the homotopy method on a single grid. The final values of Hcent and Hmin obtained by Wang (1994) and others are summarized in Table 4. The values of Hcent and Hmin obtained by Wang (1994), who used the effective influence method, are different from those obtained using the three different numerical schemes presented in this paper mainly due to the use of different mesh domains.

### 7 Test Problem Two
This test problem, which appears in Venner (1991b), is solved on a domain $(X, Y): -5.0 \leq X \leq 1.2, -3.5 \leq Y \leq 3.5$ using the new relaxation scheme on a single grid and multigrid and using the homotopy method on a single grid. A 65 by 65 grid is employed when the problem is solved on a single grid using the new relaxation scheme and the homotopy method. A finest 65 by 65 grid and a coarsest 17 by 17 grid are used when the problem is solved using the multigrid method. However, due to symmetry, only the nodes in the positive Y-direction are used when the problem is solved using the new relaxation scheme on a single grid and multigrid. For this moderately loaded problem, the values of Moes dimensionless parameters are $M = 20$ and $L = 10$. This in turn gives $\lambda = 0.0222$. The maximum Hertzian pressure, $p_h$, at this load is $0.5818 \text{ GPa}$ if $\alpha = 1.7 \times 10^{-5}$. Hence, the value of $\bar{a} = \alpha \times p_h = 10$. The equivalent Hamrock and Dowson’s dimensionless parameters with $U$ fixed at $1.0 \times 10^{-11}$ are $W = 1.8915 \times 10^{-5}$ and $G = 4729$ assuming that the boundary materials are different from those of Test Problem One.

### 7.1 Results
The numerical solutions and the convergence histories associated with the three methods are shown in Tables 5, 6, and 7. The Root Mean Square Residual, labeled RMSRES, obtained using the new relaxation scheme on a single grid and multigrid and the homotopy method are of the order $10^{-6}$, $10^{-5}$ and $10^{-11}$, respectively. Convergence based on $\Delta P$ when using a single grid method and $\Delta P$ when using the multigrid method, which is a general practice, suggest that the solution obtained using the new relaxation scheme on a single grid is of the order $10^{-6}$ as can be seen from Table 5. It is much smaller than that obtained using the other two methods which are of the order $10^{-4}$ and $10^{-5}$ as can be seen from Tables 6 and 7.

Also shown in Tables 5, 6, and 7 are the central, labeled Hcent, and the minimum, labeled Hmin, film thicknesses obtained using the new relaxation scheme on a single grid (S-Grid) and multigrid (M-Grid) and the homotopy method on a single grid. The final values of Hcent and Hmin obtained by ourselves, Venner (1991b) and Ehret (1997) are summarized in Table 8. On a 65 by 65 domain, the discrepancy between the values of Hcent and Hmin obtained using the three different numerical schemes presented in this paper is minimal. However, these values differ from those obtained by Venner (1991b). The reason for this is not clear but we have noted that slight differences in the schemes, for example using either a first or a second order upwinding, can give rise to significant differences in the results. Table 8 also shows the results obtained using the multigrid (M-Grid) method, which uses the new relaxation scheme, compared with the results of Venner (1991b).
and Ehret, who communicated his results to us, on different mesh sizes and domains. A summary of these results is that the results obtained using the three different numerical schemes presented in this paper and by Ehret are relatively close while the results of Venner are some what more distant, though still comparable.

7.2 Remarks. A point to note is that, when using the homotopy method, the force balance equation, labeled Sump in Tables 3 and 7, is satisfied on every iteration but this is not the case when the new relaxation scheme is employed on a single grid or multigrid.

An interesting feature about homotopy method is the sudden sharp drop in RMSRES as can be seen more clearly from Table 7. This may be attributed to the quadratic rate of convergence of the homotopy method close to the root. A sharp decrease in ϵ can also be noticed in Tables 3 and 7.

Since Homotopy method is very expensive in terms of computational time, it was not possible to use a finer mesh than 65 by 65. For the two test problems, the times taken to achieve the results using the new relaxation scheme on a single grid and multigrid and the homotopy method were 8.25 mins, 3.2 mins, and 6.06 hr, respectively, for test problem one and for test problem two the times were 13.5 mins, 2.9 mins, and 5.73 hr, respectively. An SGI R8000 was used for the first two numerical methods and an R10000 processor for the homotopy method.

8 Discussion and Conclusions

From the results obtained we can say something about the efficiency of the new relaxation scheme employed on a single grid and multigrid. The accuracy obtained when the new relaxation scheme is used on a single grid suggest the efficiency of this very simple relaxation scheme. This new relaxation scheme is explained in detail and compared with the distributive relaxation scheme of Venner (1991b) in Nurgat and Berzins (1996).

The numerical results shown in this paper demonstrate how even a relatively standard multigrid code when used with the new relaxation scheme may be used to speed up the solution of EHL problems. However, this speed can be further enhanced by making use of the multi-integration scheme (Brandt and Venner, 1990) to compute the elastic deformation. The homotopy method has the property of being very robust and has the additional advantage of delivering better convergence in terms of the residual but this is at the expense of much longer CPU times. There is, however, considerable scope for reducing these CPU times by using iterative methods for the linear equation solution rather than the Gaussian elimination methods employed here. This is an area of our current research (Schlijper et al., 1996).

The numerical results shown above raise an outstanding issue concerning the treatment of convergence in EHL problems. A further issue, that is of concern, appears to be the effect of domain size on the final results.
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